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Based on accumulating evidence, simulation appears to be a basic computational mechanism in the
brain that supports a broad spectrum of processes from perception to social cognition. Further
evidence suggests that simulation is typically situated, with the situated character of experience in the
environment being reflected in the situated character of the representations that underlie simulation.
A basic architecture is sketched of how the brain implements situated simulation. Within this
framework, simulators implement the concepts that underlie knowledge, and situated conceptual-
izations capture patterns of multi-modal simulation associated with frequently experienced
situations. A pattern completion inference mechanism uses current perception to activate situated
conceptualizations that produce predictions via simulations on relevant modalities. Empirical
findings from perception, action, working memory, conceptual processing, language and
social cognition illustrate how this framework produces the extensive prediction that characterizes
natural intelligence.
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1. INTRODUCTION
Accumulating evidence suggests that simulation con-
stitutes a central form of computation throughout
diverse forms of cognition, where simulation is the
re-enactment of perceptual, motor and introspective
states acquired during experience with the world, body
and mind (Barsalou 2008). As described next, the
re-enactment process has two phases: (i) storage in
long-term memory of multi-modal states that arise
across the brain’s systems for perception, action and
introspection (where ‘introspection’ refers to internal
states that include affect, motivation, intentions, meta-
cognition, etc.), and (ii) partial re-enactment of these
multi-modal states for later representational use,
including prediction. Each phase is addressed in turn.
(a) Storage of modal states

When an entity or event is experienced, it activates
feature detectors in the relevant neural systems. During
visual processing of a bicycle, for example, neurons fire
for edges and surfaces, whereas others fire for colour,
configural properties and motion. The overall pattern
of activation across this hierarchically organized
distributed system represents the entity in vision.
Analogous patterns of activation in other sensory
modalities represent how the bicycle might sound and
feel. Activations in the motor system represent actions
on the bicycle. Activations in the amygdale and
orbitofrontal areas represent affective reactions.

As a feature system becomes active to represent an
entity or event, conjunctive neurons in association
areas capture the activation pattern for later
tribution of 18 to a Theme Issue ‘Predictions in the brain:
r past to prepare for the future’.
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representational use. Populations of conjunctive
neurons code the pattern, with each individual neuron
participating in the coding of many different patterns
(e.g. Damasio 1989; Simmons & Barsalou 2003).
Locally, association areas near a modality capture
activation patterns within it (e.g. visual association
areas capture patterns of visual features). In turn,
higher association areas in the temporal, parietal and
frontal lobes integrate activations across modalities.
(b) Re-enactments of modal states

The architecture just described has the functional
ability to produce modal re-enactments (simulations).
Once associative neurons capture a feature pattern,
they can later reactivate it in the absence of bottom-up
stimulation. When retrieving a memory of a bicycle,
associative neurons partially reactivate the visual state
active during its earlier perception. Similarly, when
retrieving an action performed on the bicycle, associ-
ative neurons partially reactivate the motor state that
produced it. A re-enactment never constitutes a
complete reinstatement of an original modal state,
and various sources of bias may often distort it. Thus,
re-enactments are always partial and potentially
inaccurate. Regardless, some semblance of the original
modal state is re-enacted for representational use
during cognitive activity.

Re-enactment is not necessarily conscious but may
also be unconscious, probably being unconscious even
more often than conscious. Unconscious re-enactments
may occur frequently during perception, memory,
conceptualization, comprehension and reasoning, along
with conscious re-enactments. When re-enactments
reach awareness, they can be viewed as constituting
mental imagery, given that imagery is typically assumed
to be conscious.
This journal is q 2009 The Royal Society
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2. SIMULATORS AND SIMULATIONS
Barsalou (1999, 2003a) developed a theory of cogni-
tion based on the neural re-enactment of modal states.
Simulators and simulations constitute the theory’s two
central constructs. Simulators integrate information
across a category’s instances, whereas simulations are
specific conceptualizations of the category. Each is
addressed in turn.

(a) Simulators

Because the instances of a category typically have
statistically correlated properties, encountering these
instances should tend to activate similar neural patterns
in feature systems (e.g. Farah & McClelland 1991;
Cree & McRae 2003). Additionally, similar populations
of conjunctive neurons in association areas—tuned to
these feature conjunctions—should typically capture
these patterns (Damasio 1989; Simmons & Barsalou
2003). After experiencing a category’s instances over
time, a distributed multi-modal system develops to
represent the category as a whole. Barsalou (1999)
referred to these distributed systems as simulators.
Theoretically, a simulator functions as a concept or
type in more traditional theories by integrating the
multi-modal content of a category across instances, and
by providing the ability to interpret individuals as tokens
of the type (Barsalou 2003a).

Consider a simulator that represents the concept of
bicycle. Across encounters with different instances, visual
information about how bicycles look becomes integrated
in the simulator, along with auditory information about
how they sound, somatosensory information about how
they feel, motor sequences for interacting with them,
affective responses to experiencing them and so forth.
The result is a distributed system throughout the
brain’s feature and association areas that accumulates
and integrates modal content processed for the category.
As Barsalou (2003a) describes, many additional
simulators develop to represent properties, relations,
events and mental states relevant to bicycles (e.g. spokes,
mesh, pedal, effort).

(b) Simulations

Once a simulator exists to represent a category, it
can re-enact small subsets of its content as specific
simulations. As mentioned earlier, these simulations
may never reach consciousness, although some
aspects may become conscious, as in mental imagery.
All content in a simulator never becomes active
simultaneously—only small subsets become active to
represent the category on particular occasions. Diverse
factors such as frequency, recency and context
determine the simulations that become active during
a specific simulation of the category (cf. Barsalou
1987, 1989, 1993). The bicycle simulator, for example,
might simulate a touring bike on one occasion and
mountain bike or a cross bike on others. Because all the
experienced content for bicycles resides implicitly in
the bicycle simulator, diverse subsets can be re-enacted
on different occasions, and tailored to specific contexts.
Often, simulations may represent specific instances of a
category (e.g. individual bicycles), but they may also
represent groups of individuals in a more generic
manner (cf. Medin & Ross 1989).
Phil. Trans. R. Soc. B (2009)
Simulations are almost certainly never exact re-
enactments of previously experienced category
instances. Instead, simulations may typically only
re-enact instances partially, with various factors produ-
cing distortion (see examples later for simulations in
perception and action). Furthermore, the level of detail
in a simulation may vary widely, from being relatively
vague and skeletal to be being vivid and detailed,
depending on the amount of information available or
required. Finally, when simulations of events occur over
time, they may often only include a small subset of the
originally perceived points within the temporal
sequence, rather than being a complete re-enactment
of all points.

Barsalou (1999, 2003a) proposed that simulations,
combined with simulators, perform a wide variety of
functions. Simulations represent a category’s instances
in their absence during memory, language and thought.
Simulations produce inferences and predictions about
a category’s perceived instances using the pattern
completion inference mechanism described later.
Simulations combine productively to produce infinite
conceptual combinations. Simulations represent the
propositions that underlie type-token predication and
complex propositional structures. Simulations rep-
resent abstract concepts. In general, simulations
implement the functionality of classic symbolic
systems, with this functionality emerging implicitly in
modal and association systems rather than being
represented explicitly in symbolic structures, as in
predicate calculus and frames.
(c) Sources of simulators

An infinite number of simulators can develop in long-
term memory for objects, settings, events, actions,
introspections, properties, relations and so forth.
Specifically, a simulator develops for any component
of experience that attention selects repeatedly (Barsalou
1999, 2003a). When attention focuses repeatedly on a
type of object in experience, such as bicycle, a simulator
develops for it. Analogously, if attention focuses
repeatedly on an action ( pedalling), introspection
(happiness) or relation (mesh) simulators develop to
represent them as well. Such flexibility is consistent with
Schyns et al.’s (1998) proposal that the cognitive system
acquires new concepts as they become relevant. Because
selective attention is flexible and open ended, a
simulator develops for any component of experience
selected repeatedly.

An important issue concerns how simulators for
abstract concepts develop. Barsalou (1999) proposed
that simulators for abstract concepts generally capture
complex multi-modal simulations of temporally
extended events, with simulation of introspections
being central. According to this account, simulators
develop to represent categories of internal experience
just as they develop to represent categories of external
experience. In support of this account, Barsalou &
Wiemer-Hastings (2005) found that concrete and
abstract concepts both contain extensive amounts of
situation information, but that abstract concepts tend
to contain more information about introspections and
events (also see Wiemer-Hastings et al. 2001).
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(d) Empirical evidence

Accumulating evidence implicates simulation as a
basic computational mechanism in the brain. Reviews of
relevant evidence can be found in Pulvermüller (1999,
2005), Martin (2001, 2007), Barsalou (2003b, 2008),
Thompson-Schill (2003), Pecher & Zwaan (2005), Smith
(2005), Smith & Gasser (2005), Gibbs (2006), de Vega
et al. (2008) and Semin & Smith (2008).
3. SITUATED CONCEPTUALIZATIONS
Barsalou (2003b) proposed that concepts are not
typically processed in isolation but are typically situated
in background settings, events and introspections. When
representing bicycle, for example, people do not rep-
resent a bicycle in isolation but represent it in relevant
situations. According to Yeh & Barsalou (2006), people
situate concepts for the following reason: if the brain
attempts to simulate a perceptual experience when
representing a concept, it should typically simulate a
situation, because situations are intrinsic in perception.
At any given moment in perception, people perceive the
immediate space around them, including agents, objects
and events present. Even when people focus attention on
a particular entity or event in perception, they continue
to perceive the background situation—the situation does
not disappear. If perceptual experience takes the form of
a situation, and if a conceptual representation simulates
perceptual experience, then the form of a conceptual
representation should take the form of a perceived
situation. When people construct a simulation to
represent a category, they should simulate the category
in a relevant perceptual situation, not in isolation.

Barsalou (2003b) referred to situated representations
of categories as situated conceptualizations. Across different
occasions, diverse situated conceptualizations represent
a category. Because a single general conceptualization
would be too vague to support relevant inferences
in specific situations, representations that are more
specialized are constructed instead.

Consider the representation of bicycle. According to
traditional views, bicycle is represented as a generic set
of amodal propositions that become active as a whole
every time the category is processed. According to the
view proposed here, however, the cognitive system
produces many different situated conceptualizations of
bicycle, each tailored to help an agent interact with
bicycles in different situations. For example, one
situated conceptualization for bicycle might support
riding a bicycle, whereas others might support locking a
bicycle, repairing a bicycle and so forth. On this view,
the concept for bicycle is not a single generic
representation of the category. Instead, the concept is
the skill or ability to produce a wide variety of situated
conceptualizations that support goal achievement in
specific contexts.

(a) Multi-modal simulations implement situated

conceptualizations

Barsalou (2003b) proposed that a complex multi-
modal simulation becomes active to represent a
situated conceptualization. Consider a situated con-
ceptualization for riding a bicycle. Such a conceptuali-
zation might simulate how riding a bicycle appears
Phil. Trans. R. Soc. B (2009)
perceptually from the perspective of riding one. When
riding a bicycle, one views the bicycle from above, sees
wheels rolling below, hears the sprockets and chain
meshing, feels the wind blowing by and so forth. All
these perceptual aspects of the situation can be
represented as modal simulations in a situated
conceptualization that represents the experience in its
absence. Rather than amodal propositions representing
these perceptions, simulations represent them in the
relevant modal systems.

A situated conceptualization of riding a bicycle
is likely to simulate actions that the agent takes,
such as peddling, changing gears and watching for
traffic. Modal simulations could also represent these
aspects of a situated conceptualization via simulations
of the actions.

A situated conceptualization of riding a bicycle is
likely to include simulations of introspections, such as
effort, happiness, the goal to reach a destination,
planning a route and motivation to push ahead at
maximum speed. Again, simulations of these internal
states could represent them in the situated conceptual-
ization. Just as external experience can be simulated, so
can internal experience.

Finally, a situated conceptualization for riding a
bicycle simulates a setting where the event could
occur—the event is not simulated in a vacuum.
Riding a bicycle, for example, might be simulated
on a route to work or on a mountain trail. Again, such
knowledge can be represented as simulations of
particular settings.

In summary, a situated conceptualization typically
simulates four basic types of information from a
particular perspective: (i) perceptions of relevant
people and objects, (ii) actions, (iii) introspections,
and (iv) settings. Putting all these together, a situated
conceptualization is a multi-modal simulation of a
multi-component situation, with each modal com-
ponent simulated in the respective neural system.

A further assumption is that a situated conceptual-
ization consists of simulations from many different
simulators (Yeh & Barsalou 2006). A situated con-
ceptualization for riding a bicycle is likely to include
simulations from simulators for people, objects, actions,
introspections and settings. Thus, a single simulator
alone does not produce a situated conceptualization.
Instead, many simulators produce the components that
a situated conceptualization contains.

Finally, a situated conceptualization places the
conceptualizer in the respective situation, creating the
experience of ‘being there’ (Barsalou 2002, 2003b). By
re-enacting actions and introspections from a parti-
cular perspective, a situated conceptualization creates
the experience of the conceptualizer being in the
situation—the situation is not represented as detached
and separate from the conceptualizer.

(b) Entrenched situated conceptualizations

Across the lifespan, people experience many situations
repeatedly while interacting with people, artefacts, social
institutions and so forth. Consequently, knowledge
about these familiar situations becomes entrenched in
memory, supporting skilled performance in them.
Situated conceptualizations represent this entrenched
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knowledge. When a situation is experienced repeatedly,
multi-modal knowledge accrues in the respective
simulators for the people, objects, actions, introspections
and settings. Components of the conceptualization
become entrenched as simulations in the respective
simulators, as do associations between simulations and
simulators. Over time, the situated conceptualization
becomes so well established that it becomes active
automatically and immediately when the situation arises.
After riding a bicycle on many occasions, a situated
conceptualization becomes entrenched in memory such
that minimal cuing activates it when relevant. Different
but similar situations may also activate entrenched
conceptualizations by analogy on later occasion. Indeed
most experienced situations, regardless of how novel
they are, may typically activate whatever situated
conceptualization happens to be the most similar. As
described next, activating situated conceptualizations
plays central roles in processing a current situation.

(c) Inference via pattern completion

Once situated conceptualizations become entrenched
in memory, they support a pattern completion
inference process (Barsalou 2003b; Barsalou et al.
2003). On encountering a familiar situation, an
entrenched situated conceptualization for the situation
becomes active. Typically, though only part of the
situation is perceived initially. A relevant person,
setting, event or introspection may be perceived,
which then predicts that a particular situation—
represented by a situated conceptualization—is about
to unfold. By running the situated conceptualization as
a simulation, the perceiver anticipates what will happen
next, thereby performing effectively in the situation.
The agent draws inferences from the simulation that go
beyond the information given (e.g. Bruner 1957).

When a situated conceptualization becomes active, it
constitutes a rich source of prediction via this pattern
completion inference mechanism. A situated conceptuali-
zation is essentially a pattern, namely, a complex
configuration of multi-modal components that represent
a familiar situation. When a component of this pattern
matches something experienced in the environment, the
larger pattern becomes active in memory. The remaining
pattern components—not yet experienced—constitute
inferences, namely, educated guesses about what might
occur next. Because the remaining components co-
occurred frequently with the perceived components in
previous situations, inferring the remaining components
is plausible. When a partially viewed situation activates a
situated conceptualization, the conceptualization
completes the pattern that the situation suggests.

Imagine seeing a bicycle with a flat tyre in someone’s
garage. Furthermore, imagine that the perceived bicycle
matches components of one or more situated conceptu-
alizations entrenched in memory for bicycles. Once one
conceptualization wins the activation process—perhaps
one containing bicycles with flat tyres—it provides
inferences via pattern completion, such as introspec-
tions likely to be present (being unhappy about a flat
tyre), actions likely to result (taking the wheel off the
bicycle), tools that might be useful (a wrench) and so
forth. The unfolding of such inferences—realized as
simulations—provides a powerful source of prediction.
Phil. Trans. R. Soc. B (2009)
(d) Empirical evidence

Accumulating evidence implicates situated conceptu-
alization and pattern completion inference on situated
conceptualizations as basic computational mechanisms
in the brain. Reviews of relevant evidence can be found
in Barsalou (2003b, 2005), Barsalou et al. (2003),
Yeh & Barsalou (2006) and Robbins & Aydede (2008).
4. SIMULATIONS AND SITUATED
CONCEPTUALIZATIONS AS SOURCES
OF PREDICTION
Simulations and situated conceptualizations—coupled
with pattern completion inference—produce continual
predictions across the spectrum of cognitive activities.
The perception of something familiar in the environ-
ment, body or introspection activates a simulation or
situated conceptualization that contains it. Com-
ponents of the simulation or situated conceptualization
not yet experienced constitute predictions about events
likely to occur, actions likely to be effective and
introspections likely to result. Because simulations
represent predictions, predictions are simulated in the
same modalities in which they would be experienced.
Consequently, predictions can be readily matched to
corresponding components, should they actually occur.

Imagine seeing a coffee bean container that activates
a situated conceptualization for making espresso.
Although only this component of the situated conceptu-
alization is perceived, it activates simulations of other
components as predictions about what could happen
next: the container could be opened to reveal coffee
beans inside; further actions could be taken to grind the
beans and make espresso; psychological states such as
pleasure, feeling stimulated, and being more awake could
result. As this situated conceptualization becomes active,
its simulated components can be used to monitor
perceptions, actions and introspections as they actually
occur, assessing whether the situated conceptualization’s
predictions are satisfied. Because simulated predictions
reside in the same systems that perceive the environment,
carry out actions, and introspect on internal states, they
can be matched to actual experience as it occurs, thereby
assessing whether events have unfolded as predicted.
Assessing the accuracy of predictions determines
whether the situational conceptualization currently
active is likely to provide effective guidance for
interacting with the current situation. If initial predic-
tions match, then the active conceptualization can be
trusted to provide further predictions. If not, a new
conceptualization must be retrieved or constructed.

The remaining sections illustrate how simulations
and situated conceptualizations generate predictions in
this manner across cognitive processes from perception
to social cognition.

(a) Perception
Goldstone (1995) illustrated how simulations produce
perceptual predictions in a simple perceptual learning
paradigm. Participants learned associations between a
visual stimulus (e.g. the letter E) and a colour (e.g. dark
red). Later, when a coloured stimulus was flashed as a
standard (e.g. a red E), participants used a slider to
reproduce its colour on an adjustable token of the same
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stimulus simultaneously present in black (e.g. a
black E). Interestingly, participants distorted the
reproduced colour of the second stimulus towards the
prototypical colour of the perceived standard across
trials (i.e. the actual colour of the standard was
distorted). Perceiving the standard’s shape, activated
a simulation of its prototypical colour across trials,
which then distorted the standard’s perceived colour,
perhaps fusing with it. Although, these simulations of
the prototypical colour distorted perception of the
standard’s colour, they produced predictions about
colour likely to be true, statistically speaking, across
instances of the stimulus. If the perceiver was searching
for the stimulus in the environment, these colour
predictions would be maximally informative in finding
it (for a similar finding, see Hansen et al. 2006).

Simulations that originate in situated conceptual-
izations for objects produce predictions about motion.
During motion continuation, viewers view the visual
trajectory of a moving object. As they view the actual
trajectory, they simultaneously simulate the object’s
future trajectory, predicting where it is likely to move
next (e.g. Freyd 1987). Knowledge about whether an
object moves quickly or slowly affects these simulated
trajectories accordingly (e.g. Reed & Vinson 1996).
Similarly, during apparent motion, simulations of
possible human actions predict interpolated motion
likely to be present between two alternating pictures of
a human body in different positions (e.g. Shiffrar &
Freyd 1990, 1993). Stevens et al. (2000) showed that
simulations in the motor system underlie these
predictions.

During auditory perception, lexical knowledge
produces predictions via simulation that contribute to
speech perception. In the phoneme restoration effect,
listeners use auditory knowledge about a word’s
phonemes to simulate and predict a missing phoneme
(e.g. Warren 1970). When a phoneme is missing,
information present for surrounding phonemes is
sufficient to activate a simulation of the word that
includes the missing phoneme. Simulations appear to
be present because participants hear speech sounds
that are not present physically. Samuel (1997) showed
that these simulations originate in early auditory
processing. In the McGurk effect (McGurk &
MacDonald 1976), perceiving a mouth producing a
particular phoneme (e.g. ba) produces a corresponding
auditory simulation that conflicts with hearing a
different phoneme actually uttered (e.g. ga). Once the
simulated phoneme is fused with the perceived
phoneme, the result is the auditory perception of a
phoneme that is the average of the simulated and
perceived phonemes (e.g. da). Thus, an auditory
simulation fuses with a perceived auditory phoneme
to create the perception of a phoneme neither
spoken visually nor heard auditorally. Because multiple
modalities underlie the McGurk effect—visual infor-
mation triggering auditory simulations—multi-modal
simulations such as those in situated conceptualizations
generate predictions about the phonemes spoken.

(b) Action
As people perceive visual objects, situated conceptual-
izations produce predictions about actions likely to be
Phil. Trans. R. Soc. B (2009)
effective while interacting with them. When people
perceive a cup, for example, a situated conceptual-
ization for interacting with cups produces a simulation
of grasping it. Tucker & Ellis (2001) showed that when
a cup handle is on the left, people simulate grasping it
with the left hand, but when the cup handle is on the
right, people simulate grasping it with the right hand.
In each case, a simulation predicts which hand is likely
to be the most effective in grasping the cup. Bub et al.
(2008) further showed that a perceived object (or its
name) automatically triggers simulations of both
grasping and functional actions predicted to be
effective during interactions with the object.

Using fMRI, Chao & Martin (2000) showed that
perceived objects activate situated conceptualizations
for interacting with the objects. On perceiving a
hammer, for example, the grasping circuit in the
brain becomes active, predicting—via a motor
simulation—appropriate actions to take on the object.
As in Tucker & Ellis (2001), these predictions are hand
specific, with the grasping circuit for the right hand
becoming active in right-handed participants. Lewis
(2006) reviews similar and related findings.

Researchers report a wide variety of other findings
also consistent with the conclusion that situated
conceptualizations produce ubiquitous predictions
about action via simulation. In Bosbach et al. (2005),
accurately predicting the weight of an object lifted by
another agent required simulating the lifting action in
one’s own motor and somatosensory systems. In
Repp & Knoblich (2004), a pianist’s ability to identify
auditory recordings of his or her own playing depended
on simulating the motor actions underlying it. In
Proffitt (2006), simulations of perceived effort
appeared to affect the perceived steepness of a hill
and the perceived length of a path.

Motor simulations of predicted limb position are
central for motor control. As an action is performed,
the motor system constructs a feed-forward simulation
of the action that monitors and guides it (e.g. Wolpert
et al. 1999; Grush 2004). These motor simulations also
play roles in predicting the anticipated actions of agents
perceived visually (Wilson & Knoblich 2005) and
in speeding visual object recognition (e.g. Helbig
et al. 2006).

(c) Implicit memory

Implicit long-term memory is closely related to
perceptual prediction. In both cases, perceptual
memories—implemented as simulations and situated
conceptualizations—become active and affect percep-
tion. As we just saw for perception, simulations and
situated conceptualizations represent perceptions and
actions that go beyond stimulus information. In
implicit memory, simulations increase perceptual
fluency by facilitating the processing of perceptual
information and speeding the formation of perceptions
(repetition priming). According to the account pro-
posed here, when a perceptual stimulus activates a
similar perceptual memory, the perceptual memory
runs as a simulation of the stimulus and speeds its
processing by activating relevant processing areas, with
the simulation perhaps fusing with the stimulus
information. To the extent that the perceptual memory
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matches the stimulus, the memory predicts that the
stimulus is another instance of itself, thereby increasing
the fluency of perceiving it via top-down activation.
When, for example, a perceived face activates an
implicit memory, the face memory predicts that the
perceived face is another instance of itself and speeds
its processing.

Numerous findings support the proposal that the
prediction underlying implicit memory results from the
simulation of perceptual memories (Roediger &
McDermott 1993; Schacter et al. 2004). First,
perceptual processing is important for establishing
robust repetition priming effects, consistent with the
proposal that perceptual memories play central roles in
priming (e.g. Jacoby 1983). Second, repetition priming
is the strongest when the modalities of the memory and
the perceived stimulus match (e.g. when an auditory
memory exists to help process an auditory stimulus;
Kirsner et al. 1989). Third, repetition priming is the
strongest when the perceptual details of a memory and
a perceived stimulus match, such as orientation, size,
font, etc. (e.g. Jolicoeur 1985; Jacoby & Hayman
1987). Fourth, imagining a stimulus produces rep-
etition priming similar to actually perceiving it,
suggesting that perceptual representations underlie
both (e.g. Roediger & Blaxton 1987; Schacter & Graf
1989). For these reasons, simulations of perceptual
states appear central to the predictions that implicit
memories generate about corresponding perceptions.

(d) Working memory

Mental imagery can be viewed as the conscious and
explicit manipulation of simulations in working
memory to predict future events. When imagining a
rotating object, for example, a person attempts to
predict the object’s future orientation, analogous to the
less intentional and less conscious inferences in
simulating perceptual trajectories discussed earlier.
Considerable evidence indicates that simulations in
working memory underlie visual imagery (e.g. Kosslyn
1980, 1994; Shepard & Cooper 1982; Finke 1989),
motor imagery (e.g. Jeannerod 1995; Grèzes & Decety
2001) and auditory imagery (e.g. Halpern et al. 2004).
In all cases, imagery attempts to predict what is likely to
occur next if an imagined event on the respective
modality actually occurred.

When action is relevant to visual imagery, the motor
system becomes engaged, implying the presence of a
situated conceptualization. When visual rotation of a
body part is imagined, for example, bodily constraints
shape the rotational trajectory (e.g. Parsons 1987a,b).
Similarly, mental rotation of visual objects is often
accompanied by motor simulations of making them
turn (e.g. Richter et al. 2000). In both cases,
predictions on multiple modalities are conveyed via
multi-modal simulations.

(e) Conceptual processing

When entities and events are categorized, conceptual
knowledge about the respective categories becomes
active to predict what is likely to happen next. As we
saw earlier, when people categorize visual objects, such
as hammers, conceptual knowledge associated with the
respective categories becomes active to predict relevant
Phil. Trans. R. Soc. B (2009)
actions (e.g. Chao & Martin 2000; Lewis 2006).
Because multi-modal simulations represent these
predictions, situated conceptualizations appear respon-
sible. Similarly, when people categorize instances of
food categories, situated conceptualizations—again
implemented via multi-modal simulations—produce
predictions about how foods will taste and how
rewarding they will be to consume (Simmons et al.
2005). Additionally, perceiving an object predicts
settings in which it is likely to occur. Bar (2004), for
example, found that perceiving isolated objects acti-
vates neural systems that represent their environmental
contexts. Indeed, recognizing the presence of certain
objects is a powerful means of predicting the scene or
situation likely to be present.

Much behavioural research supports these con-
clusions (for a review, see Yeh & Barsalou 2006).
In object perception, for example, perceiving an object
activates a background scene that can speed object
categorization (e.g. Biederman 1972, 1981; Palmer
1975; Bar & Ullman 1996). Perceiving an object
activates a situated conceptualization associated with
its category, which—via interactive activation—speeds
processing of the object, along with related objects and
events in the situation.

Situated conceptualizations also play central roles
when people attempt to predict information associated
with categories in the absence of category exemplars
being present. When people are asked to describe
the properties of an absent object category (e.g.
watermelons), they do not simply generate properties
of the object itself. Instead, they also generate proper-
ties for likely settings ( porch), events (eating) and
introspections ( pleasure). Rather than simply describ-
ing the object per se as instructed, people further
predict other aspects of situations likely to be present
(Barsalou & Wiemer-Hastings 2005; Chagneau et al.
2009; Santos et al. submitted; Wu & Barsalou
submitted). As people describe an object, they situate
it from their own perspective, simulating themselves in
the situation as well. In other words, people construct
the experience of being there with the object to
generate its properties (Barsalou 2002, 2003b; Yeh &
Barsalou 2006).

(f ) Language
Prediction lies at the heart of language comprehension.
When processing language, a comprehender’s task is to
predict what the language means. Accumulating
evidence indicates that simulations and situated
conceptualizations convey these predictions. Consider
research reviewed by Zwaan & Madden (2005) on the
role of visual simulation in comprehension. In these
experiments, participants read sentences that implied
something perceptual not stated literally. For example,
participants read sentences such as ‘Mary hammered
the nail into the wall’, which implied that the nail was
oriented horizontally. If readers constructed simula-
tions to predict what the sentence meant, the
simulation should have contained implicit perceptual
information not mentioned in the sentence, such as
object orientation. After reading the sentence, partici-
pants viewed a nail in either a horizontal or a vertical
orientation and named it. As predicted, participants

http://rstb.royalsocietypublishing.org/
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were faster to name the nail in a horizontal position

than in a vertical position, suggesting that they had

simulated its orientation while comprehending the

sentence (other participants showed the opposite

pattern after reading sentences such as ‘Mary pounded

the nail into the floor’). Many similar experiments

demonstrate diverse perceptual matching effects,

consistent with the view that comprehenders simulate

situations to predict what sentences mean.

Much research has also shown that comprehenders

use motor simulations to generate predictions about

meaning. When participants comprehend the word for

an action, the motor system represents its meaning

(Pulvermüller 2005). Specifically, verbs for head, arm

and leg actions produce head, arm and leg simulations

in the respective cortical areas. These simulations

play causal roles in language processing, given that

transcranial magnetic stimulation over the relevant

motor areas affects the processing of predicting mean-

ing (e.g. Buccino et al. 2005; Pulvermüller et al. 2005).

Much behavioural research corroborates these results.

For example, comprehension is facilitated when the

action described in a sentence is consistent with the

action to make a response (Glenberg & Kaschak 2003;

Zwaan & Taylor 2006). Similarly, when reading about a

sport, such as hockey, experts produce motor

simulations absent in novices (Holt & Beilock 2006).

In all these experiments, participants use motor

simulations to predict the meanings of words and

sentences that describe action.

Other research shows that participants predict

motion through space, as they comprehend language.

Richardson et al. (2003) found that readers simulate

horizontal and vertical paths to predict the meanings of

concrete and abstract verbs (e.g. push versus lift, argue

versus respect). Matlock (2004) found that implied

motion in a sentence (e.g. The road runs through the

valley) produces corresponding simulations of motion

through space. Richardson & Matlock (2007) found that

these simulations produce predictive eye movements.
(g) Social cognition

For decades, social psychologists have shown that

bodily states predict relevant social situations, and

conversely, that social situations predict relevant bodily

states (Niedenthal et al. 2005). For example, slumping

posture is associated with negative affect and failure,

whereas upright posture is associated with positive

affect and success. Barsalou et al. (2003) proposed that

situated conceptualizations represent these patterns of

association, and that pattern completion inference

produces extensive predictions from these patterns

during social interaction. For example, knowing that a

student failed in an exam activates a situated conceptu-

alization for this type of event, which in turn generates

predictions that the individual will be slumped and

unhappy. Conversely, seeing a slumped and unhappy

student generates the prediction that the student might

have failed an exam. In general, situated conceptu-

alizations provide a powerful form of prediction in

social cognition, with these predictions being conveyed

via simulations during pattern completion inference.
Phil. Trans. R. Soc. B (2009)
5. CONCLUSION
Accumulating evidence suggests that simulators,
simulations and situated conceptualizations play central
roles throughout cognition. Besides representing knowl-
edge, these systems provide a powerful and ubiquitous
source of prediction. Indeed, the brain can be viewed as
a coordinated system that generates a continuous stream
of multi-modal predictions during situated action and
social interaction (Barsalou et al. 2007).

Perhaps the most pressing issue surrounding this area
of work is the lack of well-specified computational
accounts. Our understanding of simulators, simulations,
situated conceptualizations and pattern completion
inference would be much deeper if computational
accounts specified the underlying mechanisms. Increas-
ingly, grounding such accounts in neural mechanisms
is obviously important as well, as is designing increas-
ingly sophisticated experiments to assess and develop
these accounts.
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Grèzes, J. & Decety, J. 2001 Functional anatomy of execution,
mental simulation, observation, and verb generation of
actions: a meta-analysis. Hum. Brain Mapp. 12, 1–19.
(doi:10.1002/1097-0193(200101)12:1!1::AID-HBM10O
3.0.CO;2-V)

Halpern, A. R., Zatorre, R. J., Bouffard, M. & Johnson, J. A.
2004 Behavioral and neural correlates of perceived and
imagined timbre. Neuropsychologia 42, 1281–1292.
(doi:10.1016/j.neuropsychologia.2003.12.017)

Hansen, T., Olkkonen, M., Walter, S. & Gegenfurtner, K. R.
2006 Memory modulates color appearance. Nat. Neurosci.
9, 1367–1368. (doi:10.1038/nn1794)

Helbig, H. B., Graf, M. & Kiefer, M. 2006 The role of action
representations in visual object recognition. Exp. Brain
Res. 174, 221–228. (doi:10.1007/s00221-006-0443-5)

Holt, L. E. & Beilock, S. L. 2006 Expertise and its
embodiment: examining the impact of sensorimotor skill
expertise on the representation of action-related text.
Psychon. Bull. Rev. 13, 694–701.

Jacoby, L. 1983 Remembering the data: analyzing interactive
processes in reading. J. Verbal Learn. Verbal Behav. 22,
485–508. (doi:10.1016/S0022-5371(83)90301-8)

Jacoby, L. L. & Hayman, C. A. G. 1987 Specific visual
transfer in word identification. J. Exp. Psychol. Learn.
Mem. Cogn. 13, 456–463. (doi:10.1037/0278-7393.13.3.
456)

Jeannerod, M. 1995 Mental imagery in the motor context.
Neuropsychologia 33, 1419–1432. (doi:10.1016/0028-3932
(95)00073-C)

Jolicoeur, P. 1985 The time to name disoriented natural
objects. Mem. Cogn. 13, 289–303.

Kirsner, K., Dunn, J. C. & Standen, P. 1989 Domain-specific
resources in word recognition. In Implicit memory:
theoretical views (eds S. Lewandowsky, J. C. Dunn &
K. Kirsner), pp. 99–122. Hillsdale, NJ: Erlbaum.

Kosslyn, S. M. 1980 Image and mind. Cambridge, MA:
Harvard University Press.

Kosslyn, S. M. 1994 Image and brain. Cambridge, MA: MIT
Press.

Lewis, J. W. 2006 Cortical networks related to human use of
tools. Neuroscientist 12, 211–231. (doi:10.1177/10738
58406288327)

Martin, A. 2001 Functional neuroimaging of semantic
memory. In Handbook of functional neuroimaging of
cognition (eds R. Cabeza & A. Kingstone), pp. 153–186.
Cambridge, MA: MIT Press.

Martin, A. 2007 The representation of object concepts in the
brain. Annu. Rev. Psychol. 58, 25–45. (doi:10.1146/
annurev.psych.57.102904.190143)

Matlock, T. 2004 Fictive motion as cognitive simulation.
Mem. Cogn. 32, 1389–1400.

McGurk, H. & MacDonald, J. 1976 Hearing lips and seeing
voices. Nature 264, 746–748. (doi:10.1038/264746a0)

Medin, D. L. & Ross, B. H. 1989 The specific character of
abstract thought: categorization, problem-solving, and
induction. In Advances in the psychology of human
intelligence (ed. R. J. Sternberg), pp. 189–223. Hillsdale,
NJ: Lawrence Erlbaum Associates.

Niedenthal, P. M., Barsalou, L. W., Winkielman, P., Krauth-
Gruber, S. & Ric, F. 2005 Embodiment in attitudes, social
perception, and emotion. Pers. Soc. Psychol. Rev. 9,
184–211. (doi:10.1207/s15327957pspr0903_1)

Palmer, S. 1975 The effects of contextual scenes on the
identification of objects. Mem. Cogn. 3, 519–526.

Parsons, L. M. 1987a Imagined spatial transformations of
one’s body. J. Exp. Psychol. Gen. 116, 172–191. (doi:10.
1037/0096-3445.116.2.172)

Parsons, L. M. 1987b Imagined spatial transformations of
one’s hands and feet. Cogn. Psychol. 19, 178–241. (doi:10.
1016/0010-0285(87)90011-9)

http://dx.doi.org/doi:10.1007/s10339-007-0163-1
http://dx.doi.org/doi:10.1126/science.177.4043.77
http://dx.doi.org/doi:10.1038/nn1535
http://dx.doi.org/doi:10.1016/j.cognition.2006.12.010
http://dx.doi.org/doi:10.1016/j.cognition.2006.12.010
http://dx.doi.org/doi:10.1016/j.cogbrainres.2005.02.020
http://dx.doi.org/doi:10.1016/j.actpsy.2008.10.004
http://dx.doi.org/doi:10.1006/nimg.2000.0635
http://dx.doi.org/doi:10.1037/0096-3445.132.2.163
http://dx.doi.org/doi:10.1016/0010-0277(89)90005-X
http://dx.doi.org/doi:10.1037/0096-3445.120.4.339
http://dx.doi.org/doi:10.1037/0033-295X.94.4.427
http://dx.doi.org/doi:10.1111/j.1467-9280.1995.tb00514.x
http://dx.doi.org/doi:10.1111/j.1467-9280.1995.tb00514.x
http://dx.doi.org/doi:10.1017/S0140525X04000093
http://dx.doi.org/doi:10.1002/1097-0193(200101)12:1%3C1::AID-HBM10%3E3.0.CO;2-V
http://dx.doi.org/doi:10.1002/1097-0193(200101)12:1%3C1::AID-HBM10%3E3.0.CO;2-V
http://dx.doi.org/doi:10.1016/j.neuropsychologia.2003.12.017
http://dx.doi.org/doi:10.1038/nn1794
http://dx.doi.org/doi:10.1007/s00221-006-0443-5
http://dx.doi.org/doi:10.1016/S0022-5371(83)90301-8
http://dx.doi.org/doi:10.1037/0278-7393.13.3.456
http://dx.doi.org/doi:10.1037/0278-7393.13.3.456
http://dx.doi.org/doi:10.1016/0028-3932(95)00073-C
http://dx.doi.org/doi:10.1016/0028-3932(95)00073-C
http://dx.doi.org/doi:10.1177/1073858406288327
http://dx.doi.org/doi:10.1177/1073858406288327
http://dx.doi.org/doi:10.1146/annurev.psych.57.102904.190143
http://dx.doi.org/doi:10.1146/annurev.psych.57.102904.190143
http://dx.doi.org/doi:10.1038/264746a0
http://dx.doi.org/doi:10.1207/s15327957pspr0903_1
http://dx.doi.org/doi:10.1037/0096-3445.116.2.172
http://dx.doi.org/doi:10.1037/0096-3445.116.2.172
http://dx.doi.org/doi:10.1016/0010-0285(87)90011-9
http://dx.doi.org/doi:10.1016/0010-0285(87)90011-9
http://rstb.royalsocietypublishing.org/


Simulation and prediction L. W. Barsalou 1289

 on 30 March 2009rstb.royalsocietypublishing.orgDownloaded from 
Pecher, D. & Zwaan, R. (eds) 2005 Grounding cognition: the

role of perception and action in memory, language, and

thought, New York, NY: Cambridge University Press.

Proffitt, D. R. 2006 Embodied perception and the economy

of action. Perspect. Psychol. Sci. 1, 110–122. (doi:10.1111/

j.1745-6916.2006.00008.x)

Pulvermüller, F. 1999 Words in the brain’s language. Behav.

Brain Sci. 22, 253–336. (doi:10.1017/S0140525X99

00182X)

Pulvermüller, F. 2005 Brain mechanisms linking language

and action. Nat. Rev. Neurosci. 6, 576–582. (doi:10.1038/

nrn1706)

Pulvermüller, F., Hauk, O., Nikulin, V. V. & Ilmoniemi, R. J.

2005 Functional links between motor and language

systems. Eur. J. Neurosci. 21, 793–797. (doi:10.1111/

j.1460-9568.2005.03900.x)

Reed, C. L. & Vinson, N. G. 1996 Conceptual effects on

representational momentum. J. Exp. Psychol. Hum.

Percept. Perform. 22, 839–850. (doi:10.1037/0096-1523.

22.4.839)

Repp, B. H. & Knoblich, G. 2004 Perceiving action identity:

how pianists recognize their own performances. Psychol. Sci.

15, 604–609. (doi:10.1111/j.0956-7976.2004.00727.x)

Richardson, D. C. & Matlock, T. 2007 The integration of

figurative language and static depictions: an eye movement

study of fictive motion. Cognition 102, 129–138. (doi:10.

1016/j.cognition.2005.12.004)

Richardson, D. C., Spivey, M. J., Barsalou, L. W. & McRae, K.

2003 Spatial representations activated during real-time

comprehension of verbs. Cogn. Sci. 27, 767–780. (doi:10.

1016/S0364-0213(03)00064-8)

Richter, W. et al. 2000 Motor area activity during mental

rotation studied by time-resolved single-trial fMRI.

J. Cogn. Neurosci. 12, 310–320. (doi:10.1162/089892

900562129)

Robbins, P. & Aydede, M. (eds) 2008 Cambridge handbook of

situated cognition, New York, NY: Cambridge University

Press.

Roediger, H. L. & Blaxton, T. A. 1987 Effects of varying

modality, surface features, and retention interval on

priming in word fragment completion. Mem. Cogn. 15,

379–388.

Roediger, H. L. & McDermott, K. B. 1993 Implicit memory

in normal human subjects. In Handbook of neuropsychology

(eds F. Boller & J. Grafman), pp. 63–131. Amsterdam,

The Netherland: Elsevier.

Samuel, A. G. 1997 Lexical activation produces potent

phonemic percepts. Cogn. Psychol. 32, 97–127. (doi:10.

1006/cogp.1997.0646)

Santos, A., Chaigneau, S. E., Simmons, W. K. & Barsalou,

L. W. Submitted. Word association and situated

simulation in conceptual processing: behavioral confir-

mation of neuroimaging findings.

Schacter, D. L. & Graf, P. 1989 Modality specificity of implicit

memory for new associations. J. Exp. Psychol. Learn. Mem.

Cogn. 15, 3–12. (doi:10.1037/0278-7393.15.1.3)

Schacter, D. L., Dobbins, I. G. & Schnyer, D. M. 2004

Specificity of priming: a cognitive neuroscience perspec-

tive. Nat. Rev. Neurosci. 5, 853–862. (doi:10.1038/

nrn1534)

Schyns, P. G., Goldstone, R. L. & Thibaut, J. P. 1998 The

development of features in object concepts. Behav. Brain

Sci. 21, 1–17. (doi:10.1017/S0140525X98000107)
Phil. Trans. R. Soc. B (2009)
Semin, G. R. & Smith, E. R. (eds) 2008 Embodied grounding:
social, cognitive, affective, and neuroscientific approaches,
New York, NY: Cambridge University Press.

Shepard, R. N. & Cooper, L. A. 1982 Mental images and their
transformations. New York, NY: Cambridge University
Press.

Shiffrar, M. & Freyd, J. J. 1990 Apparent motion of the
human body. Psychol. Sci. 4, 257–264. (doi:10.1111/
j.1467-9280.1990.tb00210.x)

Shiffrar, M. & Freyd, J. J. 1993 Timing and apparent motion
path choice with human body photographs. Psychol. Sci. 6,
379–384. (doi:10.1111/j.1467-9280.1993.tb00585.x)

Simmons, W. K. & Barsalou, L. W. 2003 The similarity-
in-topography principle: reconciling theories of conceptual
deficits. Cogn. Neuropsychol. 20, 451–486. (doi:10.1080/
02643290342000032)

Simmons, W. K., Martin, A. & Barsalou, L. W. 2005 Pictures
of appetizing foods activate gustatory cortices for taste and
reward. Cereb. Cortex 15, 1602–1608. (doi:10.1093/cercor/
bhi038)

Smith, L. B. 2005 Cognition as a dynamic system: principles
from embodiment. Dev. Rev. 25, 278–298. (doi:10.1016/
j.dr.2005.11.001)

Smith, L. B. & Gasser, M. 2005 The development of
embodied cognition: six lessons from babies. Artif. Life
11, 13–30. (doi:10.1162/1064546053278973)

Stevens, J. A., Fonlupt, P., Shiffrar, M. & Decety, J. 2000 New
aspects of motion perception: selective neural encoding of
apparent human movements. NeuroReport 11, 109–115.
(doi:10.1097/00001756-200001170-00022)

Thompson-Schill, S. L. 2003 Neuroimaging studies of
semantic memory: inferring ‘how’ from ‘where’. Neuro-
sychologia 41, 280–292. (doi:10.1016/S0028-3932(02)
00161-6)

Tucker, M. & Ellis, R. 2001 The potentiation of grasp types
during visual object categorization. Vis. Cogn. 8, 769–800.
(doi:10.1080/13506280042000144)

Warren, R. M. 1970 Perceptual restoration of missing speech
sounds. Science 167, 392–393. (doi:10.1126/science.167.
3917.392)

Wiemer-Hastings, K., Krug, J. & Xu, X. 2001 Imagery,
context availability, contextual constraint, and abstract-
ness. In Proceedings of the 23rd annual conference of the
cognitive science society, pp. 1134–1139. Mahwah, NJ:
Erlbaum.

Wilson, M. & Knoblich, G. 2005 The case for motor
involvement in perceiving conspsecifics. Psychol. Bull.
131, 460–473. (doi:10.1037/0033-2909.131.3.460)

Wolpert, D. M., Ghahramani, Z. & Jordan, M. I. 1999 An
internal model for sensorimotor integration. Science 269,
1880–1882. (doi:10.1126/science.7569931)

Wu, L. & Barsalou, L. W. Submitted. Perceptual simulation
in conceptual combination: evidence from property
generation.

Yeh, W. & Barsalou, L. W. 2006 The situated nature of
concepts. Am. J. Psychol. 119, 349–384.

Zwaan, R. A. & Madden, C. J. 2005 Embodied sentence
comprehension. In Grounding cognition: the role of perception
and action in memory, language, and thought (eds D. Pecher &
R. Zwaan), pp. 224–245. New York, NY: Cambridge
University Press.

Zwaan, R. A. & Taylor, L. J. 2006 Seeing, acting, under-
standing: motor resonance in language comprehension.
J. Exp. Psychol. Gen. 135, 1–11. (doi:10.1037/0096-3445.
135.1.1)

http://dx.doi.org/doi:10.1111/j.1745-6916.2006.00008.x
http://dx.doi.org/doi:10.1111/j.1745-6916.2006.00008.x
http://dx.doi.org/doi:10.1017/S0140525X9900182X
http://dx.doi.org/doi:10.1017/S0140525X9900182X
http://dx.doi.org/doi:10.1038/nrn1706
http://dx.doi.org/doi:10.1038/nrn1706
http://dx.doi.org/doi:10.1111/j.1460-9568.2005.03900.x
http://dx.doi.org/doi:10.1111/j.1460-9568.2005.03900.x
http://dx.doi.org/doi:10.1037/0096-1523.22.4.839
http://dx.doi.org/doi:10.1037/0096-1523.22.4.839
http://dx.doi.org/doi:10.1111/j.0956-7976.2004.00727.x
http://dx.doi.org/doi:10.1016/j.cognition.2005.12.004
http://dx.doi.org/doi:10.1016/j.cognition.2005.12.004
http://dx.doi.org/doi:10.1016/S0364-0213(03)00064-8
http://dx.doi.org/doi:10.1016/S0364-0213(03)00064-8
http://dx.doi.org/doi:10.1162/089892900562129
http://dx.doi.org/doi:10.1162/089892900562129
http://dx.doi.org/doi:10.1006/cogp.1997.0646
http://dx.doi.org/doi:10.1006/cogp.1997.0646
http://dx.doi.org/doi:10.1037/0278-7393.15.1.3
http://dx.doi.org/doi:10.1038/nrn1534
http://dx.doi.org/doi:10.1038/nrn1534
http://dx.doi.org/doi:10.1017/S0140525X98000107
http://dx.doi.org/doi:10.1111/j.1467-9280.1990.tb00210.x
http://dx.doi.org/doi:10.1111/j.1467-9280.1990.tb00210.x
http://dx.doi.org/doi:10.1111/j.1467-9280.1993.tb00585.x
http://dx.doi.org/doi:10.1080/02643290342000032
http://dx.doi.org/doi:10.1080/02643290342000032
http://dx.doi.org/doi:10.1093/cercor/bhi038
http://dx.doi.org/doi:10.1093/cercor/bhi038
http://dx.doi.org/doi:10.1016/j.dr.2005.11.001
http://dx.doi.org/doi:10.1016/j.dr.2005.11.001
http://dx.doi.org/doi:10.1162/1064546053278973
http://dx.doi.org/doi:10.1097/00001756-200001170-00022
http://dx.doi.org/doi:10.1016/S0028-3932(02)00161-6
http://dx.doi.org/doi:10.1016/S0028-3932(02)00161-6
http://dx.doi.org/doi:10.1080/13506280042000144
http://dx.doi.org/doi:10.1126/science.167.3917.392
http://dx.doi.org/doi:10.1126/science.167.3917.392
http://dx.doi.org/doi:10.1037/0033-2909.131.3.460
http://dx.doi.org/doi:10.1126/science.7569931
http://dx.doi.org/doi:10.1037/0096-3445.135.1.1
http://dx.doi.org/doi:10.1037/0096-3445.135.1.1
http://rstb.royalsocietypublishing.org/

	Simulation, situated conceptualization, and prediction
	Introduction
	Storage of modal states
	Re-enactments of modal states

	Simulators and simulations
	Simulators
	Simulations
	Sources of simulators
	Empirical evidence

	Situated conceptualizations
	Multi-modal simulations implement situated conceptualizations
	Entrenched situated conceptualizations
	Inference via pattern completion
	Empirical evidence

	Simulations and situated conceptualizations as sources of prediction
	Perception
	Action
	Implicit memory
	Working memory
	Conceptual processing
	Language
	Social cognition

	Conclusion
	I am grateful to Moshe Bar for helpful comments. This work was supported by National Science Foundation grants SBR-9421326, SBR-9796200 and BCS-0212134 to L.W.B.
	References


