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#### Abstract

Summary Copy number variant is an important type of genetic structural variation appearing in germline DNA, ranging from common to rare in a population. Both rare and common copy number variants have been reported to be associated with complex diseases, so it is important to identify both simultaneously based on a large set of population samples. We develop a proportion adaptive segment selection procedure that automatically adjusts to the unknown proportions of the carriers of the segment variants. We characterize the detection boundary that separates the region where a segment variant is detectable by some method from the region where it cannot be detected. Although the detection boundaries are very different for the rare and common segment variants, it is shown that the proposed procedure can reliably identify both whenever they are detectable. Compared with methods for single-sample analysis, this procedure gains power by pooling information from multiple samples. The method is applied to analyse neuroblastoma samples and identifies a large number of copy number variants that are missed by single-sample methods.
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## 1. Introduction

Copy number variant is a type of DNA structural variation that results in the genome having abnormal numbers of copies of DNA segments. Copy number variants correspond to relatively large regions of the genome that have been deleted or duplicated on certain chromosomes (Zhang et al., 2009). Copy number variants can be inherited or caused by de novo mutations and have been shown to be associated with complex diseases such as cancer (Diskin et al., 2009). Such associations can involve both rare and common variants. Since recent genome-wide association studies have shown that common variants can explain only a small fraction of heritabilities
of complex phenotypes, genetic studies of rare variants, including rare copy number variants, have become even more important.

An important problem is to identify all the copy number variants in the human genome, including both the rare and common ones, in order to have a complete variant catalog for future association and population genetics analysis. While efficient procedures have been developed for identifying variants in a long sequence of genome-wide observations, they mostly focus on identification based on data from a single sample. Important examples include the optimal likelihood ratio selection method (Jeng et al., 2010), the hidden Markov model-based method (Wang et al., 2007) and change-point based methods (Olshen et al., 2004). To identify the recurrent copy number variants that appear in multiple samples, some type of post-processing is often used. This type of procedure first identifies copy number variants based on individual samples and then selects regions with highly recurrent variants. One problem with such an approach is that the power for identifying the recurrent variants does not improve with the increase in the size of samples. The locations of a recurrent copy number variant mostly overlap across samples, so identification power can be improved if information from multiple samples can be efficiently pooled. In addition, most variants from the germline constitutional genome have a range of less than 20 single nucleotide polymorphisms (Zhang et al., 2009) in a typical Illumina 660K chip. Many of these short variants cannot be identified even by the optimal method based on data from a single sample (Jeng et al., 2010). Efficiently pooling information from multiple samples can greatly benefit the discovery of short variants that are missed in single-sample analysis.

Methods for simultaneously detecting rare and common copy number variants based on a large set of population samples have not been fully developed. Zhang et al. (2010) introduced a method for detecting simultaneous change-points in multiple sequences that is effective only for detecting the common variants. Siegmund et al. (2010) extended their method by introducing a prior variant frequency that needs to be specified. No rigorous power studies were given in these papers. For common variants, the power of identification can be increased by summing up the test statistics over all the samples (Zhang et al., 2010). This approach, however, fails for the rare copy number variant identification because the information of the few signals can be diluted greatly. For rare copy number variants, methods based on outliers of test statistics over all the samples can be more efficient (Siegmund et al., 2010). There is a need for a unified and theoretically justifiable approach that can identify both rare and common copy number variants simultaneously.

In this paper, we propose a proportion adaptive segment selection procedure, which is optimally adaptive to the unknown proportions of the carriers of the segment variants. At its core is an efficient scanning algorithm based on a test statistic that is sensitive to both the rare and common segment variants. To study the theoretical properties of this procedure, we first characterize the detection boundary that separates the region where a segment variant is detectable by some method from the region where it cannot be detected by any method. The results show that the detection boundaries are very different for the rare and common segment variants. Despite the significant differences, it is shown that this adaptive procedure can simultaneously identify both the rare and common segment variants whenever they are detectable. This procedure automatically adapts to the unknown proportions of the carriers of the segment variants.

Compared with single-sample analysis, the proposed adaptive procedure gains power by pooling information from multiple samples; compared with other information pooling methods, it provides a unified approach to identify a wide range of copy number variants. In addition to DNA copy number analysis, the proposed method can also be used for applications where the detection of recurrent signal segments is of interest. One example is to detect linear objects in
images with multiple looks where information pooling also sheds light on the discovery of common and subtle objects.

## 2. Statistical model and method

## $2 \cdot 1$. Statistical model for multisample copy number variation analysis

Suppose there are $N$ linear sequences or samples of noisy data and that each sequence has $T$ observations. Let $X_{i t}$ be the observed data for the $i$ th sample at the $t$ th location. If there are no signal variations, $X_{i t}$ varies around zero for any $i$ and $t$. Suppose that at certain non-overlapping segments or subintervals $I_{1}, \ldots, I_{q}$, some samples have elevated or dropped means from the baseline and others do not. We call the samples that carry the variation the carriers. Denote the collection of the non-overlapping segments by $\mathbb{I}=\left\{I_{1}, \ldots, I_{q}\right\}$, the carrier proportion at segment $I_{k}$ in the population by $\pi_{k}$, and the magnitude of the segment for sample $i$ by $A_{i k}$. Then an observation for sample $i \in\{1, \ldots, N\}$ at location $t \in\{1, \ldots, T\}$ can be modelled as

$$
\begin{equation*}
X_{i t}=A_{i k} 1_{\left\{t \in I_{k}\right\}}+Z_{i t}, \quad I_{k} \in \mathbb{I} \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{i k} \sim\left(1-\pi_{k}\right) \delta_{0}+\pi_{k} N\left(\mu_{k}, \tau_{k}^{2}\right) \tag{2}
\end{equation*}
$$

where $\delta_{0}$ is a point mass at zero, $\mu_{k} \neq 0$, and $Z_{i t} \sim N\left(0, \sigma_{i}^{2}\right)$. The noise variance $\sigma_{i}^{2}$ for sample $i$ can be easily estimated when $T$ is large and the signal segments are sparse in the linear sequence of data for sample $i$. For example, the robust median absolute deviation estimate can be applied. Without loss of generality, we assume $\sigma_{i}^{2}=1$ in the theoretical analysis. All of the other parameters $I_{k}, \pi_{k}, \mu_{k}, \tau_{k}(k=1, \ldots, q)$ are unknown. From this model, if $t$ is not in any signal segment, $X_{i t}$ is Gaussian noise following $N\left(0, \sigma_{i}^{2}\right)$. If $t$ is in a signal segment $I_{k}$, then

$$
\begin{equation*}
X_{i t} \sim\left(1-\pi_{k}\right) N\left(0, \sigma_{i}^{2}\right)+\pi_{k} N\left(\mu_{k}, \sigma_{i}^{2}+\tau_{k}^{2}\right) \tag{3}
\end{equation*}
$$

This Gaussian mixture is both heterogenous and heteroscedastic. The $\tau_{k}$ of the second component represents the additional variability introduced by the different magnitudes of signal segments in the population.

Our goal is to detect the existence of recurrent segment variants across samples; and to identify the locations of the segments. Precisely, we wish to first test

$$
H_{0}: \mathbb{I}=\emptyset, \quad H_{1}: \mathbb{I} \neq \emptyset
$$

and if $H_{0}$ is rejected, detect each $I_{k} \in \mathbb{I}$. The segment variants can be classified as rare and common based on their carrier proportions in the population. Specifically, we say that

$$
\begin{align*}
& I_{k} \text { corresponds to a rare variant if } \pi_{k} \leqslant N^{-1 / 2},  \tag{4}\\
& I_{k} \text { corresponds to a common variant if } \pi_{k}>N^{-1 / 2} \tag{5}
\end{align*}
$$

The separation boundary $N^{-1 / 2}$ is frequently seen in large-sample theory. See, for example, Cai et al. (2011) for a similar classification of recurrent signals. For the common variants with $\pi_{k}>N^{-1 / 2}$, classical large-sample theory implies that methods based on the sample mean are efficient. For the rare variants with $\pi_{k} \leqslant N^{-1 / 2}$, classical results cannot be applied and new theoretical and methodological developments are needed.

### 2.2. Proportion adaptive segment selection procedure

We now introduce the proportion adaptive segment selection procedure, which performs an efficient scan over long linear sequences of data based on a test statistic that is sensitive to both the rare and common segment variants. The procedure utilizes the short-segment structure of the signals by considering only intervals of length at most $L$, where $L \ll T$. Denote the set of these intervals by $\mathbb{J}_{T, N}(L)$. The choice of $L$ should satisfy the condition

$$
\begin{equation*}
L \geqslant \bar{s}, \tag{6}
\end{equation*}
$$

where $\bar{s}$ is the length of the longest signal segments. This condition is easily satisfied when signal segments are short, as often seen in copy number variants.

For any interval $J \in \mathbb{J}_{T, N}(L)$, we calculate the standardized sum of observations in $J$ for each sample $i$ as

$$
\begin{equation*}
X_{J, i}=\sum_{t \in J} X_{i t} /|J|^{1 / 2} \quad(i=1, \ldots, N), \tag{7}
\end{equation*}
$$

where $|J|$ denotes the length of the interval $J$. By (1) and the assumption $\sigma_{i}^{2}=1, X_{J, i} \sim N(0,1)$ under $H_{0}$. When $J$ overlaps with some signal segment, $X_{J, i}$ follows a heterogeneous and heteroscedastic Gaussian mixture according to (3). Specifically, when $J=I_{k}$ for some $I_{k} \in \mathbb{I}$,

$$
\begin{equation*}
X_{I_{k}, i} \sim\left(1-\pi_{k}\right) N\left(0, \sigma_{i}^{2}\right)+\pi_{k} N\left(\mu_{k}\left|I_{k}\right|^{1 / 2}, \sigma_{i}^{2}+\tau_{k}^{2}\right) . \tag{8}
\end{equation*}
$$

The mean of the second component includes the value of jump size $\mu_{k}$ and length of the segment variant at $I_{k}$.

Based on the $X_{J, i}$ statistic, we pool information from multiple samples by calculating the extreme value of the standardized ordered $p$-values of $X_{J, i}(i=1, \ldots, N)$. The $p$-values of $X_{J, i}$ are two-sided, and the ordered $p$-values are denoted by $p_{J,(1)} \leqslant \cdots \leqslant p_{J,(N)}$. The standardized ordered $p$-values are defined as

$$
\begin{equation*}
W_{J,(i)}=N^{1 / 2} \frac{i / N-2 p_{J,(i)}}{\left\{2 p_{J,(i)}\left(1-2 p_{J,(i)}\right)\right\}^{1 / 2}} \quad(i=1, \ldots, N) . \tag{9}
\end{equation*}
$$

Since the $p$-values are uniformly distributed under $H_{0}$, the $W_{J,(i)}$ comprise a standardized uniform empirical process and its extreme value has a well studied distribution (Shorack \& Wellner, 2009 , pp. 596-600). We use the extreme value $V_{N}(J)=\max _{\alpha_{0} \leqslant i \leqslant N / 2} W_{J,(i)}$ for some small $\alpha_{0}$ as our test statistic. If $J$ overlaps with some signal segment, the distribution of the test statistic deviates to the positive side. An interval is selected if its test statistic passes a certain threshold and achieves a local maximum. Since the signal intervals are not known, this procedure examines all the overlapping intervals of length $\leqslant L$ and chooses the intervals that achieve a local maximum of the extreme values $\left\{V_{N}(J), J \in \mathbb{J}_{T, N}(L)\right.$ \}. The detailed algorithm is given as follows.

Step 1. For each long sequence of data $\left\{X_{i t}: t=1, \ldots, T\right\}$, standardize the data by subtracting the sample median and dividing by the median absolute deviation estimate of $\sigma_{i}$.

Step 2. Set the maximum interval length $L$ and denote by $\mathbb{J}_{T, N}(L)$ the collection of the intervals with length less than or equal to $L$.

Step 3. For any given interval $J \in \mathbb{J}_{T, N}(L)$, calculate $X_{J, i}$ as in (7) and the two-sided $p$-values of $X_{J, i}$ as $p_{J, i}=\operatorname{pr}\left\{N(0,1)>\left|X_{J, i}\right|\right\}(i=1, \ldots, N)$.

Step 4. Order the $p$-values as $p_{J,(1)} \leqslant \cdots \leqslant p_{J,(N)}$ and calculate the standardized empirical process of the $p$-values as $W_{J,(i)}$ in (9).

Step 5. Calculate the test statistic for each interval $J \in \mathbb{J}_{T, N}(L)$ as

$$
\begin{equation*}
V_{N}(J)=\max _{\alpha_{0} \leqslant i \leqslant N / 2} W_{J,(i)}, \tag{10}
\end{equation*}
$$

for some small $\alpha_{0}>1$ and pick candidate set

$$
\begin{equation*}
\mathbb{I}^{(1)}=\left\{J \in \mathbb{J}_{T, N}(L): V_{N}(J)>\lambda_{T, N}\right\} \tag{11}
\end{equation*}
$$

for some threshold $\lambda_{T, N}$. If $\mathbb{I}^{(1)} \neq \emptyset$, we reject the null hypothesis, set $j=1$, and proceed to the following steps.

Step 6. Let $\hat{I}_{j}=\arg \max _{J \in \mathbb{I}(j)} V_{N}(J)$, and update $\mathbb{I}^{(j+1)}=\mathbb{I}^{(j)} \backslash\left\{J \in \mathbb{I}^{(j)}: J \cap \hat{I}_{j} \neq \emptyset\right\}$.
Step 7. Repeat Steps 6-7 with $j=j+1$ until $\mathbb{I}^{(j)}$ is empty.
Step 8. Define the collection of selected intervals as $\hat{\mathbb{I}}=\left\{\hat{I}_{1}, \hat{I}_{2}, \ldots\right\}$ and identify the signal segments as all the elements in $\hat{I}$.

After the test statistic $V_{N}(J)$ is calculated for each interval $J \in \mathbb{J}_{T, N}(L)$, a threshold $\lambda_{T, N}$ is set based on the distribution of $V_{N}(J)$ under $H_{0}$. Since all the intervals in $\mathbb{J}_{T, N}(L)$ are considered, the threshold $\lambda_{T, N}$ needs to adjust for multiple testing, so that the familywise Type I error is controlled at a desired level. Section $3 \cdot 1$ provides a detailed discussion on setting $\lambda_{T, N}$ theoretically or by simulations.

Steps 6-7 find all the local peaks in the candidate set $\mathbb{I}^{(1)}$. Intuitively, if the signal segments are well separated, the test statistic $V_{N}\left(I_{k}\right)$ of a signal segment $I_{k}$ is larger than those of other intervals overlapping $I_{k}$, so that the local peaks provide good estimates of the signal segments.

Remark 1. The tuning parameter $\alpha_{0}$ in (10) is used to stabilize the procedure and to better control the familywise error with finite samples. This parameter excludes the endpoints of the standardized uniform empirical process, where the process diverges. The rationale is that the convergence of the extreme values without truncation is much slower than the convergence of a truncated version. By choosing $\alpha_{0}>1, V_{N}(J)$ can be more stable in finite samples, which also leads to a smaller threshold on $V_{N}(J)$ to control the overselection, and higher power for detecting signals with small intensity.

Remark 2. The test statistic $V_{N}(J)$ is closely related to some other test statistics based on a standardized uniform empirical process, such as the Anderson \& Darling (1952) statistic and higher criticism (Donoho \& Jin, 2004). However, the setting is different here and the adaptivity of $V_{N}(J)$ to rare and common segment variants is an interesting new discovery.

The fact that the test statistic $V_{N}(J)$ is able to capture the signal information of both the rare and common variants can be illustrated by simulation. In this example, the sample size $N=1600$, so that the separating value for the carrier proportion is $N^{-1 / 2}=2 \cdot 5 \%$. The data are generated from models (1)-(2) with $T=10000$ and $\sigma_{i}^{2}=1(i=1, \ldots, N)$. Two locations are randomly selected for segment variants with length $\left|I_{k}\right|=10$ for $k=1,2$. The first location has a rare variant with $\pi_{1}=1 \%$ and $\mu_{1}=1$; the second location has a common variant with $\pi_{1}=50 \%$ and $\mu_{1}=0.1$. Fix $\tau_{k}=0.7$ for $k=1,2$. Figure 1 shows $W_{I_{1},(i)}$ and $W_{I_{2},(i)}\left(i=\alpha_{0}, \ldots, N\right)$ with $\alpha_{0}=4$. The samples are ordered by their $p$-values of $X_{I_{k}, i}$, and the $W_{I_{k},(i)}$ statistics are plotted in


Fig. 1. Illustrations of $W_{I_{1},(i)}$ and $W_{I_{2},(i)}\left(i=\alpha_{0}, \ldots, N\right)$. (a): mean $\pm$ median absolute deviation of $W_{I_{1},(i)}$ over 100 replications for a rare segment variant with relatively large magnitude. (b): mean $\pm$ median absolute deviation of $W_{I_{2},(i)}$ over 100 replications for a common segment variant with small magnitude.
the same order. The signal information shows up at different places in these two plots. In Fig. 1(a), $W_{I_{1},(i)}$ reaches the peak at the left end, where the small number of large signals locate; whereas in Fig. 1(b), $W_{I_{2},(i)}$ reaches the peak to the right of the left end, where the information of many small signals lumps up. According to (10), the test statistics $V_{N}\left(I_{1}\right)$ and $V_{N}\left(I_{2}\right)$ capture the peaks in these two cases respectively. This is essentially the reason for the strong detection power of the proportion adaptive segment selection for both the rare and common segment variants.

## 3. Optimal adaptivity of the proportion adaptive segment selection

## 3•1. Familywise error control

In this section, we show that under $H_{0}$, the proportion adaptive segment selection procedure with a theoretical threshold asymptotically controls the familywise error. The theoretical threshold is constructed based on the limiting distribution of $V_{N}(J)$ as $N \rightarrow \infty$ under $H_{0}$. Define

$$
a_{N}=(2 \log \log N)^{1 / 2}, \quad b_{N}=2 \log \log N .
$$

Then $a_{N} V_{N}(J)-b_{N}$ converges to a nondegenerate random variable (Shorack \& Wellner, 2009, p. 600). Since all $T L$ intervals in $\mathbb{J}_{T, N}(L)$ are considered, the theoretical threshold is defined as

$$
\begin{equation*}
\lambda_{T, N}=\left\{C_{0} \log (T L)+b_{N}\right\} / a_{N} \tag{12}
\end{equation*}
$$

for some $C_{0}>1$. The following theorem shows that the procedure asymptotically controls the familywise error for any fixed $T$.

Theorem 1. Assume models (1)-(2). The candidate set $\mathbb{I}^{(1)}$ constructed in (11) with $\lambda_{T, N}$ defined in (12) is empty with high probability under $H_{0}$. More specifically, we have

$$
\operatorname{pr}\left(\mathbb{I}^{(1)} \neq \emptyset\right) \leqslant C_{1}(T L)^{-\left(C_{0}-1\right)}
$$

for any fixed $T$ and all sufficiently large $N$, where $C_{1}>0$ is a constant and $C_{0}>1$ is defined in (12).

The proof of Theorem 1 is given in the Appendix. The proof for the familywise error when $T$ increases with $N$ is more involved due to the calculation of the convergence rate for the extreme value of the standardized empirical process. A detailed proof is outside the scope of this paper.

Table 1. Means and standard deviations (in parentheses) of the data-driven thresholds for $V_{N}$ over 100 replications

|  | $\alpha_{0}=1$ | $\alpha_{0}=2$ | $\alpha_{0}=4$ | $\alpha_{0}=7$ | $\alpha_{0}=10$ | $\alpha_{0}=13$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\# O=5$ | 47.7 (10.9) | 12.3 (1.6) | 6.9 (0.4) | 5.6 (0.3) | $5 \cdot 2$ (0.2) | 5.0 (0.2) |
| $\# O=2$ | 75.5 (26.7) | $15 \cdot 2$ (2.3) | 7.7 (0.7) | $6 \cdot 0$ (0.3) | $5 \cdot 5$ (0.3) | $5 \cdot 3$ (0.3) |
| $\# O=0$ | 178.9 (163.3) | 24.2 (8.9) | 9.8 (2.0) | $7 \cdot 1$ (1.0) | $6 \cdot 3$ (0.6) | $5 \cdot 9$ (0.5) |

$\# O$, number of overselected intervals; $\alpha_{0}$, number of observations left out.

The convergence is slow in general, mainly due to the end points of the interval $[0,1]$ as shown in Shorack \& Wellner (2009), § 16.1. By choosing $\alpha_{0}>1$, the test statistic $V_{N}(J)$ is more stable and its familywise error better controlled under $H_{0}$. While the precise choice of $\alpha_{0}$ in practice is difficult, simulation results in Table 1 can provide useful guidance.

Although Theorem 1 shows that the Type I error can be controlled when $T$ and $N$ are sufficiently large, in finite sample situations the convergence of $V_{N}(J)$ as $N \rightarrow \infty$ can be slow for small $\alpha_{0}$. In addition, it is difficult to choose the constants $C_{0}$ and $C_{1}$ in setting the threshold. In simulations and real data analysis, we suggest using simulations to determine a data-driven threshold to control the number of overselections. Section 4.1 presents the details.

### 3.2. Detection power of the proportion adaptive segment selection

Under the alternative hypothesis, the proposed procedure asymptotically selects either the true signal segments or short intervals overlapping the true segments, whenever the signal segments are detectable. We characterize the detection boundary that separates the region where a segment variant is detectable by some method from the region where it cannot be detected by any methods. If a method can reliably detect a segment variant whenever it is detectable, we say that the method is optimal. If a method applies a unified approach to optimally detect both rare and common segment variants without using the information of their carrier proportions and other unknown parameters, we say the method is optimally adaptive to the carrier proportions and other unknown parameters in the model.

The segment variants can be characterized into the rare and common groups by (4) and (5). We calibrate $\pi_{k}$ as

$$
\begin{equation*}
\pi_{k}=N^{-\beta_{k}}, \quad 0 \leqslant \beta_{k}<1 . \tag{13}
\end{equation*}
$$

If $1 / 2 \leqslant \beta_{k}<1, I_{k}$ corresponds to a rare variant, and if $0 \leqslant \beta_{k}<1 / 2, I_{k}$ corresponds to a common variant. Extremely rare variants with carrier proportion at the order of $N^{-1}$ are not considered here. For a fixed $I_{k}$ and a sample $i$, the sufficient statistic $X_{I_{k}, i}$ defined in (7) follows a Gaussian mixture distribution as in (8). Since the mean of the nonnull component has absolute value $\left|\mu_{k}\right|\left|I_{k}\right|^{1 / 2}$, we calibrate $\left|\mu_{k}\right|\left|I_{k}\right|^{1 / 2}$ for rare and common variants respectively as

$$
\begin{array}{llr}
\left|\mu_{k}\right|\left|I_{k}\right|^{1 / 2}=\left(2 r_{k} \log N\right)^{1 / 2}, & r_{k}>0, & 1 / 2 \leqslant \beta_{k}<1 \\
\left|\mu_{k}\right|\left|I_{k}\right|^{1 / 2}=N^{-r_{k}}, & r_{k} \geqslant 0, & 0 \leqslant \beta_{k}<1 / 2 \tag{15}
\end{array}
$$

For a rare variant, the carrier proportion is so small that the signal intensity, which is represented by $\left|\mu_{k}\right|\left|I_{k}\right|^{1 / 2}$, must be sufficiently large to make the variant detectable; whereas for a common variant, the carrier proportion is so large that a small signal intensity can be amplified to make the detection successful. This is the reason for the different calibrations of $\left|\mu_{k}\right|\left|I_{k}\right|^{1 / 2}$. These calibrations are similar to those of signal intensity in Cai et al. (2011), where detection of Gaussian mixtures is considered.

We find the detection boundary for the rare and common variants, respectively. Let

$$
m\left(\tau_{k}\right)=\min \left(\frac{1+\tau_{k}^{2}}{4}, \frac{1}{1+\tau_{k}^{2}}\right)
$$

If $1 / 2 \leqslant \beta_{k}<1$, define

$$
\rho^{+}\left(\beta_{k}, \tau_{k}\right)= \begin{cases}{\left[1-\left\{\left(1+\tau_{k}^{2}\right)\left(1-\beta_{k}\right)\right\}^{1 / 2}\right]^{2},} & 1-m\left(\tau_{k}\right)<\beta<1 \\ \left(1-\tau_{k}^{2}\right)_{+}\left(\beta_{k}-1 / 2\right), & 1 / 2 \leqslant \beta_{k}<1-m\left(\tau_{k}\right)\end{cases}
$$

and if $0 \leqslant \beta_{k}<1 / 2$, define

$$
\rho^{-}\left(\beta_{k}, \tau_{k}\right)= \begin{cases}1 / 2-\beta_{k}, & \tau_{k}=0 \\ \infty, & \tau_{k}>0\end{cases}
$$

The following proposition shows that $\rho^{+}\left(\beta_{k}, \tau_{k}\right)$ and $\rho^{-}\left(\beta_{k}, \tau_{k}\right)$ are the separating lines between the detectable and undetectable regions for the rare and common segment variants.

Proposition 1. Assume models (1)-(2) and (6). Suppose $I_{1}$ is known and $\pi_{1}$ and $\mu_{1}\left|I_{1}\right|^{1 / 2}$ are calibrated as in (13), (14), and (15). Ifr $r_{1}>\rho^{+}\left(\beta_{1}, \tau_{1}\right)$ for $1 / 2 \leqslant \beta_{1}<1$, or if $r_{1}<\rho^{-}\left(\beta_{1}, \tau_{1}\right)$ for $0 \leqslant \beta_{1}<1 / 2$, there exists a consistent test for $H_{0}^{*}: \pi_{1}=0$ vs $H_{1}^{*}: \pi_{1}>0$ for which the sum of Type I and Type II error probabilities tends to 0 as $N \rightarrow \infty$. If $r_{1}<\rho^{+}\left(\beta_{1}, \tau_{1}\right)$ for $1 / 2 \leqslant \beta_{1}<1$, or if $r_{1}>\rho^{-}\left(\beta_{1}, \tau_{1}\right)$ for $0 \leqslant \beta_{1}<1 / 2$, a consistent test does not exist.

Proposition 1 is an extension of Theorems 2.1-2.4 in Cai et al. (2011), where, based on a random sample $\left\{Y_{1}, \ldots, Y_{N}\right\}$, the problem is to test

$$
H_{0}^{(N)}: Y_{i} \sim N(0,1), \quad H_{1}^{(N)}: Y_{i} \sim(1-\epsilon) N(0,1)+\epsilon N\left(A, \sigma^{2}\right)
$$

where $\epsilon, A$, and $\sigma^{2}$ are unknown parameters. Here the information in $I_{1}$ for sample $i$ is summarized by the sufficient statistic $X_{I_{1}, i}$, then for $I_{1}$, the sufficient statistics of the $N$ observations, $X_{I_{1}, 1}, \ldots, X_{I_{1}, N}$, are treated as a random sample. It is easy to see that $X_{I_{1}, i} \sim N(0,1)$ under $H_{0}^{*}$ and $X_{I_{1}, i} \sim\left(1-\pi_{1}\right) N(0,1)+\pi_{1} N\left(\mu_{1}\left|I_{1}\right|^{1 / 2}, 1+\tau_{1}\right)$ under $H_{1}^{*}$. Therefore, the mixture model of $X_{I_{1}, i}$ under $H_{1}^{*}$ is a special case of the mixture model of $Y_{i}$ under $H_{1}^{(n)}$ with $\sigma^{2}>1$. So the detection boundary for the segment variant at $I_{1}$ can be derived in a similar way as that in Cai et al. (2011). We omit the proof here.

The detection boundary can be used as a benchmark to evaluate the performance of a method theoretically. Our problem is more difficult than detecting Gaussian mixtures at a fixed interval, because the locations $I_{1}, \ldots, I_{q}$ are unknown. The proportion adaptive segment selection procedure first pools information across samples for all intervals in $\mathbb{J}_{N, T}(L)$ and then searches through these intervals to detect segment variants. The following theorem states that as long as the length of the sequence $T$ is not too large compared to the sample size $N$, any segment variant in the detectable region is included with a high probability in the candidate set of the proportion adaptive selection, implying that the proportion adaptive segment selection procedure with the theoretical threshold is an asymptotically optimal procedure for detecting segment variants. Furthermore, the implementation of the proportion adaptive segment selection does not require the information of $\left\{q, \pi_{k}, I_{k}, \mu_{k}, \tau_{k}: k=1, \ldots, q\right\}$. Therefore, the procedure is asymptotically optimally adaptive to all the unknown parameters in the model.

Theorem 2.Assume models (1)-(2) and (6). Suppose $\mathbb{I} \neq \emptyset$, and for any $I_{k} \in \mathbb{I}$, calibrate $\pi_{k}$ and $\mu_{k}\left|I_{k}\right|^{1 / 2}$ as in (13), (14), and (15). In addition, assume $N^{C} \gg \log T$ for any $C>0$ and $\alpha_{0}=o\left(N^{C}\right)$ for any $C>0$. Then, if $r_{k}>\rho^{+}\left(\beta_{k}, \tau_{k}\right)$ for $1 / 2 \leqslant \beta_{k}<1$ or if $r_{k}<\rho^{-}\left(\beta_{k}, \tau_{k}\right)$ for $0 \leqslant \beta_{k}<1 / 2$, we have

$$
\operatorname{pr}\left(I_{k} \in \mathbb{I}^{(1)}\right) \geqslant 1-C N^{-C\left(r_{k}, \beta_{k}, \tau_{k}\right)} \rightarrow 1,
$$

where

$$
C\left(r_{k}, \beta_{k}, \tau_{k}\right)= \begin{cases}1-\beta_{k}-\left(1-r_{k}^{1 / 2}\right)^{2} /\left(1+\tau_{k}^{2}\right), & \tau_{k} \geqslant 1,1 / 2<\beta<1,  \tag{16}\\ 1-\beta_{k}-\left(1-r_{k}^{1 / 2}\right)^{2} /\left(1+\tau_{k}^{2}\right), & \tau_{k}<1,1-m\left(\tau_{k}\right) \leqslant \beta_{k}<1, \\ \min \left\{1-\beta_{k}-\left(1+\tau_{k}^{2}\right) r_{k} /\left(1-\tau_{k}^{2}\right)^{2},\right. & \\ \left.1-2 \beta_{k}+2 r_{k} /\left(1-\tau_{k}^{2}\right)\right\}, & \tau_{k}<1,1 / 2<\beta_{k}<1-m\left(\tau_{k}\right), \\ 1-2 \beta_{k}-2 r_{k}, & 0 \leqslant \beta_{k}<1 / 2, \tau_{k}=0 \\ 1-2 \beta_{k}, & 0 \leqslant \beta_{k}<1 / 2, \tau_{k}>0\end{cases}
$$

Clearly, the convergence rate is larger for smaller $\beta_{k}$, which corresponds to a larger carrier proportion. The interval $I_{k}$ being in $\mathbb{I}^{(1)}$ implies that either $I_{k}$ itself or a short interval overlapping with $I_{k}$ is selected in the final collection $\hat{\mathbb{I}}$. In applications, follow-up studies rarely just look at the selected intervals but rather examine small regions covering the selected intervals to verify the exact locations of signal segments.

In order to see the power gain of the proportion adaptive segment selection by pooling information from multiple samples, we consider the situation when only one sequence of data with length $T$ is available. In this situation, a theoretically optimal likelihood ratio selection has been developed in Jeng et al. (2010). For the likelihood ratio selection to successfully detect a signal segment $I_{1}$, the condition on $\mu_{1}\left|I_{1}\right|^{1 / 2}$ is $\mu_{1}\left|I_{1}\right|^{1 / 2} \geqslant\left\{2\left(1+\epsilon_{n}\right) \log T\right\}^{1 / 2}$ for some $\epsilon_{n}=o(1)$. This condition is in general stronger than the condition on $\mu_{1}\left|I_{1}\right|^{1 / 2}$ in Theorem 2, which is $\mu_{1}\left|I_{1}\right|^{1 / 2} \geqslant C(\log N)^{1 / 2}$ for $1 / 2 \leqslant \beta_{1}<1$ or $\mu_{1}\left|I_{1}\right|^{1 / 2} \geqslant N^{-C}$ for $0 \leqslant \beta_{1}<1 / 2$, when $T$ is much larger than $N$. In high-throughput copy number variation data analysis, $T$ is usually above 500000 and $N$ mostly under 1000. Significant power gains can be achieved especially for detecting common variants.

## 4. Simulation studies

## $4 \cdot 1$. Choice of $\alpha_{0}$

The parameter $\alpha_{0}$ in (10) of the algorithm determines how many end points of the empirical process of the $p$-values are left out from the test statistic $V_{N}$. By choosing $\alpha_{0}>1, V_{N}$ can be more stable with finite samples, which also leads to a smaller threshold on $V_{N}$ to control over-selection, and higher power for detecting small-intensity signals. To demonstrate this, Table 1 shows the mean and standard deviation of the data-driven threshold based on 100 replications of simulated data. In each replication, we generate 400 sequences, and each sequence has 5000 observations generated from the standard normal distribution. We apply our procedure with $L=6$. The datadriven threshold is defined as the smallest threshold to guarantee that there is no more than a prespecified number of intervals in $\hat{\mathbb{I}}$ that do not overlap with any of the segments in $\mathbb{I}$. The value of $\alpha_{0}$ has a great effect on the threshold and therefore on the power of the test statistic $V_{N}$. Since $\alpha_{0}-1$ samples with the extreme $p$-values are left out from the test statistic, the proposed procedure cannot be very effective in identifying extremely rare copy number variants.

Table 2. Empirical power (\%) and standard error (in parentheses) of the proportion adaptive segment selection and the single-sample method over 100 replications

|  | $\mu=0.5$ | $\mu=0.7$ | $\mu=0.9$ | $\mu=1 \cdot 1$ |
| :--- | ---: | ---: | ---: | ---: |
| PASS | $21(4.0)$ | $54(4.9)$ | $89(3.3)$ | $100(0.0)$ |
| LRS | $22(4.2)$ | $29(4.7)$ | $38(4.9)$ | $59(4.9)$ |

PASS, proportion adaptive segment selection; LRS, single-sample method of Jeng et al. (2010).

### 4.2. Improvement over the single-sample method

In this section, simulation studies are carried out to investigate the numerical performance of the proportion adaptive segment selection and to compare it with other methods. In the following simulations, we set $N=400, T=5000$, and $\sigma_{i}^{2}=1$ for each sample $i$.

We begin by considering testing $H_{0}$ against $H_{1}$. The power gain of information pooling is shown by comparing the performance of the proportion adaptive segment selection with the single-sample method in Jeng et al. (2010), which scans through all the intervals of length at most $L$ for each sample and calculates the sufficient statistic for each interval as in (7). The single-sample method rejects $H_{0}$ if the extreme value of all the sufficient statistics has absolute value greater than $\{2 \log (N T L)\}^{1 / 2}$. This is derived from the distribution theory of the extreme value under $H_{0}$. The single-sample method does not utilize the information that the locations of a recurrent variant across samples are mostly overlapping.

To assess the Type I error, we generate each $X_{i t} \sim N(0,1)$ and calculate the empirical Type I error of the proportion adaptive segment selection with $L=6$ and $\alpha_{0}=10$ and the single-sample method. The empirical Type I error is defined as the percentage of replications in which some interval is selected under $H_{0}$. We observe empirical Type I errors of 0.081 and 0.097 , respectively, both with standard error $0 \cdot 009$. To assess the power of detecting the segments, one segment $I$ is randomly selected and each $X_{i t}$ in that segment is generated from models (1)-(2) with $|I|=$ $\left|I_{1}\right|=5, \tau=\tau_{1}=1, \pi=\pi_{1}=0 \cdot 1$, and $\mu=\mu_{1}=0 \cdot 5,0 \cdot 7,0 \cdot 9$ and $1 \cdot 1$. The empirical power based on 100 replications is defined as the percentage of replications in which some interval in $\hat{\mathbb{I}}$ overlaps with the segment $I$. Table 2 shows that proportion adaptive selection outperforms the single-sample method, resulting in much higher power for a wide range of $\mu$ values.

The estimated standard errors of the empirical power over 100 replications are also included in Table 2. To estimate the standard error of the medians, we generate 500 bootstrap samples from the 100 replication results, then calculate a median for each bootstrap sample. The standard error is the standard deviation of the 500 bootstrap medians. The standard errors are in general small for all the simulations in § §4•2-4.4.

### 4.3. Effects of segment length and signal variance

Further simulations are provided to demonstrate the effect of segment length and signal variance on the proportion adaptive segment selection. We randomly select three locations for segment variants with different segment length, $\left|I_{1}\right|=4,\left|I_{2}\right|=9$, and $\left|I_{3}\right|=16$. The other parameters are set as $\mu_{k}=1, \pi_{k}=0.05$, and $\tau_{k}=2.5,1.5$ and 0.0 for $k=1,2,3$. Table 3 shows the estimation accuracy and the control of overselection for the proportion adaptive selection with $L=20$ and $\alpha_{0}=10$. The estimation accuracy for signal segment $I_{k}$ is demonstrated by the dissimilarity measure

$$
D_{k}=\min _{\hat{I}_{j} \in \hat{\mathbb{I}}}\left\{1-\left|\hat{I}_{j} \cap I_{k}\right| /\left(\left|\hat{I}_{j}\right|\left|I_{k}\right|\right)^{1 / 2}\right\},
$$

Table 3. Medians and standard errors (in parentheses) of the dissimilarity measure $D_{k}(k=1,2,3)$ and the number of overselections for the proportion adaptive segment selection over 100 replications. The lengths of the intervals

| are $\left\|I_{1}\right\|=4,\left\|I_{2}\right\|=9$ and $\left\|I_{3}\right\|=16$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\tau$ | $D_{1}$ | $D_{2}$ | $D_{3}$ | $\# O$ |
| 2.5 | $1(0.3)$ | $0.18(0.02)$ | $0.10(0.01)$ | $2(0.2)$ |
| 1.5 | $1(0.1)$ | $0.10(0.02)$ | $0.06(0.01)$ | $2(0.0)$ |
| 0.0 | $1(0.0)$ | $0.05(0.02)$ | $0.03(0.01)$ | $2(0.3)$ |

\# $O$, number of overselected intervals.
where $\hat{\mathbb{I}}$ denotes the collection of intervals selected by proportion adaptive segment selection. Apparently, $D_{k} \in[0,1]$ and smaller values of $D_{k}$ correspond to a greater overlap of $I_{k}$ with some intervals in $\hat{\mathbb{I}}$. Table 3 shows that longer segment length and/or smaller signal variance result in better identification of the segments by proportion adaptive segment selection.

### 4.4. Simultaneous discovery of rare and common segment variants

We demonstrate the adaptivity property of the proportion adaptive segment identification by comparing its performance with two recently published methods. One method developed by Zhang et al. (2010), which pools information through the sum of observations over all the samples, is expected to work well for common signals with weak signal intensity. Another method developed by Siegmund et al. (2010) with the prior probability of carrier fixed at $p_{0}=0.01$ pools information through the outliers of observations over all the samples and is more efficient for detecting rare signals with strong signal intensity. Since these methods control the genome-wide Type I error at a given level and our method does not provide a fixed-level Type I error control, their parameters are tuned to obtain a comparable overselection of intervals. Specifically, we choose $\alpha_{0}=10$ and a data-driven threshold at 5.52 to control the number of overselected intervals fewer than two.

The simulations are repeated 100 times. The parameters used are $N=400, T=5000, q=5$, $L=6$ and $\left|I_{k}\right|=5, \tau_{k}=0$ for $k=1, \ldots, q$. We consider two different scenarios. The first scenario considers rare segment variants with a large signal intensity where $\mu$ is fixed at 1 and the $\pi_{k}$ vary from 0.04 to 0.08 . The second scenario considers common segment variants with a small signal intensity where $\mu$ is fixed at 0.3 and the $\pi_{k}$ vary from 0.4 to $0 \cdot 8$. We compare the performances of these methods in terms of overselection and empirical power in Table 4. The numbers of overselections are comparable for all these methods. The method of Zhang et al. (2010) performs best for identifying the common segment variants, while that of Siegmund et al. (2010) with $p_{0}=0.01$ performs best for rare ones. The performance of the proportion adaptive segment selection lies between these two methods, demonstrating its adaptability and good power for identifying both rare and common segment variants simultaneously. We finally compare the results from the combined method of applying Zhang et al. (2010) and Siegmund et al. (2010) with $p_{0}=0.01$ together with the median number of overselections of two. The proportion adaptive procedure results in slightly lower power than the combined method.

## 5. Application to neuroblastoma samples

We apply the proportion adaptive segment selection to a sample of 674 neuroblastoma cases that were collected as part of a large-scale genome-wide association study of neuroblastoma (Diskin et al., 2009). For each sample, over 600000 single nucleotide polymorphism markers

Table 4. Empirical power (\%) and median of the number of overselection \#O for proportion adaptive segment selection and methods of Zhang et al. (2010) and Siegmund et al. (2010) over 100 replications. The standard errors appear in parentheses

| Rare and strong signal |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu=1$ | $\pi_{1}=0.04$ | $\pi_{2}=0.05$ | $\pi_{3}=0.06$ | $\pi_{4}=0.07$ | $\pi_{5}=0.08$ | \#O |
| PASS | 35 (4.8) | 46 (4.8) | 66 (4.7) | 86 (3.6) | 91 (2.8) | $2 \cdot 5$ (0.4) |
| MSCP1 | 20 (3.9) | 34 (4.7) | 60 (5.1) | 73 (4.5) | 86 (3.3) | 1 (0.0) |
| MSCP001 | 46 (4.9) | 56 (4.9) | 77 (4.5) | 85 (3.5) | 95 (2.2) | 2 (0.4) |
| сомв | 45 (5•1) | 57 (4.8) | 70 (4.3) | 82 (3.8) | 93 (2.5) | 2 (0.1) |
| Common and weak signal |  |  |  |  |  |  |
| $\mu=0.3$ | $\pi_{1}=0.4$ | $\pi_{2}=0.5$ | $\pi_{3}=0.6$ | $\pi_{4}=0.7$ | $\pi_{5}=0.8$ | \#O |
| PASS | 8 (2.6) | 19 (3.8) | 21 (4.1) | 41 (5.0) | 54 (5.2) | 2 (0.4) |
| MSCP1 | 11 (3.3) | 25 (4.4) | 36 (4.7) | 58 (4.9) | 69 (4.6) | 1 (0.1) |
| MSCP001 | 11 (3.3) | 9 (2.9) | 12 (3.1) | 24 (4.1) | 24 (4.2) | 2 (0.2) |
| сомв | 12 (3.3) | 21 (4.0) | 26 (4.4) | 45 (5.0) | 57 (5.2) | 2 (0.5) |

PASS, proportion adaptive segment selection with $\alpha_{0}=10$; MSCP 1, methods of Zhang et al. (2010); MSCP001, method of Siegmund et al. (2010) with $p_{0}=0 \cdot 01$; Сомв, combined MSCP1 and MSCP001.
were genotyped using the Illumina genotype platform and the $\log$ R-ratio data were obtained. In order to account for possible wave-effect or local effects, we performed similar processing as in Siegmund et al. (2010) to obtain the normalized data by subtracting the sample median and regressing on the first principal component. In our analysis, we considered only data from chromosome 1, which includes $T=40929 \log$ R-ratios.

In our analysis, we choose $L=20$ and $\alpha_{0}=4$ to allow the selection of the copy number variant with four or more carriers. We then use simulations to determine the threshold for $V_{N}$ to control the number of overselections to zero. Specifically, 674 samples and 40929 observations are simulated 50 times from a standard normal distribution. The mean and standard deviation of the simulated threshold are 12.57 and 2.98 . With the threshold set at 12.57 , our proportion adaptive procedure resulted in selection of 335 copy number variants with three or more markers, including 171 copy number variants with three markers, and 100 copy number variants with 4 markers, and 11 copy number variants with 10 or more markers. The median size of the copy number variants identified is 4165 bps with a range of 462 to 1038000 bps. Figure 2 shows likelihood ratio statistics and the data plots for six copy number variants that we identified, demonstrating different characteristics. The first two plots show two common copy number variants detected in these 674 neuroblastoma samples, where the first copy number variant with 8 markers overlaps with the 7 -marker copy number variant that was showed to be associated with the risk of neuroblastoma in Diskin et al. (2009). The second 3-marker copy number variant is very common and is also validated by Redon et al. (2006). The third and fourth plots show two rare copy number variants that were detected by the proportion adaptive segment selection, where only a few samples show large likelihood ratio statistics. These two copy number variants were also validated by Redon et al. (2006). These results indicate that the proportion adaptive segment selection can indeed detect both rare and common copy number variants.

Since the identification of the short copy number variants is more susceptible to local wave effects or other artifacts of the data, we should interpret the copy number variants of three or four markers with caution and focus the following comparison on the 64 identified copy number variants of five or more markers. Among these 64 copy number variants, 30 overlap with the copy number variants in the database of genomic variants (Zhang et al., 2006). This database includes only the relatively common copy number variants identified in healthy human cases. To further


Fig. 2. Examples of the copy number variants identified. Top two panels are the likelihood ratio statistic for each sample, the bottom two panels show the heatmap of absolute value of the observed $\log$ R-ratio values for the markers within and around the copy number variants identified (vertical white lines).
demonstrate the power of the proportion adaptive selection, we also performed single-sample copy number identification using the optimal likelihood ratio selection procedure of Jeng et al. (2010). Among the 64 copy number variants, 20 of them did not reach the theoretical threshold of $\{2 \log (T L)\}^{1 / 2}=5.22$ in any of the 674 samples, indicating loss of power of detecting the copy number variants based on the single-sample analysis. Of these 20 copy number variants missed by the single-sample analysis, ten overlap with the copy number variants in the genomic variants database (Zhang et al., 2006). These copy number variants were reported in Redon et al. (2006). As an example, the fourth and fifth panels of Figure 2 show the likelihood ratio statistics and the observed $\log$ R-ratios for two copy number variants identified by the proportion adaptive selection, but no samples pass the theoretical threshold value for single-sample analysis.
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## Appendix

Proof of Theorem 1
Based on results for the extreme values of a standardized uniform empirical process, we have for any $t$ free of $N$,

$$
\operatorname{pr}\left\{a_{N} V_{N}(J)-b_{N} \leqslant t\right\} \rightarrow \exp \left(-e^{-t}\right)
$$

as $N \rightarrow \infty$, which implies

$$
\operatorname{pr}\left\{a_{N} V_{N}(J)-b_{N} \leqslant t\right\} \geqslant \exp \left(-C_{1} e^{-t}\right)
$$

for any fixed $t$ and sufficiently large $N$, where $C_{1}$ is a constant. This combined with the choice of $\lambda_{T, N}$ implies that

$$
\operatorname{pr}\left\{a_{N} V_{N}(J)-b_{N} \leqslant a_{N} \lambda_{T, N}-b_{N}\right\}=\operatorname{pr}\left\{a_{N} V_{N}(J)-b_{N} \leqslant C_{0} \log (T L)\right\} \geqslant \exp \left\{-C_{1}(T L)^{-C_{0}}\right\} .
$$

Therefore,

$$
\begin{aligned}
\operatorname{pr}\left(\mathbb{I}^{(1)} \neq \emptyset\right) & =\operatorname{pr}\left\{\text { there exists a } J \in \mathbb{J}_{T, N}(L) \text { such that } V_{N}(J)>\lambda_{T, N}\right\} \\
& \leqslant T L\left[1-\operatorname{pr}\left\{a_{N} V_{N}(J)-b_{N} \leqslant a_{N} \lambda_{T, N}-b_{N}\right\}\right] \\
& \leqslant T L\left[1-\exp \left\{-C_{1}(T L)^{-C_{0}}\right\}\right] \\
& \leqslant T L C_{1}(T L)^{-C_{0}} \\
& =C_{1}(T L)^{-\left(C_{0}-1\right)},
\end{aligned}
$$

where the third inequality uses the fact that $e^{-x} \geqslant 1-x$. The result follows by the condition $C_{0}>1$.

## Proof of Theorem 2

By the calibration of $\pi_{k}$ and the condition on $\alpha_{0}$, the carrier proportion remains $N^{-\beta_{k}}$ when the $\left(\alpha_{0}-1\right)$ smallest $p$-values are excluded in (10). By the construction of $\mathbb{I}^{(1)}$, it is enough to show that for any $I_{k} \in \mathbb{I}$
with $r_{k}>\rho^{+}\left(\beta_{k}, \tau_{k}\right)$ for $1 / 2<\beta_{k}<1$ or $r_{k}>\rho^{-}\left(\beta_{k}, \tau_{k}\right)$ for $0<\beta_{k}<1 / 2$,

$$
\begin{equation*}
\operatorname{pr}\left\{V_{N}\left(I_{k}\right) \leqslant \lambda_{T, N}\right\} \leqslant C N^{-C\left(r_{k}, \beta_{k}, \tau_{k}\right)} \rightarrow 0 . \tag{A1}
\end{equation*}
$$

Defining the standardized empirical process as

$$
W_{N, I_{k}}(t)=N^{1 / 2} \frac{\bar{F}_{N, I_{k}}(t)-\bar{\Phi}(t)}{[\bar{\Phi}(t)\{1-\bar{\Phi}(t)\}]^{1 / 2}},
$$

where $\bar{\Phi}(t)$ is the survival function of a standard normal random variable and

$$
\bar{F}_{N, I_{k}}(t)=\frac{1}{N} \sum_{i=1}^{N} 1\left(X_{I_{k}, i}>t\right),
$$

we can rewrite $V_{N}\left(I_{k}\right)$ defined in (10) as $V_{N}\left(I_{k}\right)=\sup _{-\infty<t<\infty} W_{N, I_{k}}(t)$. For any fixed $t$,

$$
\begin{equation*}
E\left\{W_{N, I_{k}}(t)\right\}=\frac{N^{1 / 2} \pi_{k}\left[\bar{\Phi}\left\{\frac{t-\mu_{k}\left|I_{k}\right|^{1 / 2}}{\left(1+\tau_{k}^{2}\right)^{1 / 2}}\right\}-\bar{\Phi}(t)\right]}{[\bar{\Phi}(t)\{1-\bar{\Phi}(t)\}]^{1 / 2}}, \quad \operatorname{var}\left\{W_{N, I_{k}}(t)\right\}=\frac{\bar{F}(t)\{1-\bar{F}(t)\}}{\bar{\Phi}(t)\{1-\bar{\Phi}(t)\}} . \tag{A2}
\end{equation*}
$$

The key step of the proof is to find a $t$ value such that $W_{N, I_{k}}(t)>\lambda_{T, N}$ with large probability. Define

$$
t_{k}^{*}= \begin{cases}\min \left\{2\left(2 r_{k} \log N\right)^{1 / 2} /\left(1-\tau_{k}^{2}\right),(2 \log N)^{1 / 2}\right\}, & \tau_{k}<1,1 / 2<\beta_{k}<1,  \tag{A3}\\ (2 \log N)^{1 / 2}, & \tau_{k} \geqslant 1,1 / 2<\beta_{k}<1, \\ 1, & 0 \leqslant \beta_{k}<1 / 2,\end{cases}
$$

When $\tau_{k}<1,1 / 2 \leqslant \beta_{k}<1$ and $r_{k}>\rho^{+}\left(\beta_{k}, \tau_{k}\right)$, we have $m\left(\tau_{k}\right)=\left(1+\tau_{k}^{2}\right) / 4$ and $\beta_{k} \geqslant 1-m\left(\tau_{k}\right)$ if and only if

$$
2\left(2 r_{k} \log N\right)^{1 / 2} /\left(1-\tau_{k}^{2}\right) \geqslant(2 \log N)^{1 / 2} .
$$

Then,

$$
t_{k}^{*}= \begin{cases}(2 \log N)^{1 / 2}, & \tau_{k}<1,1-m\left(\tau_{k}\right) \leqslant \beta_{k}<1,  \tag{A4}\\ 2\left(2 r_{k} \log N\right)^{1 / 2} /\left(1-\tau_{k}^{2}\right), & \tau_{k}<1,1 / 2<\beta_{k}<1-m\left(\tau_{k}\right) .\end{cases}
$$

Applying calibrations of $\mu_{k}\left|I_{k}\right|^{1 / 2}$ for $1 / 2 \leqslant \beta_{k}<1$ and $0 \leqslant \beta_{k}<1 / 2$ respectively, we have,

$$
E\left\{W_{N, I_{k}}\left(t_{k}^{*}\right)\right\} \sim \begin{cases}C N^{1 / 2-\beta_{k}} \bar{\Phi}\left\{\frac{t_{k}^{*}-\left(2 r_{k} \log N\right)^{1 / 2}}{\left(1+\tau_{k}^{k}\right)^{1 / 2}}\right\} /\left\{\bar{\Phi}\left(t_{k}^{*}\right)\right\}^{1 / 2}, & 1 / 2<\beta_{k}<1, \\ C N^{1 / 2-\beta_{k}+r_{k}}, & 0 \leqslant \beta_{k}<1 / 2, \tau_{k}=0 \\ C N^{1 / 2-\beta_{k}}, & 0 \leqslant \beta_{k}<1 / 2, \tau_{k}>0\end{cases}
$$

Combining the above with (A3), (A4) and the fact that

$$
\bar{\Phi}\left\{\frac{(2 q \log N)^{1 / 2}-\left(2 r_{k} \log N\right)^{1 / 2}}{\left(1+\tau_{k}^{2}\right)^{1 / 2}}\right\} \sim \frac{C}{(\log N)^{1 / 2}} N^{-\left(q^{1 / 2}-r_{k}^{1 / 2}\right)^{2} /\left(1+\tau_{k}^{2}\right)},
$$

we have

$$
E\left\{W_{N, I_{k}}\left(t_{k}^{*}\right)\right\} \sim \begin{cases}\frac{C}{(\log N)^{1 / 2}} N^{1-\beta_{k}-\left(1-r_{k}^{1 / 2}\right)^{2} /\left(1+\tau_{k}^{2}\right)}, & \tau_{k} \geqslant 1,1 / 2<\beta<1, \\ \frac{C}{(\log N)^{1 / 2}} N^{1-\beta_{k}-\left(1-r_{k}^{1 / 2}\right)^{2} /\left(1+\tau_{k}^{2}\right)}, & \tau_{k}<1,1-m\left(\tau_{k}\right) \leqslant \beta_{k}<1, \\ \frac{C}{(\log N)^{1 / 2}} N^{r_{k} /\left(1-\tau_{k}^{2}\right)-\left(\beta_{k}-1 / 2\right)}, & \tau_{k}<1,1 / 2<\beta_{k}<1-m\left(\tau_{k}\right), \\ C N^{1 / 2-\beta_{k}-r_{k}}, & 0 \leqslant \beta_{k}<1 / 2, \tau_{k}=0, \\ C N^{1 / 2-\beta_{k}}, & 0 \leqslant \beta_{k}<1 / 2, \tau_{k}>0 .\end{cases}
$$

Then it can be shown that $E\left\{W_{N, I_{k}}\left(t_{k}^{*}\right)\right\} \geqslant C N^{C}$ for some $C>0$ given $r_{k}>\rho^{+}\left(\beta_{k}, \tau_{k}\right)$ for $1 / 2 \leqslant \beta_{k}<1$ or $r_{k}<\rho^{-}\left(\beta_{k}, \tau_{k}\right)$ for $0 \leqslant \beta_{k}<1 / 2$. Further, by condition $N^{C} \gg \log T$ for any $C>0$, we have

$$
\begin{equation*}
E\left\{W_{N, I_{k}}\left(t_{k}^{*}\right)\right\} \geqslant C N^{C} \gg \lambda_{T, N} . \tag{A5}
\end{equation*}
$$

By Chebyshev's inequality, (A2), and (A5),

$$
\operatorname{pr}\left\{W_{N, I_{k}}\left(t_{k}^{*}\right) \leqslant \lambda_{T, N}\right\} \leqslant C \frac{\operatorname{var}\left\{W_{N, I_{k}}\left(t_{k}^{*}\right)\right\}}{\left[E\left\{W_{N, I_{k}}\left(t_{k}^{*}\right)\right\}\right]^{2}} \leqslant \frac{C \bar{F}\left(t_{k}^{*}\right)}{N \pi_{k}^{2}\left[\bar{\Phi}\left\{\frac{t_{k}^{*}-\mu_{k} \mid I_{k}{ }^{1 / 2}}{\left(1+\tau_{k}^{2}\right)^{1 / 2}}\right\}-\bar{\Phi}\left(t_{k}^{*}\right)\right]^{2}} .
$$

Applying (A3) and condition $r_{k}>\rho^{+}\left(\beta_{k}, \tau_{k}\right)$ for $1 / 2 \leqslant \beta_{k}<1$ or $r_{k}<\rho^{-}\left(\beta_{k}, \tau_{k}\right)$ for $0 \leqslant \beta_{k}<1 / 2$ to the above, we have

$$
\begin{equation*}
\operatorname{pr}\left\{W_{N, I_{k}}\left(t_{k}^{*}\right) \leqslant \lambda_{T, N}\right\} \leqslant C N^{-C\left(r_{k}, \beta_{k}, \tau_{k}\right)} \rightarrow 0, \tag{A6}
\end{equation*}
$$

where $C\left(r_{k}, \beta_{k}, \tau_{k}\right)$ is as in (16). By combining (A6) and the fact that

$$
\operatorname{pr}\left\{V_{N}\left(I_{k}\right) \leqslant \lambda_{T, N}\right\} \leqslant P_{H_{1}}\left\{W_{N, I_{k}}\left(t_{k}^{*}\right) \leqslant \lambda_{T, N}\right\},
$$

(A1) is verified.
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