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Abstract: The removal filter coefficients in this technique are dependent on the jammer’s power and its
Instantaneous Frequency (IF) information, which can both be obtained in the time–frequency domain
(adaptive filtering techniques). The dependence of the removing/reducing filter characteristics on the
interference power is critical, as it allows an optimal trade-off between removal interference and the
amount of self-noise generated by the filter. This trade-off is bounded by the two extreme cases of no
notch filter (no self-noise) and full suppression (k1 = 1) for both low- and high-power jammer values.
In this paper, a cascade second-order adaptive direct Infinite Impulse Response (IIR) Notch Filter
(NF) with a gradient-based algorithm to suppress the Continuous-Wave (CW and MCW) interference
is proposed for maximizing the receiver Signal-to-Noise Ratio (SNR) in a Quadrature Phase-Shift
Keying (QPSK)-modulated signal. The suppression approach consists of two Adaptive IIR NFs
(ANFs) based on a direct-form structure: the Hd1(z) and Hd1(z). The proposal in this work presents a
low-complexity Time-Domain (TD) algorithm for controlling the update filter coefficient and notch
depth. Simulation results demonstrate that the proposed approach represents an effective method
for removing/reducing the impacts of CWI/MCWI, resulting in improved system performance
for low- and high-power jammer values when compared with the case of full suppression (k1 = 1);
furthermore, it also improves the notch filter’s output SNR for a given Jamming-to-Signal Ratio
(JSR) value and Bit Error Ratio (BER) performance. For example, the SNR output of the proposed
IIR NF was enhanced by 7 dB versus the case without a filter when Eb/No = 15 dB and JSR = −5 dB.
The proposed method can detect and mitigate weak and strong jamming with JSR values ranging
from −30 to 40 dB, and can track the hopping frequency interference. Moreover, an improved BER
performance is seen as compared to the case without an IIR NF.

Keywords: radio frequency interference; Adaptive Notch Filters (ANFs); SNR; BER; Quadrature
Phase Shift Keying (QPSK); Jamming-to-Signal Ratio (JSR)

1. Introduction

As the number of wireless applications in use increases, human-made Radio Frequency
Interference (RFI) is continuously increasing. Thus, many communication systems, includ-
ing wireless communication, suffer from human-made RFI. According to [1,2], interference
is any disruption of an electronic system or device caused by external electromagnetic
emissions at a Radio Frequency (RF) of interest. Human-made RFI can be classified under
either unintentional or intentional acts, such as jamming. RFI affects the receiver, lowers
the quality of the Signals-of-Interest (SoI), degrades the communication system’s Quality of
Service (QoS), lowers the Signal-to-Noise Ratio (SNR), and increases the BER. Jamming is
the deliberate broadcasting of interference signals into the frequency bands of a signal of
interest—usually at a higher power than the signal of interest. In the literature, jamming
has been studied in a variety of contexts, including Wireless Sensor Networks (WSNs) [3,4],
Orthogonal Frequency-Division Multiplexing (OFDM) communications [5], Multi-Hop
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Wireless Networks (MHWNs) [6], and Long-Term Evolution (LTE) cellular communica-
tions [7]. In [8], the authors discuss the negative effects of jamming on GNSS receiver
performance, and present three types of jamming detection, namely, digital pre-correlation
signal processing, post-correlation domain, and Automatic Gain Control (AGC).

Several techniques have been developed to mitigate the RFIs that impact the receiver
in various areas of telecommunications—especially wireless communications. In GNSS
signals [9], interference can be easily detected and mitigated, as the distance between the
transmitter and the receiver is too large (around 20,000 Km); thus, the signal is Wideband
(WB). Additionally, the GNSS signals from the satellites are below the noise level.

Furthermore, a higher Jamming-to-Noise Ratio (JNR) enables easier interference detec-
tion [10]. When compared to GNSS signals, the amplitude level of a modulated Narrow-
band (NB) signal, as defined by the Digital Video Broadcasting Satellite Second Generation
(DVB-S2) standard [11,12], is significantly higher than the noise. The modulated NB digital
communication signal is the main focus of this work. In the literature, most algorithms
used in detection and mitigation techniques are in Wideband (WB) signals that do not work
directly with NB signals. Therefore, this work utilizes the Jamming-to-Signal Ratio (JSR)
instead of JNR in order to mitigate modulated Narrowband (NB) signals. Figure 1 displays
the effect of the Power Spectrum (PS) on the received signal with different JSR parameters,
and compares the impact of JSR and the energy per bit to the noise power spectral density
ratio (Eb/No) on the effectiveness of detection. Moreover, Figure 1 also describes multiple
CWIs with different JSRs added to the modulated signal (QPSK), where the amplitude of
the CWI on top of the original signal is significantly affected by JSR. Figure 2 illustrates the
impact of the received PS signal with various Eb/No parameters on interference clarity. As
can be seen, as Eb/No decreases, the noise level increases; however, in comparison with the
signal’s power level, this does not affect the location and visibility of the CWI peaks, thus
indicating that JSR is the primary effective parameter for interference detection.
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Adaptive notch filters (ANFs) were used to eliminate or reduce low and strong RFI
impacts. ANF methods can suppress CW and other kinds of NB interference. In a typical IIR
NF, a zero is placed on a unit circle with a phase equal to the frequency of the instantaneous
jammer, so as to completely remove the jamming However, precisely because the jamming
is thus completely eliminated, this method generates a significant amount of self-noise [13],
as briefly described in [14]. ANFs, for their part, create self-noise, which significantly
reduces the receiver’s SNR in this situation [15]; therefore, the depth of ANFs’ excision
NFs is adjusted to JSR specifications. In the case of high-power jammers, a deep notch is
required for perfect jamming removal. Many papers have been written on the rejection
or mitigation of NB interference using various suppression filters; however, most such
works emphasize the suppression of CWI and MCWI, while few studies appear to focus on
adjusting the depth of the NF based on an estimation of the power of the interference in
suppressing CWI and MCWI.

This paper proposes a technique for suppressing CWI and MCWI based on an adaptive
direct IIR NF, focusing on adjusting the depth of the NF. The proposed method overcomes
the main drawbacks of ANF while removing interference; it avoids the self-noise effect of
the NF by adjusting and controlling the depth of the NF using the ANF Hd2(z).

The main contribution of this work is to propose a new class of adaptive algorithms to
control the update filter coefficient and adjust the depth of NFs with respect to estimating
the power of interference using a second adaptive IIR NF based on a direct-form structure.

The structure of this paper is as follows: Section 2 reviews previous research. The
signal model of the received signal in the presence of interference is described in Section 3.
The proposed suppression system model, its adaptation algorithm, and the optimal notch
depth are described in Section 4. Section 5 presents the proposed performance based on
simulation results, and the paper is concluded in Section 6.

2. Related Works

ANFs have been widely used with mitigation systems in different areas, such as
biomedical (e.g., cancel 60 Hz interference) [16,17], communications (e.g., reject NBI in the
BPSK spread-spectrum communication system), and GNSS applications [18] and control
(e.g., controlling the howling in speakerphone systems) [19]. In the literature, various miti-
gation techniques already exist to reduce and remove the negative effects of RFIs, which can
be classified into three groups: adaptive antenna-based techniques [20], Time–Frequency
Filtering (TFF)-based methods [21,22], and adaptive-filtering-based techniques [15,23,24].
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Adaptive antenna techniques are useful for WB and NB jammers, but their main
disadvantage is their accompanying computational complexity [20,25,26].

TFF-based techniques provide useful information in both the Time Domain (TD)
and Frequency Domain (FD) simultaneously [27]. TFFs are mainly used to mitigate NB
jamming. Bilinear signal distribution [28], filter banks [29], Short-Time Fourier Transforms
(STFTs) [30], and Wavelet Transforms (WTs) [31–33] are examples of TFF tools. Filter banks
and STFTs cannot simulate most nonstationary signals, due to the use of fixed windows. By
adjusting the trade-off between frequency and time, the WT solves the drawbacks of filter
banks and STFTs; however, for each type of jamming, it must be tuned to perfection [34].

Adaptive-filtering-based techniques for NB jamming rejection are commonly used,
and can be classified into two types: FD and TD. In the FD approach, ref. [35] proposed
using automatic gain control (AGC) to mitigate CWI and NB; ref. [36] proposed a method
to detect CWI by statistical inference, while [11] proposed an IIR NF for detecting and
mitigating MCW by implementing it as a first-order IIR NF and using a simplified Welch
algorithm. However, computational complexity and higher costs are the main drawbacks of
the FD approach. In the TD approach, the adaptive lattice NF is used to detect and mitigate
CWI [18,37]. Moreover, ref. [37] described an ANF method for detecting and reducing
MCWI in GPS systems. In GNSS Inter-Satellite Links (ISLs), ref. [38] proposed an adaptive
NBI suppression approach based on the code-aided technique; refs. [13,15,39] proposed
ANF methods based on a lattice form to mitigate the CWI. A low-complexity method
based on a second IIR NF for GNSS to mitigate CWI was proposed in [40]. To reduce
and mitigate CWI, ref. [41] presented a new low-complexity anti-jamming NF for general
wireless communications, while [42] derived FIR excision filters that optimize receiver SNR
for NB interference. In GPS, ref. [42] proposed a method to mitigate CWI using adaptive
FIR and ACM filters, while [43] proposed a method based on the lattice-form structure for
detecting and mitigating an MCWI by controlling the depth of the NF.

Kalman filters [44], ANFs [15,39,45], Approximate Conditional Mean (ACM) filters [46],
neural network-based predictors [44,47], and augmented state ACM (ASACM) filters [48] are
examples of adaptive-filtering-based techniques and tools. However, adaptive-filtering-based
methods have certain drawbacks. ACM and Kalman filters do not work effectively when
a priori knowledge of the jamming model parameters is unavailable. The computational
complexity of the ASACM filter increases exponentially in the case of MCWI rejection.

3. Signal Model

A block diagram of the system model for a QPSK-received signal is presented in Figure 3,
where a MATLAB simulation model is used to generate a QPSK-modulated signal S(t) and
an interference signal Ji(t) with the Additive White Gaussian Noise (AWGN) w(t).
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Figure 3. Block diagram of system model for a QPSK receiver.
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Received Signal Model for The QPSK System

For a QPSK system, the received signal, r(t), is the input signal to the IIR NF, and
it consists of a QPSK-modulated signal S(t) with the interference signal, Ji(t), and the
AWGN, w(t), as an illustration of our method, and is expressed as:

r(t) = S(t) + w(t) + Ji(t) (1)

where S(t) is the transmitted signal (QPSK), and has the following format:

S(t) = S1(t) + jS2(t)

and Ji(t) is the interference signal:

Ji(t) = Ji1(t) + jJi2(t)

Equation (1), then sampled at the chip rate to convert it into discrete time n, is r(n),
and is expressed as:

r(n) = S(n) + w(n) + Ji(n) (2)

where Ji(t) can be modeled as:

Ji(n) =
m

∑
i=1

Aicos(ωin + θi) (3)

• Ai is the unknown amplitude of the ith interference signal;
• ωi is the unknown frequency of the ith interference signal and ωi = 2π fi ;
• θi is the phase delay of the ith interference signal, which is considered to be a random

variable uniformly distributed in the range [−π, π];
• m is the number of CW interferences, and n is the time index.

Substituting interference signal Ji(n) into Equation (2):

r(n) = S(n) + w(n) +
m

∑
i=1

Aicos(2π fin + θi) (4)

4. Proposed Suppression System Model

This section introduces the structures of the proposed adaptation algorithm for the
suppression of CWI and MCWI. The proposed algorithm employs a low-complexity tech-
nique for detecting and mitigating CW/MCW interference in the TD. TD is used in order
to avoid the drawbacks of the FD approach (i.e., complexity, costs). As previously stated,
a deep notch is required for perfect jamming removal in the case of high-power jammers.
However, ANFs introduce self-noise, significantly reducing the SNR. Thus, in order to
reduce the self-noise, the depth of the notch should be controlled according to the power of
the interference. In other words, the depth of the notch should be adjusted with respect to
the power of the interference for the trade-off between the information signal distortion and
interference reduction. In this paper, a suppression system model is proposed to adjust the
depth of the NF based on estimated JSR. The suppression proposed consists of two ANFs
based on a second IIR NF direct-form structure—ANF Hd1(z) and ANF Hd2(z)—as shown
in Figure 4. The ANF Hd1(z) is used in this model to detect and estimate the frequency of
the interference (ωo) and JSR, respectively, through a novel adaptive method as shown in
Equation (11) and Equation (13), where the notch’s depth is then adjusted based on the JSR
estimation. The ANF Hd2(z) is used to mitigate the CW interference.
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To mitigate MCWI, Figure 5 describes the Multiple Adaptive Notch Filter (MANF)
model based on the direct-form structure. The MANF model is multistage, with two ANFs
in each stage. The structure of each stage can be implemented using the same structure
described in Section 4.2.1, modifying the transfer functions Hd1(z) by indicating the adap-
tive coefficient of the ith ANF and Hd2(z). The proposed objective is to remove/reduce and
maximize the output SNR of the IIR NF, thus improving the system performance.
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4.1. Overview of Adaptive Digital Filters Structures

Digital filters are the most widely used technique in the communications, radar,
biomedical, and other related fields to solve problems of interference. The adaptive filter
can be applied to a variety of structures and realizations. NF passes through all frequencies,
except for those in a stop or rejection band centered on a central frequency. NF is defined
by two parameters: bandwidth, and central frequency [49]. The bandwidth of an ideal
NF should be zero, and the magnitude of the pass band should be one [50]. The Finite
Impulse Response (FIR) and the IIR are the two most common types of Adaptive Digital NF
(ADNF). FIR filters are also known as Moving Average (MA) filters because they implement
a zero-based transfer function. While the Autoregression (AR) and the MA, or ARMA, are
frequently used to implement an IIR filter that implements all poles and zero-based transfer
functions, the IIR requires fewer filter coefficients to achieve the same notch bandwidth as
the FIR. Furthermore, the IIR is more widely used and advantageous than FIR, because it
requires less computation. According to [51], an IIR filter can model a pole-zero system
more accurately than an FIR filter. In [52], the IIR NF could efficiently remove the CWI or
NBI. According to [53], the IIR NF achieves a frequency response that is closer to the ideal
NF than an FIR NF of equal length.
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4.2. Adaptive IIR NF

The ANF is widely used to estimate and track unknown sinusoid frequencies that
have been degraded by noise; it comes in two forms: direct and lattice [54]. This section
introduces the structures of the IIR NFs Hd1(z) and Hd2(z) on the direct form. The transfer
function Hd1(z) of the second IIR NF with the direct-form structure [15] is defined as in
Equation (5), and realized in the direct form shown in Figure 6.

Hd1(z ) =
Nd1(z)
Dd1(Z)

=
1 + kodZ−1 + Z−2

1 + βkodZ−1 + β2Z−2 (5)

where β, the pole radius factor, controls the filter’s bandwidth, which is close to but less
than 1 in order to ensure the stability of NF, and its value is the interval (0,1). kod is a
direct-form IIR NF coefficient parameter that rejects an unknown CWI and is defined as
kod = −2 cos(ωo). The larger β, the narrower the NF bandwidth. Hd1(z) is stable if the
absolute values of both β and kod are less than 1.
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4.2.1. Adaptation of Parameter kod

In this subsection, the derivation of the new adaptive algorithm for controlling the
coefficient of the update filter is utilized using a second IIR NF direct-form structure. Let us
assume that the CW interference with the AWGN is added to the QPSK signal as described
in Equation (4). y(n) denotes the output of the Hd1(z), as described in Equation (5), which
can be expressed in the TD in terms of the received signal. Thus, the output signal and
gradient signal of the second IIR NF are defined as follows:

y(n) = x(n) + kodx(n− 1) + x(n− 2)− βkod(n− 1)− β2y(n− 2) (6)

The filter’s cost function can be given as in [54]:

J(kod ) = E
{
|y(n)|2

}
(7)

where E{∗} is an expectation operator. Replacing the expectation value in Equation (7)
with the ensemble-averaged value as shown in Equation (8), we get:

.
J(kod ) =

1
L ∑L−1

n=0 y2(n) (8)

where L is the length of the data. The goal of the filter is to minimize the cost function by
adjusting the notch parameter (kod) using the gradient-based steepest descent method:

kod (n + 1) = kod (n)− µy(n)(g(J(kod))) (9)
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where g(J(kod)) is the gradient signal of a second ANF based on a direct-form structure for
the adaptation of kod, and can be expressed as follows:

g(J(kod)) =
∂y(n)

∂kod(n)
= x(n− 1)− βy(n− 1) (10)

Substituting Equation (10) into Equation (9):

kod(n + 1) = kod(n)− µy(n)(x(n− 1)− βy(n− 1)) (11)

Equation (11) is the new adaptive algorithm “LMS algorithm” for the proposed ANF
that controls the update filter’s coefficient; µ is the step size and the parameter that controls
the convergence speed. For stability, kod ∈ [−2, 2].

Since the normalized notch frequencies, fN and kod, are related by =−2 cos(ωo), where
ωo = 2π fN , the estimated frequency at sample n can be calculated as follows:

f̂N(n) =
1

2π
Cos−1(−0.5 kod(n) ) (12)

The estimated JSR can be calculated by subtracting the filter’s output y(n) from the
received signal r(n), and is given as follows:

JSR dB = 10log10

{
| r[n]− y[n]|2

}
(13)

To mitigate the CW interfering signal, a direct-form adaptive IIR NF is used, whose
transfer function is given as follows:

Hd2(z) =
Nd2(z)
Dd2(Z)

=
1 + kod(k1)Z−1 + k1Z−2

1 + kod(βk1)Z−1 + β2k1Z−2 (14)

where k1 is the notch depth, and is a function of the estimated JSR; β is the radius of the
pole that determines the width of the second IIR NF, as shown in Figures 7 and 8. As stated
previously, many implementation schemes can obtain Hd2(z), but in this work, the transfer
function Hd2(z) is implemented by cascading all-pole and all-zero direct IIR NF. Note that
the setting k1 = 1 in Equation (14) results in Hd2(z) ≡ Hd1(z), as in Equation (5); hence,
the same structure can be used to implement Hd2(z). By copying the kod of Hd1(z), which
is tuned to the IF by Equation (11), the notch of Equation (14) can be placed on the IF. As
shown in Figure 8, the amount of reduction is a function of the depth of the notch. In
the case of k1 = 1, Hd2(z) is the same as Hd1(z), which has zero on the unit circle and an
infinite notch depth, removing all interference caused by excluding some useful signals.
Therefore, in order to reduce signal distortion, the depth of the notch k1 should be adjusted
with respect to the estimated JSR. To maximize the output SNR, the parameters JSR, kod,
and k1 are required when designing Hd2(z).

4.2.2. Optimal Notch Depth, Maximizing the Output SNR

In this subsection, the output SNR of the second IIR NF is expressed as a function of
its parameters. Moreover, we describe how to obtain the optimal notch depth value (k1)
that maximizes the SNRo dB, as follows:

SNRodB = 10 log10(
E
[
S2(n)

]
E
[
(y(n)− S(n))2

] ) (15)

where y(n) is the output of the second IIR NF Hd2(z), which is expressed as follows:

y(n) = Hd2(z)r(n) , So(n) + wo(n) + Jo(n) (16)
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where So(n), wo(n), and Jo(n) are the output components of the desired QPSK-modulated
signal, the AWGN, and the CWI, respectively. So(n) is a distorted version of the information
signal S(n) caused by information removal at the notch frequency of Hd2(z).

E
[
(y(n)− S(n))2

]
= E

[
y2(n)

]
− 2E[y(n)S(n)] + E

[
S2(n)

]
(17)

Since E
[
S2(n)

]
= 1 is obtained after normalization, Equation (17) becomes:

E
[
(y(n)− S(n))2

]
= E

[
y2(n)

]
− 2E[y(n)S(n)] + 1 (18)
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To express SNRo dB as a function of the parameters of the second IIR NF, E
[
y2(n)

]
and E[y(n)S(n)] can be expressed with respect to filter parameters by assuming that
So(n), wo(n), and Jo(n) are independent and expressing them as a function of the parame-
ters of the second IIR NF:

E
[
y2(n)

]
= E[(So(n) + wo(n) + Jo(n))

2] (19)

E
[
y2(n)

]
= E

[
So

2(n)
]
+ E

[
wo

2(n)
]
+ E

[
Jo

2(n)
]

(20)

The components (So(n), wo(n), and Jo(n)) are independent of one another; thus, other
terms will be equal to zero. Equation (20) can therefore be expressed as follows:

E
[
y2(n)

]
= ∑∞

k=0 hk
2 + σwo

2 + σJo
2 (21)

where hk is the impulse response of the second IIR NF, while σwo
2 and σJo

2 are variances of
wo(n) and Jo(n), respectively. E[y(n)S(n)] can be expressed as follows:

E[y(n)S(n)] = E[(So(n) + wo(n) + Jo(n))S(n)]= E[(So(n) S(n)] = ho (22)

Substituting Equations (21) and (22) into Equation (18):

E
[
(y(n)− S(n))2

]
= ∑∞

k=0 hk
2 + σwo

2 + σJo
2 − 2ho + 1 (23)

Then, substituting Equation (23) into Equation (15), note that ho = 1

SNRodB = 10 log10(
1

∑∞
k=0 hk

2 + σwo
2 + σJo

2 − 1
) (24)

As stated previously, in order to express SNRo as a function of the parameters of the
second IIR NF in Equation (24), we first define u(n) as the output of 1

Dd2(Z) with input
signal w(n) :

u(n) =
1

Dd2(Z)
w(n) (25)

where Dd2(Z) is the all-pole of the second IIR NF, as in Equation (14).
Let Ruu(m) be the autocorrelation of u(n), i.e., E[u(n)u(n−m)]; Ruu(0), Ruu(1), and

Ruu(2) can then be expressed as follows [54]:

Ruu(0)= E[u(n)u(n)]=
1(

1− β2k2
1
)(

1− k2
od
) σ2 (26)

Ruu(1)= E[u(n)u(n− 1)]=
−kod(

1− β2k2
1
) (

1− k2
od
) σ2 (27)

Ruu(2)= E[u(n)u(n− 2)] ==
k2

odβk1 − β2k1(
1− β2k2

1
) (

1− k2
od
) σ2 (28)

where σ2
wo = E

[
w2

o(n)
]
. Since wo(n) = Nd2(z)u(n), wo(n) can then be expressed as follows:

wo(n) =
(

1 + kodk1Z−1 + k1Z−2
)

u(n) (29)

wo(n) = u(n) + kodk1u(n− 1) + k1u(n− 2) (30)
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The variance of wo(n) is given by σ2
wo = E

[
w2

o(n)
]
; thus:

σ2
wo = E[(u(n) + kodk1u(n− 1) + k1u(n− 2))2]

σ2
wo=

{
1 + k2

odk1
2 + k1

2}Ruu(0) + {2kodk1(1 + k1)}Ruu(1)+2k1Ruu(2)
(31)

Substituting Equations (26)–(28) into Equation (31), the σ2
wo becomes:

σ2
wo =

1 + k2
1 − 2β2k2

1(
1− β2k2

1
) σ2 (32)

Moreover, since σ2
wo = E

[
w2

o(n)
]
= σ2 ∑∞

k=0 h2
k , we have:

∑∞
k=0 h2

k =
1 + k2

1 − 2β2k2
1(

1− β2k2
1
) (33)

σJo
2 in Equation (24) is the interference power after the second IIR NF, since Jo(n) CWI

with center frequency ωo, the variance of Jo(n) is given as follows:

σJo
2 =

A2

2

∣∣∣H(ejωo
)∣∣∣2 (34)

When the adaptive algorithms in Equation (6) and Equation (11) are successfully
converged, kod = −2 cos(ωo), and Equation (34) becomes:

σJo
2 =

A2

2
(1− k1)

2

(1− βk1)
2 (35)

Hence, substituting Equations (32), (33), and (35) into Equation (24) yields the de-
scribed SNRo dB in terms of filter parameters, as follows:

SNRodB = 10 log10(
1

(1 + σ2)

(
1+k2

1−2β2k2
1

(1−β2k2
1)

)
+ JSRi

(
(1−k1)

2

(1−βk1)
2

)
− 1

) (36)

where σ2 is the variance of AWGN, and JSRi =
A2

i
2 .

To maximize SNRo dB in Equation (36), the optimal value k1 needs to be found. After
some modifications, the denominator in Equation (36) can be rewritten as a function of k1:

f (k 1) =

(
1 + k2

1 − 2β2k2
1(

1− β2k2
1
) )

+ Gi

(
(1− k1)

2

(1− βk1)
2

)
− 1

(1 + σ2)
(37)

where Gi =
JSRi

(1+σ2)
. To find the optimal k1, we differentiate f (k 1) and solve f ′(k1) = 0 for

all possible roots of k1, as shown in Equation (37):

f ′(ki) = β2Gik3
1 +

[
2βGi − β2Gi − β2 − β

]
k2

1 + [1 + β + Gi − 2βG]k1 − Gi= 0 (38)

Equation (38) has at least one real root in the [0 1] range that gives the optimal k1 as a
function of JSRi.

5. Simulation Results and Discussion

This section discusses the performance of the proposed adaptation algorithm for CWI
and MCWI suppression scenarios. The proposed algorithm uses a second IIR NF based on
a direct-form structure to control the update filter coefficient and notch depth in the TD.
The SNRodB and the BER are used to evaluate the system performance for the proposed
algorithm in terms of varying the SOI power (Eb/No) and JSR. In this work, the number of
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CWIs is considered to be 2 for the ith jamming signal, with center frequencies ( f1 = 0.03 and
f2 = 0.08) and with an unknown amplitude (Ai). The simulation was run for 1e7 data bits
to mitigate CWI and MCWI. β was set to 0.98 in order to provide more acceptable outcomes
in various scenarios. There was a trade-off between some properties of ANF Hd1(z) and
ANF Hd2(z), and β was chosen. A large β value gave more accurate frequency estimates
and JSR, but slower convergence and tracking [54] in Hd1(z). However, for Hd2(z), a large
β gave a larger NB noise at the output but a smaller broadband noise [40]. The BER was
quantified in terms of JSR changes. All simulation results were obtained using MATLAB(r)

software.
In Figure 9, the notch depth is a function of the estimated JSR. As the JSR increases,

the magnitude of the notch depth and bandwidth decreases. The CWI’s power determines
the depth of the notch magnitude response—the higher the CWI’s power, the deeper the
notch magnitude response.
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The BER performance as Eb/No changes is depicted in the figures below. In the
simulations, various values of Eb/No and a constant value of JSR were used. Figures 10
and 11 illustrate the performance in the presence of CW and MCW interference, with a
constant JSR, and controlling the depth of the NF with respect to estimating the power of
interference. The results demonstrate that the proposed IIR NF achieves a better BER with
CWI—especially when the JSR is small or large, as shown in Figures 12 and 13, respectively.
Thus, the ANF can reduce interference and obtain a better BER.

Figures 14 and 15 show the BER performance with variations of the JSR. Simulations
were carried out with various JSR values and a constant value of Eb/No, while adjusting
the depth of the NF. The simulation results were compared between the proposed IIR NF
(filtering) and no filtering cases; they show that the proposed algorithm outperforms the no
filtering in the case of filtering. Figures 16 and 17 illustrate the proposed ANF algorithm in
comparison with full suppression (k1 = 1) while using a Single Adaptive IIR NF (S-ANF)
and Multiple Adaptive NFs (MANF). The notch depth was efficiently controlled by the
proposed algorithm, and achieved better results than full suppression for both low and
high JSR.
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Eb/No = 20 dB.

Figures 18 and 19 show the performance of the SNR vs. the JSR. The proposed IIR NF
algorithm efficiently adjusts the notch depth in each step, making it deeper for a high JSR.
In the latter case, the results show that full suppression outperforms the case without an
NF (no filtering), indicating that full suppression is better for a high JSR, while no filtering
is better for a low JSR. This further illustrates that the proposed IIR NF approaches full
suppression when the JSR increases (irrespective of the stage), because the notch depth
deepens in this case; thus, the notch depth becomes smaller for a lower JSR value and
deeper for a higher JSR value.

Figure 20 depicts the Power Spectrum (PS)-received signal before and after IIR NF pro-
cessing. The results indicate that the proposed method is capable of detecting and mitigating
CWI; they also show that by adjusting the depth of the NF, the CWI is removed according to
the estimated JSR, which prevents the Signal of Interest (SoI) from being reduced.

Most of the previous studies introduced in this paper emphasize the suppression
of CWI and MCWI without focusing on adjusting the depth of the NF. These methods
completely remove the interference, but they generate a significant amount of self-noise,
which causes the distortion of some useful signals. In order to reduce the loss of some
useful signals while removing interference, we proposed a low-complexity algorithm that
uses a second-order IIR NF based on a direct-form structure to estimate the JSR by adjusting
and controlling the depth of the NF, which has not been considered in previous studies—
particularly [11]. Moreover, according to the comparison of the IIR NF with a lattice-form
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structure, as shown in Figure 21, we observed that the IIR notch filter with a direct-form
structure outperforms the IIR notch filter with a lattice-form structure for detection and
removal in the case of high-power jamming. Furthermore, by comparing the direct form
with a lattice form, as shown in Figure 22, we can see that k1 approaches 1 for both the
direct and lattice notch filters as the JSR increases. However, for the lattice-form filter, k1
approaches 1 faster than in the case of the direct-form filter at the same Eb/No parameters.
In other words, for the lattice-form filter, k1 jumps to 1 even at small values of CWI in
comparison to the direct-form filter, affecting the quality of the useful signal.
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Figure 20. Power Spectrum (PS)-received signal before and after IIR NF processing: (a) JSR = −20 dB,
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6. Conclusions

This paper proposes a new adaptive algorithm that controls the update filter coefficient
and adjusts the notch depth with respect to JSR. Moreover, the proposed method detects
and cancels single and multiple interferences using an ANF based on a second IIR direct NF.
The proposed algorithms operate in TD, which eliminates the need for transferred domain
information and, thus, lowers hardware costs. Furthermore, by cascading MANF modules,
the proposed ANF module can notch out multiple CWIs. Simulation results show that as
JSR increases, the notch bandwidth decreases, as does the depth of the notch magnitude
responses. Therefore, the proposed approach can detect and mitigate interference while
adjusting the notch depth for any given JSR values, effectively controlling the notch depth;
it also achieves better performance than full suppression for both low and high JSR values.
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The results indicate that the IIR NF can adapt, track any frequency change, and reduce CWI
power at the output of the NF, with less distortion of the useful signal; they also clearly
show improvements over ANF in terms of overall BER, as well as a robust performance of
the ANF over a range of JSR values—especially in terms of CWI. This method is able to
detect and mitigate weak and the strong jamming (−30 to 40 dB); therefore, it can be used
in a DVB-S2 receiver, or in other types of wireless communication receivers.
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