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Abstract

This paper proposes a new architecture for VASA, a
single-chip MPEG-2 422P@HL CODEC LSI with multi-
chip configuration for large scale processing beyond the
HDTV level, and demonstrates its flexibility and useful-
ness. This architecture consists of triple encoding cores,
a decoding core, a multiplexer/de-multiplexer core, and
several dedicated application-specific hardware modules
with a hierarchical flexible communication scheme for high-
performance data transfer. VASA is the world’s first single-
chip full-specs MPEG-2 422P@HL CODEC LSI with a
multi-chip configuration. The VASA implements MPEG-2
video and system CODEC with generic audio CODEC in-
terfaces. An LSI incorporating the architecture was suc-
cessfully fabricated using the 0.13-µm eight-metal CMOS
process. The architecture not only provides an MPEG-2
422P@HL CODEC but also large scale processing beyond
the HDTV level for digital cinema and multi-view/-angled
live TV applications with a multi-chip configuration. The
VASA implementations will lead to a new dimension in fu-
ture high-quality, high-resolution digital multimedia enter-
tainment.

1. Introduction

Recent progress in video and audio compression technol-
ogy has made it possible to provide a much greater volume
and range of digital multimedia. The MPEG-2 standard [1]
has emerged as a method for effectively compressing video
and audio with high quality. In particular, this standard is
currently seeing extensive worldwide use in many transmis-
sion and storage applications, such as digital satellite broad-
casting, digital terrestrial broadcasting, digital cable televi-
sion, video conferencing, DVD and CD-ROM storage me-
dia, video on demand, and time-shifted viewing.

The digitization of TV broadcasting is descending upon
the world in the form of a global wave. This can be seen,
for example, in the advent of terrestrial digital broadcast-

ing, which will be offered in Japan by the end of 2003.
With this broadcasting technique, producing programs that
is the form of MPEG-2 transport stream and exchanging
them over broadband digital networks will also boost their
circulation. For this scenario to become a reality, it will
be necessary to develop HDTV CODEC systems that are
not only of professional quality but also compact. Towards
this end, we have developed a number of HDTV encoder
systems, the most recent and smallest of which is an 1U-
half-rack, 9-chip HDTV system [2]. However, small-board,
single-chip systems will be required for the future.

In recent years, several single-chip MPEG-2 encoder
LSIs [4, 5, 6, 7, 8, 3, 9] have been developed to imple-
ment MPEG-2 codecs, but generally they are only able to
perform MP@ML or 422P@ML video encoding. Some
of them [3, 8, 9] also provide 422P@HL video encod-
ing with a multi-chip configuration. Several single-chip
MPEG-2 decoder LSIs for HDTV have also been devel-
oped [10, 11]. We have also developed MPEG-2 video
encoder LSIs [12, 3] and have implemented compact and
high-quality MPEG-2 CODEC systems [13, 14, 15, 2].

There are two major problems/requirements involved in
implementing single-chip HDTV CODEC LSI, as follows:

• Complexity and memory bandwidth: The MPEG-2
422P@HL video encoding in a HDTV CODEC system
requires a large amount of computational complexity
for processing and large memory bandwidth for charg-
ing data as a factor of six times compared to those of
422P@ML encoding for SDTV respectively. Parallel
encoding with its each memory has been well stud-
ied [3, 8, 9], but no architecture for a single-chip
HDTV CODEC exploiting parallel encoding cores and
a very high-speed external memory to solve these re-
quirements has yet been developed.

• Multi-chip configuration: This will be necessary
to provide futuristic high-quality, high-resolution digi-
tal multimedia entertainment beyond the HDTV level,
such as digital cinema and multi-view/-angled live TV
for broadcasting sporting events, music events and the
like. Capabilities of a multi-chip configuration for



large scale processing beyond the HDTV level can not
be disregarded.

To solve these problems, we propose a new architecture
for a single-chip MPEG-2 422P@HL CODEC LSI with
multi-chip configuration for large scale processing beyond
the HDTV level, and demonstrates its flexibility and useful-
ness. This architecture consists of triple encoding cores, a
decoding core, a multiplexer/de-multiplexer core, and sev-
eral dedicated application-specific hardware modules with
a hierarchical flexible communication scheme for high-
performance data transfer. This chip, named VASA, im-
plements MPEG-2 video and system CODEC with generic
audio CODEC interfaces. An LSI incorporating the archi-
tecture was successfully fabricated using the 0.13-µm eight-
metal CMOS process. The architecture not only provides an
MPEG-2 422P@HL CODEC but also large scale process-
ing beyond the HDTV level for digital cinema and multi-
view/-angled live TV applications with a multi-chip config-
uration.

Structure of the paper. Section 2 describes the LSI ar-
chitecture, and Section 3 explains how it was implemented
in the fabricated LSI and evaluates the resultant LSI’s per-
formance. Section 4 presents the multi-chip configuration
and its applications.

2. Architecture

2.1. Approach

The VASA architecture is derived from a re-modeling
of “Parallel Encoding”, a modification from our previous
parallel encoding model for the portable HDTV encoder [2],
i.e., from “an individual address space model” to “an unique
address space model”.

The control and data hierarchy of parallel encoding is
based on macroblock pipelined schemes in each parallel en-
coding core (intra-core:second level) and inter-core (intra-
chip:top level). And, this hierarchy is also the same as the
two-level memory hierarchy for intra- and inter-core. The
control and data hierarchy is mapped on that of the VASA
architecture, named HFCA (hierarchical flexible communi-
cation architecture).

HFCA is like dual hierarchical backbones linked to every
module and core in a chip and every sub-module in a core.
One backbone is for small amounts of control data linked to
the CPU-BUS, and the other is for huge amounts of picture
data linked to the System-BUS.

2.2. Hardware Architecture

2.2.1 Block diagram

The block diagram of VASA is shown in Figure 1.
The VASA consists of a RISC processor(TRISC), triple
video encoding cores(E-CORE) each with a RISC pro-
cessor(VRISC), a hardwired decoding core(D-CORE), a
multiplexor/de-multiplexor core(MDX) with a RISC pro-
cessor(SRISC), a video interface/display(VIF/DISP), a
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Figure 1. Block diagram of VASA.

water-mark(WMK), a multi-chip data transfer(MDT), and
a memory interface(MIF).

All application-specific hardware modules and cores
dedicated to the MPEG-2 implementation are connected to
both a hierarchical “CPU-BUS” and a hierarchical “System-
BUS.” The backbone for the control hierarchy is controlled
by the TRISC and the three VRISCs in each “E-CORE”,
with a hierarchical “CPU-BUS” structure. The other back-
bone for the data hierarchy is controlled by the MIF and a
data interface module (DIF) in each “E-CORE,” with a hi-
erarchical “System-BUS” structure.

2.2.2 Hierarchial flexible communication scheme

The HFCA provides space and time switching between
inter- and intra-chip communication and inter- and intra-
core communication paths on which data can be transferred
either immediately, or after a certain time interval between
any of the chips, cores, modules, and sub-modules in the
same manner.

The MIF and the DIFs, which are a hierarchical
“System-BUS” structure, are programmable controllers
with instructions, and the operation of the MIF and the DIFs
can be changed by modifying the instructions. The MIF
controls the external DDR-SDRAMs in order to minimize
their I/O rate. The HFCA makes it possible to increase the
average ratio of the active bandwidth of the DDR-SDRAMs
to 70% in ordinal encoding and to 85% in advanced encod-
ing with pre-processing, thus ensuring high quality.

VASA’s architecture provides sufficient performance and
flexibility to serve the most demanding applications based
on recent high-quality CODEC technologies.

A. Intra-core/intra-chip communication
The intra-core/intra-chip communication is shown in Fig-

ure 2. The flexible communication in a chip is performed by
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Figure 3. Inter-chip communication.

the TRISC and the MIF, while the flexible communication
in a core is performed by the VRISCs and the DIFs. The
picture data in a chip can be transferred immediately or af-
ter a certain time interval by the TRISC and the MIF; like-
wise, that in a core can be transferred immediately or after
a certain time interval by the VRISCs and the DIFs. There-
fore, spatial/temporal flexibility is achieved in the picture
data transfer via the DIF and MIF software.

B. Inter-chip communication
The inter-chip communication is shown in Figure 3. The

inter-chip data transfer through the MDT enables the VASA
chips to use the data on other VASA chips. This scheme
enhances multi-chip configuration scalability and thus en-
ables large-scale processing beyond the HDTV level. The
reference data between the VASA chips is composed of the
sub-sampled original pixels and local decoded ones in the
sub-pictures. The sub-picture data are transferred through
each MDT in VASA, and are stored in each DDR-SDRAM.

2.2.3 Hierarchy macroblock pipeline control

The hierarchy macroblock pipeline control is shown in Fig-
ure 4. Data between DDR-SDRAMs and E-COREs are
controlled by the MIF, and data in the E-COREs are con-
trolled by the DIFs. The DIFs have double buffers for
data-transferring, and the double buffers are switched in
macroblock cycle. First, data from the DDR-SDRAMs
to the application-specific hardware blocks (SE/SIMD,
etc.) are transferred from the DDR-SDRAMs to the
buffers of the DIFs. Second, the data are transferred
from the DIF buffers to application-specific hardware
blocks(SE/SIMD, etc.). The data from application-specific

hardware blocks(SE/SIMD, etc.) are then transferred to
the DDR-SDRAMs via the DIF buffers in the same man-
ner. This hierarchical transferring is controlled by the MIF
and DIFs in a macroblock cycle. This hierarchical mac-
roblock pipeline control results in high data-transferring
performance with sufficient flexibility.

2.3. Software Architecture

The software architecture is shown in Figure 5. It con-
sists of three layers: the bottom is the hardware layer, which
is the VASA hardware; the middle is the hardware con-
trol layer, which is TRISC and VRISC software for con-
trolling the VASA hardware; the top is the function layer,
which is TRISC software for handling MPEG-2 basic and
user functions. Communication between the hardware layer
and the hardware control layer is accomplished via the hard-
ware/software interface in VASA. Communication between
the hardware control layer and the function layer is accom-
plished via the function interface in TRISC.

The middle hardware control layer consists of TRISC’s
chip layer control and VRISC’s E-CORE layer controller.
Communication between TRISC and VRISC is achieved
via the TRISC-VRISC interface. The top function layer
consists of TRISC’s common basic functions and the cus-
tom functions for users. Communication between common
basic functions and the user custom functions is carried out
via the custom function interface.

This software hierarchy not only completely frees users
from having to tediously control VASA hardware using the
low-level hardware/software interface and the difficulty of
handling MPEG-2 common basic functions, but also pro-
vides a simple programming interface as a custom function.
Thus, they can easily customize and concentrate on higher
level programming to achieve high quality, high compres-
sion, and low delay based on the knowledge of CODECs.

3. Implementation and evaluation

3.1. LSI Characteristics

The physical features of the fabricated LSI are shown
in Table 1. The VASA integrates 61.4 million transis-
tors in a 14.0 mm x 14.0 mm chip using 0.13-µm 8-level
metal CMOS technology. The clock frequency is 200-
MHz. Power consumption is estimated to be 5.0-W at
200-MHz with 1.5-V to the internal circuits, 2.5-V to the
DDR-SDRAM circuits, and 3.3-V to the I/O circuit sup-
ply source. The chip is mounted on a 1008-pin FCBGA.
External memories are 256-Mbit (32-bit width) 200-MHz
DDR-SDRAM x 2 for images and a 32-Mbit (16-bit width)
100-MHz SDRAM x 1 for the TRISC large software if nec-
essary.

A micro-photograph of the VASA LSI is shown in Fig-
ure 6. As shown in the photograph, VASA integrates
TRISC, triple E-COREs, D-CORE, MDX, VIF/DISP,
WMK, MDT, and MIF. All logic circuits on the chip were
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constructed using only standard cells in order to shorten de-
sign time. Hard macros were not used except for the mem-
ories and the TRISC, which is a RISC core with I-/D- cache
memories. Encoding and decoding cores on the chip used
modified versions of our previous design cores.

The function features of the LSI are shown in Table 2.
The MPEG-2 standards for the video encoding algorithms
are supported by various profiles and levels with a sin-
gle VASA chip. The resolution and frame rate supports
1920/1440 x 1080 at up to 30 frames per second with a sin-
gle VASA chip. The maximum size and rate with VASA’s
multi-chip configuration are 4k x 2k at up to 60 frames/sec
respectively. Moreover, the multi-view profile of MPEG-2
is also supported for the stereo image CODEC, and pre-
processing for high-quality coding and water-marking for
digital content protection are carried out in real-time. The
system part I/O format and bitrate are supported by MPEG-

Table 1. VASA physical features
Technology 0.13-µm 8-level metal CMOS

Number of transistors 61.4 million
Die size 14.0 mm x 14.0 mm

Clock frequency 200 MHz
Supply voltage 1.5 V/2.5 V/3.3 V

Power consumption 5.0-W(at 1080I 422P@HL)
Package 1008-pin FCBGA(35mm x 35mm)

External memories 256-Mbit(32-bit) 200-MHz DDR-
SDRAM x 2(for images) and 32-
Mbit(16-bit) 100-MHz SDRAM(for
TRISC large software, if necessary)

2 TS (188/204 byte) and the maximum rate is as high as
300-Mbits per second. TS-multiplexing and demultiplex-
ing are also supported for multi-chip configuration.

3.2. Software Characteristics

The software is written in C language except for the in-
terrupt handler. The program size on TRISC is 35 Klines,
and the sizes of both of the program and data memory
for TRISC are 16-K words. If necessary, it uses external
SDRAM as a chase. The TRISC controls VIF/DISP, WMK,
MIF, MDX and E-CORE through VRISC in video encod-
ing. The program size on VRISC is 11 Klines, and the sizes
of both of program and data memory for VRISC are 6-K
words. The software on the three VRISCs is the same, and
VRISCs control SE, SIMD, DCTQ, VLC, and DIF in E-
CORE. If necessary, it can use an external DDR-SDRAM
as dynamic program replacing areas.



Table 2. VASA functional features
Video

Profile and level MPEG-2 422P, MP@HL, 422P, MP@H-14, 422P, MP, SP@ML
Search range Narrow: -225.5/+211.5(H), -113.5/+125.5(V)

Wide: -449.5/+435.5(H), -128.0/-127.5(V)
Resolution and rate Single-chip: 1920/1440 x 1080 at up to 30 fps

1280 x 720 at up to 60 fps
Multi-chip: 4096 x 2048 at up to 60 fps(MAX)

Pre-processing Macroblock based sophisticated function filter
Multi-view profile Stereo image CODEC

Water-mark Original water-mark insertion/extraction
Audio

I/O format Linear PCM or encoded stream(AAC)
User

I/O format PES format for time-code and other audio and data
System

I/O format MPEG-2 TS(188/204 bytes)
Bitrate 300 Mbps(MAX)

Multi-channel CODEC Encoding/decoding by TS multiplexing/de-multiplexing

Figure 6. A micro-photograph of VASA LSI.

3.3. Evaluation board

The evaluation module, which consists of the VASA,
four 128-Mbit DDR-SDRAMs1 with 32-bit bandwidth,
video input, and TS output, is shown in Figure 7. The clock
frequency on the board is 200 MHz. The evaluation module
is very small, i.e., 15.8 cm x 7.2 cm. This evaluation module
is combined with a CODEC mother evaluation board, and
the various VASA functional features in Table 2 are tested
on the evaluation board.

4. Multi-chip configuration and its applications

4.1. Multi-chip configuration

The VASA’s multi-chip configuration provides larger
size processing beyond HDTV for digital cinema and
multi-angled live TV, multi-view profile for stereo image

1The requirement for DDR-SDRAM in this LSI is 512-Mbit capacity
and 64-bit bandwidth.

Figure 7. A VASA evaluation module.

CODECs, and multi-channel CODECs with TS multiplex-
ing and de-multiplexing.

A typical multi-chip system configuration is shown in
Figure 8. It has some 422P@HL encoders, each of which
consist of VASA and DDR-SDRAMs. The number of sets
of 422P@HL encoders is dependent on the required resolu-
tion and frame rate. The neighbor 422P@HL encoders are
connected to each other in a two-way manner. One is inter-
chip communication using MDT, and the other is daisy-
chained using the TS-multiplexer function. The bottom
422P@HL encoder outputs a single multiplexed MPEG-2
transport stream (TS) without any extra circuits or equip-
ment.

4.2. Multi-chip applications

The first multi-chip application is a digital cinema. Orig-
inal super high-definition images beyond the HDTV level
composed of images such as 4k x 2k pixels are horizontally
divided into several pieces of proper sub-pictures (same as
HDTV level), and these sub-pictures are allocated to several
422P@HL encoders including the VASA chip. After paral-
lel encoding on the VASA multi-chip configuration, a TS of
digital cinema is output from the bottom of the VASA chip.

The second multi-chip application is multi-view/-angled
live TV for sporting events. Original multi-angled TV im-
ages beyond the HDTV level, which consists of several
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HDTV images such as a batter, catcher, and third baseman
etc., are allocated to several 422P@HL encoders including
the VASA chip. After parallel encoding on the VASA multi-
chip configuration, a TS of multi-view/-angled live TV is
output from the bottom of the VASA chip.

In these way, VASA’s multi-chip system configuration
can handle large scale processing beyond the HDTV level
easily in real-time. These futuristic high-quality and high-
resolution digital multimedia entertainment will become an
important and popular feature in people’s lives in the near
future.

5. Conclusion

This paper proposed a new architecture for a single-chip
MPEG-2 422P@HL CODEC LSI with multi-chip config-
uration for large scale processing beyond the HDTV level,
and demonstrates its flexibility and usefulness. This archi-
tecture consists of triple encoding cores, a decoding core,
a multiplexer/de-multiplexer core, and several dedicated
application-specific hardware modules with a hierarchical
flexible communication scheme for high-performance data
transfer. The VASA implements MPEG-2 video and system
CODEC with generic audio CODEC interfaces. An LSI
incorporating the architecture was successfully fabricated
using the 0.13-µm eight-metal CMOS process. The archi-
tecture not only provides an MPEG-2 422P@HL CODEC
but also large scale processing beyond the HDTV level for
digital cinema and multi-view/-angled live TV applications
with a multi-chip configuration.
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