Single Image Dehazing Using Color Attenuation Prior
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We propose a simple but powerful prior, color attenuation prior, for haze
removal from a single input hazy image. By creating a linear model for
modelling the scene depth of the hazy image under this novel prior and
learning the parameters of the model with a supervised learning method,
the depth information can be well recovered. With the depth map of the
hazy image, we can easily remove haze from a single image. Figure 1
shows an overview of the proposed dehazing method.

To describe the formation of a hazy image, the atmospheric
scattering model is widely used and it can be expressed as follows:

1(x) = J(x)e HOr Al —e ) (1)
where I is the hazy image, J is the scene radiance representing the haze-
free image, A is the atmospheric light, £ is the scattering coefficient of
the atmosphere and d is the depth of scene.

By doing a lot of experiments on the hazy images, we find the
statistics that the density of the haze is positively correlated with the
difference between the brightness and the saturation in a single hazy
image. Since the haze density increases along with the change of scene
depth in general, we can make an assumption that the depth of the scene
is positively correlated with the density of the haze and we have:
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As the difference between the brightness and the saturation can
approximately represent the density of the haze, we boldly assume that
the relationship among the scene depth d, the brightness v and the
saturation s is linear. Based on this assumption, we can create a linear
model as follows:

d(x) =6, +6v(x)+6,s(x) 3)
where d is the scene depth, v is the brightness, s is the saturation, and
(6,,86,,0,) are the unknown linear coefficients.

In order to determine the coefficients ( 6, , 6, , 8, ) accurately, a
simple and efficient supervised learning method is used. The training
data are necessary in the supervised learning method. A training sample
consists of a hazy image and its corresponding ground truth depth map
in our case. In order to obtain the accurate depth information as far as
possible, we use the dehazing results of Kopf et al. [1] to make an
inverse calculation to acquire the depth maps. In [1], Kopf used the city
model from Bing to acquire the depths for the New York images and a
plain 30-meter digital terrain model for the Yosemite images. To seek a
solution that minimizes the difference between the scene depth d(x)
estimated by Equation (3) and the true depth, we minimize the following
squared loss function
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Here, n is the number of the training samples, @, is the size of the hazy
image of the ith training sample, || is the total number of the pixels of
all the hazy images in the training set, d,, is the depth map of the ith
training sample, v, and s, are the brightness channel and the saturation
channel of the hazy image of the ith training sample respectively. To

facilitate the calculation, we first define the two matrices X and 0 , and
combine all the d ; into a vector D as follows:
11 o1 6,
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Now we can rewrite Equation (4) in a more concise way as below:
L= | (D-X0)" (D -X0) (6)
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The problem of estimating the linear coefficients (6, , €, 6, ) can be

converted into the problem of solving the following equation:
O _ 2 X'Xe-—2_X'D=0 0
00 n |a)| |a)|
The solution of the equation above is given by:
0=(X"X)"'X"D (8)
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Figure 2: Comparison with other methods. (a-¢) Hazy images, He et al.’s
results [2], Tarel et al.’s results [3], Nishino et al.’s results [4] and ours.

We learn the linear coefficients according to Equation (8).

According to Equation (1), if d(x)—>o0 , then ¢™ —0
and I(x) = A . Based on this theory, we pick the top 0.1 percent
brightest pixels in the depth map, and select the pixel with highest
intensity in the corresponding hazy image I among these brightest pixels
as the atmospheric light A.

Now that the depth of the scene d and the atmospheric light A are
known, we can recover the scene J in Equation (1). For convenience, we
rewrite Equation (1) as follows:

J(x) =

where J is actually the haze-free i 1mage we want to obtain finally.

We implement the proposed method to test it on various hazy images
and compare with the state-of-the-art methods. Figure 2 shows partial of
the results. As can be seen, the dehazing effect of our method is
outstanding. For an image of size m x n , the complexity of the proposed
dehazing algorithm is only O( mxn ). In Table 1, we give the time
consumption comparison with the state-of-the-art methods. As we can
see, our approach is much faster than others and achieves the real-time
requirement.
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Image size He [2] Tarel [3] Nishino [4] Ours
600x450 12.2's 82s 104.7 s 0.7s
1024 x 768 369s 69.3 s 3174s 1.8 s

1536x1024 73.6s 218.0s 649.7 s 3.0s

1803 %1080 90.7 s 351.1s 861.4s 35s

Table 1: Time consumption comparison.
All of these experimental results show that the proposed approach is
highly efficient and it outperforms the state-of-the-art haze removal
algorithms in terms of the dehazing effect as well.
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