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Abstract

We present a novel method for predicting accurate

depths from monocular images with high efficiency. This

optimal efficiency is achieved by exploiting wavelet de-

composition, which is integrated in a fully differentiable

encoder-decoder architecture. We demonstrate that we can

reconstruct high-fidelity depth maps by predicting sparse

wavelet coefficients.

In contrast with previous works, we show that wavelet

coefficients can be learned without direct supervision on

coefficients. Instead we supervise only the final depth im-

age that is reconstructed through the inverse wavelet trans-

form. We additionally show that wavelet coefficients can be

learned in fully self-supervised scenarios, without access to

ground-truth depth. Finally, we apply our method to differ-

ent state-of-the-art monocular depth estimation models, in

each case giving similar or better results compared to the

original model, while requiring less than half the multiply-

adds in the decoder network.

1. Introduction

Single-image depth estimation methods are useful in

many real-time applications, for example robotics, au-

tonomous driving and augmented reality. These areas are

typically resource-constrained, so efficiency at prediction

time is important.

Neural networks which estimate depth from a single im-

age overwhelmingly use U-Net architectures, with skip con-

nections between encoder and decoder layers [45]. Most

work on single-image depth prediction has focused on

improved depth accuracy, without focusing on efficiency.

Those that have cared about efficiency have typically bor-

rowed tricks from the “efficient network” world [24, 46] to

make faster depth estimation, with the network using stan-

dard convolutions all the way through [54, 41]. All these
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(a) Input color image – (320×1024)

(b) Sparse estimation using wavelets. Our network up-samples and re-

fines a 1/16-resolution depth map (bottom-right), by estimating wavelet

coefficients only in sparse regions.

(c) Reconstruction of the output depth map using the inverse wavelet

transform.

Figure 1: We can represent depth maps more efficiently with

wavelets. Here the network takes image (a) as input and outputs

a low resolution depth map, together with sparse wavelet coeffi-

cients (b). We can reconstruct a high-resolution depth map (c) us-

ing the inverse wavelet transform. In our model we predict multi-

scale wavelet coefficients with an image-to-image network, and

we exploit sparseness of the output to save computation.

approaches still use standard neural network components:

convolutions, additions, summations and multiplications.

Inspired by sparse representations that can be achieved

with wavelet decomposition, we propose an alternative net-

work representation for more efficient depth estimation, us-
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ing wavelet decomposition. We call this system Wavelet-

Monodepth. We make the observation that depth images of

the man-made world are typically made up of many piece-

wise flat regions, with a few ‘jumps’ in depth between the

flat regions. This structure lends itself well to wavelets. A

low-frequency component can represent the overall scene

structure, while the ‘jumps’ can be well captured in high-

frequency components. Crucially, the high-frequency com-

ponents are sparse, which means computation can be fo-

cused only in certain areas. This has the effect of sav-

ing run-time computation, while still enabling high-quality

depths to be estimated.

To the best of our knowledge, we are the first to train

a single-image depth estimation network that reconstructs

depth by predicting wavelet coefficients. Furthermore, we

show that our models can be trained with self-supervised

loss on the final depth signal, in contrast to other methods

that directly supervise predicted wavelet coefficients.

We evaluate on NYU and KITTI datasets, where we train

supervised and self-supervised, respectively. We show that

our approach allows us to effectively trade off depth accu-

racy against runtime computation.

2. Related work

We first give an overview of monocular depth estimation,

before looking at works which have made depth estimation

more efficient. We then discuss related works which have

used wavelets for computer vision tasks, before finally look-

ing at other forms of efficient neural networks

2.1. Monocular Depth Estimation

Beyond early shape-from-shading methods, most works

that estimate depth from a single image have been learning-

based. Early works used a Markov random field [47], but

more recent works have used deep neural networks. Super-

vised approaches use image-to-image networks to regress

depth maps e.g. [9, 8, 30, 10]; however these require ground

truth depth data at training time. Self-supervision reduces

the requirement of supervised data by using stereo frames

[11, 13] or nearby video frames [61] as supervision, ex-

ploiting 3D geometry with image reconstruction losses to

learn a depth estimator. Focus in this area is typically

around improving the depth accuracy scores, e.g. by mod-

elling moving objects at training time [2, 4, 58, 15, 44]

or by modelling occlusion [15, 14]. While these improve-

ments achieve higher scores with equivalently trained archi-

tectures, some works aim for improved depth accuracy at

the expense of efficiency. For example, by using higher res-

olution images [38], larger networks [16] or classification

instead of regression at the output layer [10].

Efficient depth estimation. A relatively small number of

works focus on efficiency specifically for depth. Poggi et

al. [41] introduce PyDNet, which uses an image pyramid

to enable a high receptive field with a small number of pa-

rameters. Wofk et al. [54] introduce FastDepth, which uses

depthwise separable layers and network pruning to achieve

efficient depth estimation. An alternative angle on effi-

cient depth estimation is to focus on the training procedure.

Several works use knowledge distillation to enable a small

depth estimation network to learn some of the knowledge

from a larger network e.g. [49, 35].

In contrast to these works, our contribution is to change

the internal representation of depth within the network it-

self. We note that our contributions could be used in con-

junction with the above efficient architectures or distillation

schemes.

2.2. Wavelets in Computer Vision

Wavelet decomposition is an extensively used technique

in signal processing, image processing and computer vi-

sion. The discrete wavelet transform (DWT) allows a rep-

resentation of a discrete signal which is more redundant

and hence compressible. A notable example is compression

of images with JPEG2000 format [51, 50]. Furthermore,

wavelet decomposition is also a frequency transform, and

can be used for denoising [6, 7, 26]. Wavelet transforms

have also recently been combined with Deep Learning to

restore images affected by Moiré color artifacts, which oc-

cur when RGB sensors are unable to resolve high-frequency

details [39, 34]. Li et al. [33] show that by substituting

pooling operations in neural networks with discrete wavelet

transforms it is possible to filter out high-frequency com-

ponents of the input image during prediction and thus im-

prove noise-robustness in image classification tasks. Super-

resolution methods [17, 25, 5] learn to estimate the high-

frequency wavelet coefficients of an input low-resolution

image to generate high-frequency image through inverse

wavelet transform.

Closer to our work, Yang et al. [55] use wavelets in a

stereo matching network. Similarly, Luo et al. [37] replaced

the down-sampling operations of UNet-like architectures

with DWTs, and replaced standard skip-connection with

high-frequency coefficient skip-connections. However, they

do not directly predict wavelet coefficients of depth and

as such are unable to exploit the sparse representation of

wavelets for efficiency. In contrast with both these works,

we focus on efficient depth prediction from a single image.

2.3. Efficient Neural Networks

Convolutional Neural Networks (CNNs) [31] have rev-

olutionized the field of computer vision as CNN based

methods tend to outperform every other competing meth-

ods on regression or classification tasks, if they are provided

enough training data. However, the best performing neu-

ral networks contain a large number of parameters and re-
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quire a large number of floating point operations (FLOPs) at

runtime, making deployment to lightweight platforms prob-

lematic. Many architectures have been developed to im-

prove the accuracy/speed tradeoff in deep nets. For exam-

ple, depth-wise separable convolutions [24], inverted resid-

ual layers [46], and pointwise group convolutions [60]. An

alternative approach though is to train a network before cut-

ting down some of its unnecessary computations.

Channel pruning. One line of research is network prun-

ing [36, 19, 59], which consists of removing some of the

redundant filters in a trained neural network. While this

helps reducing the network memory footprint as well as

the number of FLOPs necessary for inference, sparsity is

typically enforced through regularization terms [53, 20] to

compress the network without losing performance. Using

such regularisation, however, often requires careful tuning

to achieve the desired result [57]. In contrast, our wavelet-

based method intrinsically provides sparsity in outputs and

intermediate activations, and the wavelet predictions coin-

cide with edges in the depth map, knowledge of which has

direct applications e.g. in augmented reality [43, 23].

While most works focus on classification, channel prun-

ing has also been successfully applied to depth estima-

tion in the aforementioned FastDepth [54], which uses Net-

Adapt [56] to perform channel pruning.

Sparse inference. Another recent work considers spa-

tially sparse inference in image-to-image translation tasks.

PointRend [27] treats semantic segmentation as a render-

ing process, where a high-resolution estimate is obtained

from a low-resolution one through a cascade of upsampling

and sparse refinement operations. The location of these

sparse rendering operations is chosen based on an uncer-

tainty measure of the classification method. However, while

they demonstrate the efficiency and applicability of their

method to classification tasks, their method cannot directly

be applied to regression tasks because of the requirement

to evaluate an uncertainty heuristic for all pixel locations.

In contrast, our method can directly be applied to regres-

sion tasks, as rendering locations are directly predicted by

our model as non-zero-valued high-frequency wavelet coef-

ficients.

3. Method

In this section, we first introduce the basics of 2D

wavelet transforms. We chose Haar wavelets [18] due to

their simplicity and provided efficiency. Next, we describe

how to use the cascade nature of wavelet representations to

build our efficient depth estimation architecture, which we

call WaveletMonodepth. Finally, we discuss the computa-

tional benefits of sparse representations.
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(b) Inverse transform (IDWT). This reconstructs the original input from

estimated low resolution inputs.

Figure 2: Illustration of a two-level wavelet representation of a

depth image. The input image LL0 is passed through a two-level

wavelet decomposition (a), to produce a low frequency depth map

together with associated wavelets for high frequency detail. The

inverse wavelet transform (b) can reconstruct the original image

from the wavelet decomposition.

3.1. Haar Wavelet Transform

The Haar wavelet basis is the simplest basis of functions

for wavelet decomposition. A discrete wavelet transform

(DWT) with Haar wavelets decomposes a 2D image into

four coefficient maps: a low-frequency (L) component LL

and three high-frequency (H) components LH, HL, HH at

half the resolution of the input image. For the remainder

of the paper, we refer to the coefficient maps as the output

of the DWT. The DWT is an invertible operation, where

IDWT converts four coefficient maps into a 2D signal at

twice the resolution of the coefficient maps.

The multi-scale and multi-frequency wavelet represen-

tation is build by recursively applying DWT to the low-

frequency coefficient map LL, starting from the input

image—see Figure 2(a). Similarly, the multi-scale repre-

sentation can be recursively inverted to reconstruct a full

resolution image (Figure 2(b)). This synthesis operation is

the building block of our depth reconstruction method.

3.2. WaveletMonoDepth

Our method, which we call WaveletMonoDepth, is sum-

marized in Figure 3. It builds on a recursive use of IDWT

operation applied to predicted coefficient maps. Thus, we

reconstruct a depth map at the input scale by first predict-
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Figure 3: Our method WaveletMonoDepth predicts depth from a single image using wavelets. At each stage in our decoder, we

predict sparse wavelet coefficients {LH,HL,HH}. These capture the high-frequency details of the depth map, e.g. occlusion boundaries.

These are combined with the low-frequency depth map LL, taken from the previous level in the decoder, and passed through an inverse

discrete wavelet transform (IDWT). This generates a new depth map at twice the resolution of LL. This process is continued through the

decoder until the original input image resolution is reached. Because the wavelet coefficients are sparse, we can save computations; we

need only to evaluate each decoder layer at the non-zero wavelet locations in the previous level. See Algorithm 1 for more details.

ing a coarse estimate at the bottleneck scale of a UNet-like

architecture [45], and iteratively upscale and refine this es-

timate by predicting high-frequency coefficient maps.

In our network architecture, the coarse depth estimate

LL3 is estimated at 1/16 of the input scale. This depth map is

then progressively upscaled and refined using Algorithm 1.

A forward pass of our model generates a collection of 5

depth maps LLs for scales [1/16, 1/8, 1/4, 1/2, 1]. We choose

to supervise only the four last scales as in [14]. It is worth

noting that the coefficient maps are predicted at scales [1/16,

1/8, 1/4, 1/2], thus removing the need for full-resolution

computation.

3.3. Sparse Computations in Decoder

For piecewise flat depth maps, high-frequency coeffi-

cient maps have a small number of non-zero values; these

are located around depth edges. Hence, for full-resolution

depth reconstruction, only some pixel locations need to pre-

dict non-zero coefficient map values at each scale. At any

scale, we assume that these pixel locations with non-zero

values can be determined from high-frequency coefficient

maps estimated at the previous scale defined by a mask M

described in GetSparseMask of Algorithm 1.

The sparsity level achieved by using mask M is

ψ =

∑H,W
r,c=1,1Mr,c

HW
, (1)

which allows us to remove redundant computation in the

decoder layer. Indeed, for a typical K × K convolution

(with a bias term) on a feature tensor of size H ×W that

hasCin input channels andCout output channels, the number

of multiply-add operations is

MACdense = HW (CinK
2 + 1)Cout. (2)

With the sparsity level ψ, it would be

MACsparse = ψHW (CinK
2 + 1)Cout. (3)

Note that our sparsification strategy aims to reduce

FLOPs by decreasing the number of pixel locations at which

we need to compute an output. This approach is orthogonal

and complements other approaches such as channel prun-

ing, which instead reduces Cin and Cout, or separable con-

volutions. We refer to supplementary material for further

details on these.

Considering a quite conservative threshold η = 0.05
used on high-frequency coefficient maps, the sparse decoder
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Algorithm 1: Computing depth with wavelets

Result: Depth map at input scale

Input : Pyramid of feature maps [F4, F3, F2, F1];

Current scale s = 3;

Sparse computation mask M : ∀p,M [p] == 1 ;

LL3 ← DensePredict (F4);

Threshold η ;

M = Initialize with 1;

for ( s = 3; s >= 0; s = s− 1 ) {
LHs, HLs, HHs ← SparsePredict (Fs+1; M);

LLs−1 ← IDWT(LLs, [LHs, HLs, HHs]);

ηs ← η · (max(LLs−1)−min(LLs−1));
M ← GetSparseMask (LHs, HLs, HHs, ηs);

}
procedure SparsePredict(F, M)

Input : Feature map F , Sparse mask M

for ( all p s.t. M [p] == 1 ) {
H[p] = SparseConv3x3(F[p]);

}
return H;

procedure DensePredict(F)
Input : Feature map F

Initialize M with ones;

return SparsePredict(F, M);

procedure GetSparseMask(H, η)
Input : High frequency coefficient maps H

M = max(|LH|, |HL|, |HH|) > η ;

M = upsample
×2(M) ;

return M ;

computation is about 3× lower in FLOPs compared to stan-

dard convolutions at all pixel locations for an image of size

320× 1024.

3.4. Selfsupervised Training

Our self-supervised losses are as described in [14],

which we briefly describe here for completeness. See sup-

plemental material for further details. Given a stereo pair

of images (IL, IR), we train our network to predict a depth

map DL, pixel-aligned with the left image. We also assume

access to the camera intrinsics K, and the relative camera

transformation between the images in the stereo pair TR→L.

We use the network’s current estimate of depth to synthesise

an image IR→L, computed as

IR→L = IR

〈

proj(DL, TR→L,K)
〉

, (4)

where proj() are the 2D pixel coordinates obtained by pro-

jecting the depths DL into image IR, and
〈〉

is the sam-

pling operator. We follow standard practice in training with

a photometric reconstruction error pe, so our loss becomes

Lp = pe(IL, IR→L). Following [14, 4] etc., we set pe to a

weighted sum of SSIM and L1 losses. We also include the

depth smoothness loss from [14].

For our experiments which train on monocular and stereo

sequences (‘MS’), we combine reprojection errors from the

three different source images: one frame forward in time,

one frame back in time, and the corresponding stereo pair.

In this case, we create synthesized images from the monoc-

ular sequence using relative poses estimated from a pose

network, as described in [14]. In this setting, we use a per-

pixel minimum reprojection loss, again following [14].

4. Experiments

Our validation experiments explore the task of training

a CNN to predict depth from a single color image, using

wavelets as an intermediate representation. Depending on

the experiment, we compare against known leading base-

lines that supplement, and pre- and post-process the stereo

pairs used for supervision, and the output depth maps.

4.1. Implementation Details

Datasets We conduct experiments on the KITTI and

NYUv2 depth datasets. KITTI [12] consists of 22,600 cali-

brated stereo video pairs captured by a car driving around a

city in Germany. Models are evaluated using the Eigen split

[8] using corresponding LiDAR point clouds; see e.g. [13]

for details. NYUv2 [40] consists of RGBD frames captured

with a Kinect sensor. There are 120K raw frames collected

by scanning various indoor scenes. As in DenseDepth [1],

we use a 50K samples subset of the full dataset where depth

is inpainted using Levin et al. inpainting method [32]. The

NYUv2 evaluation is run on the 654 test frames introduced

by Eigen et al. [9].

Metrics On the KITTI dataset we compute depth esti-

mation scores based on the standard metrics introduced

by Eigen et al. [9]: Abs Rel, Sq Rel, RMSE, RMSElog ,

δ1 = δ < 1.25, δ2 = δ < 1.252, and δ3 = δ < 1.253. We

use the same metrics for NYUv2, but we follow standard

practice (e.g. [10]) in reporting log10 instead of RMSElog .

To evaluate the sharpness of depth maps on NYUv2, we

use the metrics introduced by Koch et al. [28, 29] and the

NYU-OC++ dataset manually annotated by Ramamonjisoa

et al. [43, 42].

Models To demonstrate the efficiency of our method, we

choose two models for experiments on the NYUv2 and

KITTI datasets.

For KITTI, we choose the weakly-supervised Depth

Hints [52] method, which adds Semi Global Matching [21,

22] supervision to the self-supervised Monodepth2 [14],

without requiring Lidar depth supervision. At each scale

s of the Monodepth2 decoder there is a layer which outputs

a one-channel disparity. We replace this layer at each scale

with a 3-channel output layer to predict {LHs, HLs, HHs}.
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Figure 4: Analysis of performance loss vs density on KITTI.

Using our wavelet representation, we can drop up to 90% of the

wavelet coefficients while suffering a maximum relative perfor-

mance loss of less than 1.4%.

While our baseline consumes decoder feature maps at scales

[1/16, 1/8, 1/4, 1/2, 1], we only need to keep the four scales

[1/16, 1/8, 1/4, 1/2], as the IDWT outputs disparity at 2×
resolution. Both our model and baseline are trained with an

Adam optimizer using a learning rate of 10−4, with batch

size 12 for 20 epochs. Unless otherwise specified, our ex-

periments are done with Resnet50-based model trained with

depth hints loss at 320× 1024 resolution.

For NYUv2, we implement a UNet-like baseline similar

to DenseDepth [1], using PyTorch, and detail its architec-

ture in supplementary material. Similar to our KITTI ex-

periments, we discard the last layer of the decoder as it is

not needed, and add one extra layer at each scale to predict

the wavelet coefficients. Both our model and baseline are

trained using an Adam optimizer with standard parameters,

for 20 epochs with batch size 8 and with learning rate 10−4.

It is worth noting that DenseDepth predicts outputs at half

the input resolution, but evaluates at full resolution after bi-

linearly upsampling.

4.2. Efficiency vs. Accuracy Tradeoff Analysis

In this section, we study the relation between accuracy,

sparsity, and efficiency of WaveletMonoDepth. For each

set of experiments, we compare our method to an equiva-

lently trained model without wavelets. We first study how

wavelets contribute to high-frequency details, then show

that they are sparse. Finally, we discuss how we trade off

accuracy against efficiency by varying the threshold η used

in Algorithm 1 to filter out close-to-zero coefficients.

Wavelets enhance high-frequency details. As men-

tioned in Section 3.2, the wavelet representation of depth

maps allows us to output depth at different resolutions, de-

pending on how many levels of coefficients have been com-

puted. Tables 1 and 2 demonstrate evaluation scores for

depth maps produced at different levels of wavelet decom-

position on the KITTI and NYUv2 datasets respectively. As

can be seen, most of the signal is captured in low-frequency
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Figure 5: Analysis of performance loss vs density on NYUv2.

Using our wavelet representation, we can drop up to 95% of the

wavelet coefficients while suffering a maximum relative perfor-

mance loss of less than 0.2%.

Figure 6: Analysis of performance vs decoder GFLOPs on

KITTI. By adjusting the parameter η, we trade off computation

in GFLOPs (x-axis) against accuracy (y-axis; Abs Rel in red, and

δ1 in green). We show here that we can reduce the computation by

more than half without any major degradation in accuracy.

estimates of the depth map at the lowest resolution. This

confirms previous works observations [8, 3] that a coarse

estimate of depth is sufficient to capture the global geom-

etry of the scene. Using more wavelet levels adds more

high-frequency details to the depth map, yielding sharper

results. Figure 7 shows the sharpening effect of wavelets

qualitatively on KITTI and NYUv2 images.

Activated HF AbsRel SqRel R Rlog δ1 δ2 δ3

LL only 0.104 0.668 4.415 0.179 0.878 0.962 0.985

[3] 0.097 0.659 4.321 0.177 0.887 0.964 0.984

[3, 2] 0.096 0.679 4.333 0.179 0.890 0.963 0.983

[3, 2, 1] 0.096 0.702 4.366 0.180 0.891 0.963 0.983

[3, 2, 1, 0] 0.097 0.714 4.386 0.181 0.891 0.963 0.983

Table 1: Ablation study on high frequency coefficients on

KITTI. While most of the relevant depth information is captured

by the low-frequency estimate, predicting higher frequency coef-

ficients increases accuracy. Results are evaluated without post-

processing.

Wavelets are sparse. Next, we show that high-frequency

coefficients are sparse. As an example, Figure 1(b) shows

one low-frequency and three high-frequency coefficient

maps for a given depth map. We observe that the high-
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KITTI [12] NYUv2 [48]

RGB input

LL3 only

LL3

{LH3, HL3, HH3}

LL3 + all HF

Sparse

(ψ < 20%)

Figure 7: Qualitative results on wavelet representation of depth maps. When using only a subset of wavelet scales, we run the inverse

wavelet transform up to the highest scale with those coefficients, then perform a bilinear upsampling up to the full resolution. For each

experiment, the bottom line shows the ℓ1 error map between the considered depth maps and the depth map reconstructed with the complete

(dense) set of predicted wavelet coefficients, which shows that wavelets contribute to refining details.

Activated HF
Depth Accuracy Occ. Boundaries

AbsRel RMSE log10 δ1 δ2 δ3 ǫacc ǫcomp

LL only 0.1281 0.5549 0.0548 0.8419 0.9674 0.9915 8.3672 9.8552

[3] 0.1264 0.5517 0.0543 0.8446 0.9680 0.9917 3.3945 8.7933

[3, 2] 0.1259 0.5512 0.0542 0.8451 0.9682 0.9917 2.1259 7.6702

[3, 2, 1] 0.1258 0.5515 0.0542 0.8451 0.9681 0.9917 1.8070 7.1073

Table 2: Ablation study on high frequency coefficients on NYU. While most of the relevant depth information is captured by the low-

frequency estimate, predicting higher frequency coefficients increases depth and occlusion boundaries accuracy. We evaluate occlusion

boundary quality using metrics from Koch et al. [28, 29] and the NYU-OC++ dataset manually annotated by Ramamonjisoa et al. [43, 42].

frequency maps have non-zero values near depth edges.

More wavelet predictions can be found in supplementary.

As depth edges are sparse, high-frequency coefficients at

only a few pixel locations are necessary to produce high-

accuracy depth maps.

Trading off accuracy against efficiency using sparsity.

After training our network with standard convolutions,

these are replaced with sparse ones as in Figure 3 and Al-

gorithm 1. Varying the threshold value η allows us to vary

the sparsity level ψ in Equation (3), and consequently to

trade off accuracy against complexity. Because wavelets are

sparse, we can compute them only at a very small number of

pixel locations and suffer a minimal loss in depth accuracy.

Figures 4 and 5 show relative score changes with varying

sparsity threshold on KITTI and NYU datasets respectively.

Note that a fixed value of η produces different sparsity lev-

els depending on the content of an image, so we also plot

standard deviation of sparsity levels for each η value. Fig-

ure 4 indicates that computing the wavelet coefficients at

only 10 percent of pixel locations results in a relative loss

in scores of less than 1.4% for KITTI images. Similarly,

Figure 5 shows that we can compute wavelet coefficients at

only 5 percent of pixel locations while suffering a loss in

scores of less than 0.20% for NYU images.

Finally, we demonstrate how sparsity of high-frequency

coefficient maps can be exploited for efficiency gains in the

decoder. Figure 6 shows Abs Rel and δ1 scores for varying

η used during prediction. As can be seen, the score change

is minimal when using half multiply-add operations in the

decoder and the performance is comparable to SOTA meth-

ods using only a third of multiply-add operations. Note that

biggest efficiency gains are obtained at higher resolution, as

sparsity increases with resolution.
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Cit. Method PP Data H × W Abs Rel Sq Rel RMSE RMSE log δ<1.25 δ<1.252 δ<1.253

[14] Monodepth2 Resnet18 ✓ S 192 × 640 0.108 0.842 4.891 0.207 0.866 0.949 0.976

WaveletMonodepth Resnet18 ✓ S 192 × 640 0.110 0.876 4.916 0.206 0.864 0.950 0.976

Monodepth2 Resnet50 ✓ S 192 × 640 0.108 0.802 4.577 0.185 0.886 0.963 0.983

WaveletMonodepth Resnet50 ✓ S 192 × 640 0.106 0.824 4.824 0.205 0.870 0.949 0.975

[52] Depth Hints ✓ SSGM 192 × 640 0.106 0.780 4.695 0.193 0.875 0.958 0.980

WaveletMonodepth Resnet18 ✓ SSGM 192 × 640 0.106 0.813 4.693 0.193 0.876 0.957 0.980

Depth Hints Resnet50 ✓ SSGM 192 × 640 0.102 0.762 4.602 0.189 0.880 0.960 0.981

WaveletMonodepth Resnet50 ✓ SSGM 192 × 640 0.105 0.813 4.625 0.191 0.879 0.959 0.981

[14] Monodepth2 Resnet18 ✓ MS 192 × 640 0.104 0.786 4.687 0.194 0.876 0.958 0.980

WaveletMonodepth Resnet18 ✓ MS 192 × 640 0.109 0.814 4.808 0.198 0.868 0.955 0.980

[52] Depth Hints ✓ MS + SSGM 192 × 640 0.105 0.769 4.627 0.189 0.875 0.959 0.982

WaveletMonodepth Resnet18 ✓ MS + SSGM 192 × 640 0.110 0.840 4.741 0.195 0.868 0.956 0.981

[14] Monodepth2 Resnet18 ✓ S 320 × 1024 0.105 0.822 4.692 0.199 0.876 0.954 0.977

WaveletMonodepth Resnet18 ✓ S 320 × 1024 0.105 0.797 4.732 0.203 0.869 0.952 0.977

[52] Depth Hints ✓ SSGM 320 × 1024 0.099 0.723 4.445 0.187 0.886 0.961 0.982

WaveletMonodepth Resnet18 ✓ SSGM 320 × 1024 0.102 0.739 4.452 0.188 0.883 0.960 0.981

Depth Hints Resnet50 ✓ SSGM 320 × 1024 0.096 0.710 4.393 0.185 0.890 0.962 0.981

WaveletMonodepth Resnet50 ✓ SSGM 320 × 1024 0.097 0.718 4.387 0.184 0.891 0.962 0.982

Table 3: Quantitative results on KITTI. We compare our method to our baselines on KITTI [12], using the Eigen split. The Data column

indicates the training data modality: S is for self-supervised training on stereo images, MS is for models trained with both monocular

(forward and backward frames) and stereo data and SSGM refers to the extra stereo ground truth which was used in [52].

Method H × W Abs Rel RMSE log10 δ<1.25 δ<1.252 δ<1.253 ǫacc ǫcomp

DenseNet baseline 480 × 640 0.1277 0.5479 0.0539 0.8430 0.9681 0.9917 1.7170 7.0638

WaveletMonodepth (last scale sup.) 480 × 640 0.1280 0.5589 0.0546 0.8436 0.9658 0.9908 1.7678 7.1433

WaveletMonodepth 480 × 640 0.1258 0.5515 0.0542 0.8451 0.9681 0.9917 1.8070 7.1073

Table 4: Quantitative results on NYUv2 [48] We compare our DenseDepth [1]-inspired baseline to our implementation with wavelets

and with sparsity. All results are evaluated in the Eigen center crop, without post-processing. As in DenseDepth, our network outputs a

240× 320 depth map which is then upsampled for evaluation.

4.3. KITTI results

We summarize our results on the KITTI dataset in Ta-

ble 3. Here we show that our method, which simply re-

places depth or disparity predictions with wavelet predic-

tions, can be applied to a wide range of single image depth

estimation models and losses. In each section of the table,

the off-the-shelf model numbers are reported, together with

numbers from a model trained with our wavelet formula-

tion. For example, we demonstrate that wavelets can be

used in self-supervised depth estimation frameworks such

as Monodepth2 [14], as well as its weakly-supervised ex-

tension Depth Hints [52]. We note that we achieve our best

results when using Depth Hints and high-resolution input

images. This is not surprising, as supervision from SGM

should give better scores, but more importantly using high

resolution inputs and outputs allows for more sparsification,

as edge pixels become sparser as resolution grows. Impor-

tantly, we show overall that replacing fully convolutional

layers with wavelets gives models with comparable perfor-

mance to the off-the-shelf, non-wavelet baselines. We show

qualitative results from KITTI in Figure 7 (left).

4.4. NYUv2 results

Scores on NYUv2 are shown in Table 4. Our method

performs on par with our baseline, which demonstrates

that it is possible to estimate accurate depth and sparse

wavelets without directly supervising the wavelet coeffi-

cients, in contrast with [55]. In Table 4, we show that su-

pervising depth only at the last scale performs on par with

our network supervised at all scales, which shows that a full

multi-scale wavelet reconstruction network can be trained

end-to-end. Qualitative results from NYUv2 are shown in

Figure 7 (right).

5. Conclusion

In this work we combine wavelet representation with

deep learning for a single-image depth prediction task.

We demonstrate that a neural network can learn to predict

wavelet coefficient maps through supervision of the recon-

structed depth map with existing losses. Our experiments

using KITTI and NYUv2 datasets show that we can achieve

scores comparable to SOTA models using similar encoder-

decoder neural network architectures to the baseline mod-

els, but with wavelet representations.

We also analyze sparsity of wavelet coefficients and

show that sparsified wavelet coefficient maps can generate

high-quality depth maps. Finally, we exploit this sparsity to

reduce multiply-add operations in the decoder network by

at least a factor of 2.
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