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ABSTRACT

We present a method for separating two speakers from a single mi-
crophone channel. The method exploits the fine structure of male
and female speech and relies on a strong high frequency resolution
model for the source signals.

The algorithm is able to identify the correct combination of
male and female speech that best explains an observation and is
able to reconstruct the component signals, relying on prior knowl-
edge to “fill in’ regions that are masked by the other speaker.

The two speaker single microphone source separation problem
is one of the most challenging source separation scenarios and few
quantitative results have been reported in the literature. We provide
a test set based on the Aurora 2 data set and report performance
numbers on a portion of this set. We achieve results of 6.59 dB
average increase in SNR for female speakers and 5.51 dB for male
speakers.

1. INTRODUCTION

Source separation involves recovering two or more signals that
have been mixed. When multiple microphones are available the
phase between the different signals can be exploited to recover the
composite signals. A large body of work revolves around exploit-
ing phase information for source separation. Source separation via
Independent Component Analysis (ICA)[1, 2] relies on multiple
signals as well.

The most challenging case for source separation is when only
one signal is available. In this case, one has to rely exclusively on
the prior knowledge of the signals to be separated.

Previous work in the area of single microphone source separa-
tion has used less accurate approximations to the mixing process|[3]
or sub-band representation of speech[4] which remove important
correlations in the speech signal.

The core inference method used in this work has been ex-
tensively studied in the context of robust speech recognition[5],
using low dimensional representations of speech. Recently we
have shown [6] that statistical models of the harmonic structure of
speech are of substantial value for separating speech from noise, in
very noisy conditions. In this paper, we extend the method for the
cross-speaker condition, where the competing signal is a second
speaker.

Figures 1(a)-1(c) shows the result of running the algorithm on
a single frame of the input (frame 100 from Figure 3(a)). Figure
1(a) shows the input to the algorithm (black heavy line), the female
component feature vector (red dotted line) and male component
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feature vector (blue dashed line). Only frequencies 1200 Hz -2600
Hz are shown for clarity.

Intuitively, the algorithm has identified the best combination
of male and female speech, that explains the observation. Notice
that the amplitude of the male speaker is stronger in the lower half
of the frequency range shown and the female speaker is stronger
in the upper half of the frequency range. In the middle of the fre-
quency range, the amplitudes are in a similar range. Notice that
due to the log scale the mixed signal is effectively equal to the
maximum of the two signals if one signal is considerably stronger
than the other signal as happens on both ends of the frequency
range. Notice also that when the values are in a similar range (e.g.
at 1900 Hz) the mixed signal is not effectively equal to them max-
imum!.

Figure 1(b) shows the posterior estimate for the female sig-
nal. As can be seen in Figure 1(a), the female signal is effectively
masked by the male speaker in the lowest part of the frequency
range and vice versa. The algorithm is able to reconstruct the
signal in these areas based on prior knowledge of female speech
encoded in the speech model. Notice that the algorithm finds a
remarkably good estimate.

In the areas where the female signal is 'submerged’ in the male
signal, the uncertainty of the estimate is much larger than where
the signal dominates. The uncertainty is quantified by the variance
of the posterior and is represented by the shaded area in the figure.

Figure 1(c) shows the posterior estimate for the male signal.
Similarly we see that the signal has been reconstructed where it is
effectively masked, and the uncertainty is larger in these areas.

The change in uncertainty as a function of signal to noise ratio
allows the model to effectively ignore frequency bands that are
masked by the other signal, and attend to frequency bands that
are not masked. The values in masked frequency bands are thus
automatically inferred from clean ones.

2. HIGH RESOLUTION SOURCE SEPARATION

The core of the method involves calculating posteriors for the high
frequency resolution log-spectrums p(x|y) and p(x;|y) of the two
speakers, given the mixed signals. We employ the Algonquin
framework [5] to calculate these posteriors. The derivation given
here is exactly equivalent to the derivation when the interfering
signal is noise.

The model for mixed speech in the time domain is

Yl = xif] +x2[t]- e9)

lin this case, the max approximation is sub-optimal[4].
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Fig. 1. (a) Mixed signal input feature vector (solid black line), the female component feature vector (red dotted line) and the male component
feature vector (blue dashed line). (b) The posterior estimate for speaker 1 (female). Notice that signal is effectively masked in the lower
portion of the frequency range. The algorithm is able to reconstruct these values due to the strong prior model. The shaded area represents
the uncertainty of the estimate and is the first standard deviation. Notice that the uncertainty is larger for ’submerged’ estimates. (c)

Posterior estimate for speaker 2 (male).

where x| [1] denotes the first speaker, x; [f] denotes the second speaker,

and y[¢] denotes the mixed signal. In the Fourier domain, the rela-
tionship becomes

Y(f) =X1(f) +X2(f) )

where f designates the frequency component of the FFT. This can
also be written in terms of the magnitude and the phase of each
component:

Y(OILY (F) = X0 (HILX0(F) + [Xa () £X2(F) ©)

where |Y (f)] is the magnitude of Y (f) and ZY (f) is the phase.

We model only the magnitude components and do not explic-
itly model the phase components. The relationship between the
magnitudes is

Y (NP = X1 (NP + X ()P + 20X (f)][X2(f)lcos(8)  (4)

where 0 is the angle between X and X;. For the purposes of mod-
elling, we assume the we can model the last term as a noise term,
hence we approximate this relationship between magnitudes as

YN = X))+ X)) +e (5)

where the e is a random error [5]. Next we take the logarithm
and arrive at the relationship in the high resolution log-magnitude-
spectrum domain

y=x;+In(l1+exp(x; —x1))+¢€ 6)

where y = log(|Y (f)|?), x| and x, are similarly defined and ¢ is
assumed to be Gaussian. Hence, we can also write this relationship
in terms of a distribution over the mixed speech features y as

Pyl x2) = N(ysx1 +1In(1 +exp(o —x1)), W) @

where  is the variance of €, and N(y|u, y) denotes a normal den-
sity function in y with mean u and variance .

The transformations that we have applied to the model above
are the same as the first steps in the calculation of the Mel fre-
quency cepstrum features with the exception that we did not per-
form the Mel-scale warping before applying the log transform.

For the purpose of signal reconstruction, we are interested in
likely values of the two composite signals, given the noisy speech.
By recasting this relationship in terms of a likelihood p(y|x;,x;),
and using prior models for the two signals p(x;) and p(x;), we can
arrive at a posterior distribution for the joint distribution p(x,x2|y)
from which we can easily get the posterior distributions for the
component signals p(x;|y) and p(x;|y). This will be described in
the next section.

By inverting the procedure described above we can reconstruct
an estimate of each signal. To do this we find the MMSE estimate
for the signal X and calculate the inverse Fourier transform

X1[f] = IFFT (exp(x}) - LY) (8)

where X1 = [ x1 p(x; |y)dx;. The same is done for 5. In this recon-
struction, we have used the original phases from the mixed signal.

2.1. Inference

We now turn our attention to the procedure for estimating the pos-
terior for the clean speech log-magnitudes p(x|y). For this we em-
ploy the Algonquin method. Extensive evaluations of this frame-
work have been performed in the context of robust speech recogni-
tion. In previous work, speech and noise models have either been
in the "low-resolution” log-Mel-spectrum domain, or in the trun-
cated cepstrum domain. Here we briefly outline the Algonquin
procedure. Detailed discussions can be found in [5].

At the heart of the Algonquin method is the approximation of
the posterior p(x1,x2|y) by a Gaussian.

The true posterior

p(x1,x2[y) o< p(ylx1,x2) p(x2) p(x1) Q)
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Fig. 2. (a) The spectrogram of the mixed signal. (b) The reconstructed spectrogram for signal 1 (female). (c) The reconstructed spectrogram

for signal 2 (male).

is non-Gaussian, due to the non-linear relationship in Eqn. (6). In
Eqn. (9) p(x1) is the model for the first speaker, p(x;) is the model
for the second speaker, and p(y|x,x;) is the likelihood function
from Eqn. (7).

We use a mixture of Gaussians to model both speech signals.
Hence

p(x1) = Zp(ﬁ)l’(xllSl) = Z%N(xl ), X5))  (10)

and similarly for p(x;). The construction of the speech models
will be discussed below.

Due to the non-linear relationship between x; and x; for a
given y, the true posteriors p(x,x2|y) is non-Gaussian. We wish
to approximate this posterior with a Gaussian posterior. The first
step is to linearize the relationship between y, x| and x,.

For notational convenience, we write the stacked vector z =
[x+1]T and we introduce the function g(z) = x; +1In(1+exp(x; —
X1))-

If we linearize the relationship of Eqn. (6) using a first order
Taylor series expansion at the point zg, we can write the linearized
version of the likelihood

pi(ylx1,x2) = pi(ylz) = N(v:g(20) + G(20) (2 —20),¥) (1)
where zg is the linearization point and G(zg) is the derivative of g,
evaluated at zp. We can now write a Gaussian approximation to
the posterior for a particular speech and noise combination as

pi(x1,x2,y|s1,52) = pr(y|x1.x2) p(x1s1)p(x2ls2)  (12)

It can be shown[5] that the p(x1,x3|y, s1,s2) is jointly Gaussian
with mean

" [2;1y5+GT‘P*1(y—g—GzO)] (13)
and covariance matrix

-1
@, = [2;1 +GT‘I”IG} (14)

and the posterior mixture likelihood p(y|s1,s2) can be shown to be

2 1, e
¥ = %7210 exp | (] et
(y—8+Gz)" ¥ (y—g+Gz) —ml @ 'ny) |

The choice of the linearization point is critical to the accu-
racy of the approximation. Ideally, we would like to linearize at
the mode of the true posterior. In the Algonquin algorithm, we at-
tempt to iteratively move the linearization points towards the mode
of the true posterior. In iteration 7 of the algorithm, the mode of
the approximate posterior in iteration i — 1, g; 1 is used as a lin-
earization point of the likelihood, i.e. z; = y;—1. The algorithm
converges in 3-4 iterations.

3. EXPERIMENTS

As mentioned above, we use Gaussian mixture models (GMM) to
model the speakers. We trained two speaker independent gender
dependent models. Each model had 512 mixtures of 128 dimen-
sions. The training set was the clean training set from the Aurora
2 robust speech recognition data set.

Exact inference of a single frame of speech requires the evalu-
ation of every combination of the female and male speaker models.
As each models contains 512 mixtures the number of combinations
that must be evaluated is 262144. Each combination requires 3-5
iterations in 128 dimensions. Hence, exact inference has complex-
ity O(m-n-d-i) where m is the number of mixtures in speaker
model 1, n is the number of mixtures in speaker model 2, d is the
number of dimensions (frequency bins) and i is the number of iter-
ations of the algorithm. The computational complexity is therefore
considerable.

The test set was constructed from the Aurora 2 test-set. This
set contains files with spoken digits, sampled at 8k Hz. Files from
test Set A were mixed together at equal signal powers (i.e. 0 dB
SNR). Log spectrum feature vectors were computed using an anal-
ysis window of 25 ms and a frame shift of 10 ms.
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Fig. 3. (a) The spectrogram for the original clean female signal. (b) The restored spectrogram for speaker 1 (female). (c) The error in
absolute dB. The scale has been changed to make the errors clearer. Note that the errors do not suggest that the male speaker is substantially

present in the spectrogram.

We ran the algorithm on 17 files from this test set?. No adap-
tation due to differences in signal gain was done as utterances in
the training and test sets have similar signal levels.

Figure 2(a) shows a spectrogram for a portion of a file from
the test set. Figure 2(b) shows the spectrogram for the separated
female signal and Figure 2(c) shows the spectrogram for the sep-
arated male signal. Notice that the characteristics of the male
and female spectrograms are different, where the fundamental fre-
quency of the female speaker is higher, and the harmonics are
spaced further apart. Notice also that the harmonics of the male
signal are not clearly visible. This may be to due aliasing and may
be reduced by lengthening the analysis window.

Figure 3(a) shows the spectrogram for the original female com-
ponent signal. Compare this to the spectrogram for the recovered
signal in Figure 3(b). The absolute dB errors are shown in Fig-
ure 3(c). The error plot shows that very little of the male speaker
remains in the female signal.

The average average gain in SNR was 6.59 dB for the sepa-
rated female signal, and 5.51 dB for the separated male signal. The
separation of the female signal is better on average than the male
signal. Interestingly, the model works best when there is complete
overlap. In low energy frames of the female signal the male signal
tends to leak into the separated female signal, but not vice versa.

The acoustic quality of the separated signals is impressive given
the difficulty of the task. The suppression of the unwanted speaker
in the restored signal is substantial, and is often barely audible.
The suppression of the unwanted speaker is better than the above
numbers suggest, as the algorithm also introduces some distortion.

4. DISCUSSION AND FUTURE WORK

The male-male and female-female cross-talking scenarios require
that the two speaker models be the same. As this is a symmetri-
cal problem, the components that generate an observation may be

2The scripts to generate the test-set can be found at
http://laplace.uscd.edu/~jhershey or by contacting the authors.

3 Audio samples can be found at http:// research.microsoft.com/users/
traustik/.

correctly identified, but without temporal dependencies, we can-
not associate the components through time. The complexity of the
inference problem is not substantially increased introducing time
dynamics, however the estimation of speaker models is more in-
volved. We are currently exploring ways to do this.

We are also pursuing approximate inference techniques that
promise orders of magnitude reduction in computational complex-
ity without resorting to sub-optimal factorizations or mixing ap-
proximations.

In this paper we have proposed a new method for the cross-
talker source separation task, that relies on strong high frequency
resolution models of speech. We provide a test set based on the
Aurora 2 test set and give quantitative results for a portion of this
set. The acoustic quality of the results is impressive for this new
method.
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