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Abstract

Augmented reality (AR) is a technology in which a user’s view of the real world is en-
hanced or augmented with additional information generated from a computer model.
To have a working AR system, the see-through display system must be calibrated so
that the graphics are properly rendered. The optical see-through systems present an
additional challenge because, unlike the video see-through systems, we do not have
direct access to the image data to be used in various calibration procedures.

This paper reports on a calibration method we developed for optical see-through head-
mounted displays. We first introduce a method for calibrating monocular optical see-
through displays (that is, a display for one eye only) and then extend it to stereo optical
see-through displays in which the displays for both eyes are calibrated in a single proce-
dure. The method integrates the measurements for the camera and a six-degrees-of-
freedom tracker that is attached to the camera to do the calibration. We have used
both an off-the-shelf magnetic tracker as well as a vision-based infrared tracker we have
built. In the monocular case, the calibration is based on the alignment of image points
with a single 3D point in the world coordinate system from various viewpoints. In this
method, the user interaction to perform the calibration is extremely easy compared to
prior methods, and there is no requirement for keeping the head immobile while per-
forming the calibration. In the stereo calibration case, the user aligns a stereoscopically
fused 2D marker, which is perceived in depth, with a single target point in the world
whose coordinates are known. As in the monocular case, there is no requirement that
the user keep his or her head fixed.

1 Introduction

In a typical AR system, the view of a real scene is augmented by superim-
posing the computer-generated graphics on this view such that the generated
graphics are properly aligned with real-world objects as needed by the applica-
tion. The graphics are generated from geometric models of both nonexistent
(virtual) objects and real objects in the environment. For the graphics and the
video to align properly, the pose and optical properties of the real and virtual
cameras must be the same. The position and orientation of the real and virtual
objects in some world coordinate system must also be known. The locations of
the geometric models and virtual cameras within the augmented environment
may be modified by moving its real counterpart. This is accomplished by track-
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ing the location of the real objects and using this infor-
mation to update the corresponding transformations
within the virtual world. This tracking capability may
also be used to manipulate purely virtual objects (ones
with no real counterpart) and to locate real objects in
the environment. Once these capabilities have been
brought together, real objects and computer-generated
graphics may be blended together, thus augmenting a
dynamic real scene with information stored and pro-
cessed on a computer.

For augmented reality to be effective, the real and
computer-generated objects must be accurately posi-
tioned relative to each other, and properties of certain
devices must be accurately specified. This implies that
certain measurements, or calibrations, need to be made
at the start of the system. These calibrations involve
measuring the pose of various components such as the
trackers, pointers, cameras, and so forth. What needs to
be calibrated in an AR system and how ecasy or difficult
it is to accomplish the calibration depends on the archi-
tecture of the particular system and what types of com-
ponents are used.

Two major modes of display determine what types of
technical problems arise in AR systems, what the system
architecture is, and how these problems are to be
solved: video see-through AR systems and optical see-
through AR systems. The calibration issues in a video
see-through system was described in detail elsewhere
(Tuceryan et al., 1995). We define an optical see-
through system as the combination of a see-through
head-mounted display (HMD) and a human eye. We
will call this display and eye combination the virtual
camera of the AR display system.

In this paper, we look at the calibration issues in an
AR system of the second type, namely, an optical see-
through system. In particular, we concentrate on the
camera calibration in both monocular optical see-
through displays and stereo optical see-through displays
and describe a method of calibration in such a system.

2 Previous Work

Research in augmented reality is a recent but ex-
panding activity. We briefly summarize the research

conducted to date in the topic of calibration for aug-
mented reality.

Calibration has been an important aspect of research in
augmented reality, as well as in other fields, including ro-
botics and computer vision. Camera calibration, in particu-
lar, has been studied extensively in the computer vision
community (Maybank & Faugeras, 1992; Weng, Cohen,
& Herniou, 1992; Lenz & Tsai, 1988). Its use in com-
puter graphics, however, has been limited. Deering (1992)
has explored the methods required to produce accurate,
high-resolution, head-tracked stereo display to achieve
sub-centimeter virtual-to-physical registration. Azuma and
Bishop (1994) and Janin, Mizell, and Caudell (1993)
describe techniques for calibrating a see-through HMD.
The method of Janin et al. comes closest to our approach
in terms of its context and intent, and they consider the
tracker in the loop so that the user is free to move during
calibration. There are differences between our and their
method, however. The first difference is that we use only a
single point in the world for calibration, whereas they use a
calibration object with multiple points so that the user has
to make an extra decision about picking the calibration
point and its image. The use of a single calibration point at
a time, instead of a multipoint configuration aligned simul-
taneously, simplifies the user interaction process, which is
very important. In the past, we also have implemented
interactive calibration schemes that require the simulta-
neous alignment of multipoint configurations to perform
the camera calibration (McGarrity & Tuceryan, 1999). We
have found that this makes the user interaction during the
calibration process very cumbersome. The second differ-
ence between our methods is that they use the traditional
intrinsic and extrinsic camera parameterization to model
the virtual camera. This requires that a set of nonlinear
equations be solved to get the calibration results. We use a
projection matrix representation to model the camera
which can be estimated by linear methods, making the
result of the calibration more robust. We do not need to
extract anything more than the projection matrix because
ultimately what we want to do is project the 3D objects
onto the image plane. The projection matrix has also been
found to be more accurate and less sensitive to data col-
lection errors (Navab et al., 1998). Recently, Kato and
Billinghurst (1999) described an interactive camera calibra-
tion method that uses multiple points on a grid.
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Gottschalk and Hughes (1993) present a method for auto-
calibrating tracking equipment used in AR and VR.

Some researchers have studied the calibration issues
relevant to HMDs (Bajura, Fuchs, & Ohbuchi, 1992;
Caudell & Mizell, 1992; Azuma & Bishop, 1994; Hol-
loway, 1994, 1997; Kancherla, Rolland, Wright, &
Burdea, 1995). Others have focused on monitor-based
approaches (Tuceryan et al., 1995; Betting, Feldmar,
Ayache, & Devernay, 1995; Grimson et al., 1995; Henri
etal., 1995; Mellor, 1995; Peria et al., 1995; Uenohara &
Kanade, 1995). Both approaches can be suitable depend-
ing on the demands of the particular application.

Various tracking modalities (besides the magnetic
trackers) have been used by numerous researchers.
Among those, vision-based trackers that use fiducials
have been implemented (Koller et al., 1997; Neumann
& Cho, 1996; Sauer et al., 2000). Some researchers
have also tried to improve the robustness and accuracy
of these trackers using hybrid methods (State, Hirota,
Chen, Garrett, & Livingston, 1996).

Kutulakos and Vallino (1996) have taken a different
approach and demonstrated a calibration-free AR sys-
tem. These uncalibrated systems work in contexts in
which using metric information is not necessary, and the
results are valid only up to a scale factor.

3 Overview of the Hardware and
Software

To provide the proper context in which to de-
scribe our calibration method, and also for the sake of
completeness, we briefly review the hardware and soft-
ware setup. The typical optical see-through AR system
hardware is illustrated in figure 1. In this configuration,
the display consists of a pair of see-through HMDs. In
our setup, we use the i-glasses that can be used both as
immersive displays as well as see-through displays by
removing a piece of opaque plastic from the front of the
display screens. Because our research involves aug-
mented reality systems, we have been using these
HMDs as see-through displays permanently. The graph-
ical image is generated by the workstation graphics
hardware and displayed on the workstation’s monitor,
which is fed at the same time to the see-through dis-
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Figure |. The hardware diagram of a typical see-through
augmented redlity system. The particular see-through displays we used
for this research are from i-glasses, and have a limited resolution
(640X 480 for each eye in monocular mode and 640X 240 for each
eye in stereo mode). We have also experimented with other displays
such as the Sony Glastron and the Microvision VRD.

plays (i-glasses) over a VGA port. This setup also works
for other, possibly higher-resolution displays, such as
the Sony Glastron or the Microvision VRD. The tracker
can be any system that is capable of providing six de-
grees of freedom (three positional and three rotational).
For the work reported in this paper, we have used both
a six-degrees-of-freedom (six-DOF) magnetic tracker
(Flock of Birds from Ascension Technologies) and an
infrared vision-based tracker that we have built our-
selves. The tracker provides the workstation with con-
tinually updated values for the position and orientation
of the tracked objects, which includes the i-glasses and a
3D mouse pointing device.

The software is based on the Grasp system that was
developed at ECRC for the purposes of writing AR ap-
plications. We have added the calibration capabilities to
the Grasp software and tested our methods in this envi-
ronment. The Grasp software was implemented using
the C++ programming language.

4 Overview of the Calibration
Requirements

An AR system has both “real” entities in the user’s
environment and virtual entities. Calibration is the process
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Figure 2. A simplified version of the coordinate systems that are
relevant for the camera calibration of optical see-through systems. The
figure shows the coordinate system for only one eye. This is sufficient
for the monocular AR system in which the user sees the graphics
through only one eye.

of instantiating parameter values for mathematical models
that map the physical environment to internal representa-
tions so that the computer’s internal model matches the
physical world. These parameters may be the optical char-
acteristics of a physical camera as well as position and ori-
entation (pose) information of various entities such as the
camera, the magnetic trackers, and the various objects.

The calibration requirements of a video see-through
AR system have been described elsewhere (Tuceryan et
al., 1995). In this paper, we describe these requirements
as modified for an optical see-through system. This
modification for an optical see-through system is the
new content of this paper that distinguishes it from
Tuceryan et al. (1995). Figure 2 shows the local coordi-
nate systems that are relevant for camera calibration in a
typical optical see-through AR system. All the calibra-
tion requirements for such a system originate from the
fact that all the transformations shown must be known
during the operation of the AR system. Some of these
transformations are directly read from sensors such as
the six-DOF trackers, whereas others need to be esti-
mated through a calibration process.

These coordinate systems are related to each other by

a set of rigid transformations. The central reference is
the world coordinate system (WCS) which is at a fixed
and known location relative to the operating environ-
ment. During the operation of an AR system, all of the
components need to operate in a unified framework,
which in the case of the Grasp system is the WCS. For
the sake of simplicity in this paper, we have shown in
figure 2 the tracker and world coordinate systems as
being the same. This allows us to avoid additional cali-
bration issues that are not relevant for this paper. (For a
more detailed look at these issues, see Tuceryan et al.
(1995).)

In this simplified diagram, the tracker transformation
F is read directly from the sensor (called mark) attached
to the HMD. For the monocular case reported in this
paper, we use only one eye to display the graphics. The
display for the other eye is covered so that the AR dis-
play is truly monocular. The transformation G from the
mark to one eye is not known and needs to be cali-
brated. The transformation A that models the camera
with respect to the WCS is inferred from F and G.

Camera calibration is the process by which the extrin-
sic camera parameters (location and orientation) as well
as the intrinsic camera parameters (focal length, image
center, and aspect ratio) are calculated for a given cam-
era. Normally, this process would calculate the transfor-
mation labeled A in figure 2 as well as the camera intrin-
sic parameters. In the case of a video see-through
camera calibration system, this would be the estimation
of the parameters for the physical camera. In the case of
an optical see-through AR system, estimating A directly
would require that we collect a sufficient number of
3D-2D point correspondences without moving the
head and body in the process. Because this is an almost
impossible task, we choose to calibrate G (which is fixed
because the tracker sensor is rigidly attached to the
HMD) and infer A from G and F. The resulting calibra-
tion parameters describe a virtual camera that models
the combined imaging system formed by the i-glasses
display and the human eye.

A point in the world coordinate system Py is projected
on the image plane of the virtual camera as P, with

pP;= APy = GFPy, (1)
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where G is the projection matrix from tracker mark coordi-
nate frame to the virtual image plane and p is a scalar.

5 Camera Calibration for Optical See-
Through Displays

In this section, we will describe our calibration
method for an optical see-through HMD. After some
preliminaries in subsection 5.1, we describe our calibra-
tion method for monocular optical see-through HMDs
in subsection 5.2. Then, we will extend it to the stereo
display case in subsection 5.3. The camera calibration
method described in our previous work on video see-
through systems was based on using the correspondence
between known 3D points and the 2D positions of their
projected image positions. From this, the camera pa-
rameters were estimated (Tuceryan et al., 1995). This
was purely for the video see-through case in which it
was assumed that we have access to the picture points
(pixels), which we can select and whose image coordi-
nates we can obtain. This can be done in a video see-
through display system because we can always access the
image digitized by the video camera and use it to ana-
lyze the input images. With an optical see-through sys-
tem, the images of the scene are formed on the retina of
the human user’s eye and we do not have direct access
to the image pixels. Therefore, we need to have a differ-
ent approach to calibrating optical see-through systems.

The most difficult part of calibrating such a system is
devising the proper user interaction method for collect-
ing the necessary data for performing the calibration.
There have been attempts in the past to devise such in-
teraction methods with various degrees of success. The
earlier methods tried to use multiple-point configura-
tions in the world to collect the calibration data. Exam-
ples of this include the method of Janin et al. (1993).
Another approach in the past has been to have the user
align a model of a 3D object with multiple configura-
tions with the physical object in the display interactively.
In an earlier paper, we described such an interactive ap-
proach for calibrating an optical see-through AR system
(McGarrity & Tuceryan, 1999). That approach let the
user adjust camera parameters interactively until he or
she was satisfied that a 3D model of a calibration jig was

aligned properly with the physical calibration jig itself.
This method worked, but the user interface was cum-
bersome. The major advantage of using a single point at
a time makes the alignment process during calibration a
much easier task for the user. Notice also that the fact
that we are aligning a single point at a time does not
preclude us from using multiple calibration points (al-
though we have not implemented this), but only that
we need to use them one at a time. In fact, using multi-
ple calibration points may be one way to extend the
method presented in this paper to calibrate for trackers
that extend over a large area. In addition, the number of
parameters being estimated was too large, and, therefore,
the interaction did not provide a very intuitive feedback to
the user. In general, we have found that using multipoint
configurations and demanding that the user align them
simultaneously or use them to collect data in some fashion
is cumbersome and prone to errors.

The contribution of the method described in this paper
is an attempt at making this interaction easy for the user
and reduce the causes of error by making the user’s task
for collecting data simple. The approach described in this
paper has two major advantages compared to previous
approaches. First, it simplifies the data collection process
by making the interaction very simple: aligning a single
cursor with a single point in the world. This is in contrast
to the traditional camera calibration approaches that have
access to pixel data in a video buffer or to previous interac-
tive approaches in which the user is either required to keep
his or her head from moving while collecting data or the
user is asked to interactively align a multiple-point configu-
ration simultaneously. Second, because we keep the cam-
era model as a projection matrix without decomposing it
into its intrinsic and extrinsic components, the results are
numerically more stable.

The user interaction needed to collect the data for the
calibration is a streamlined process and does not impose
a great burden on the user. During this process of align-
ing a single cursor on the display with a single world
point, there is no interaction with a mouse or any other
device to try to move items on the display at the same
time that the head is moving. These types of multiple
task interactions increase the complexity and make the
calibration process more cumbersome and prone to er-
ror (McGarrity & Tuceryan, 1999). Therefore, a major
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source of errors as well as a source of difficulty in inter-
action is eliminated by keeping the user interaction sim-
ple in the calibration procedure.

In the following subsections, we first briefly describe
the camera model we are using, which defines the pa-
rameters to be estimated. We then describe the calibra-
tion procedure for both the monocular and the stereo
displays.

5.1 Camera Model and Calibration
Formulation

A simple pinhole model is used for the camera,
which defines the basic projective imaging geometry
with which the 3D objects are projected onto the 2D
image surface. The coordinate systems can be set up in
different ways, and, in our model, we use a right-
handed coordinate system in which the center of projec-
tion is at the origin and the image plane is at a distance,
f(focal length), away from it.

A pinhole camera can be modeled by a set of intrinsic
and extrinsic parameters. The intrinsic parameters are
those that define the optical properties of the camera
such as the focal length, the aspect ratio of the pixels,
and the location of the image center at which the opti-
cal axis intersects the image plane. One last intrinsic pa-
rameter is the skew of the image plane axes. The intrin-
sic parameters are usually modeled by a 3X3 matrix of

the form
fn T 7
[[=]0 £ (2)
0 0 1

where f,, and f, are the focal lengths in the directions of
two major axes in the image plane, (7, ¢) is the loca-
tion of the image center, and 7 describes the skew be-
tween the two axes in the image plane. The f, and f,
also model the scale factor and aspect ratio in going
from the sensor units to image units. The 3D points in
the world coordinate system get projected onto the im-
age plane of the camera to form the image points.

The extrinsic parameters define the position and ori-
entation (pose) of the camera with respect to some ex-
ternal world coordinate system and are given by a 3X3
rotation matrix R and a 3X1 translation vector T.

The camera transformation that maps 3D world
points into 2D image coordinates can be characterized
by writing the transformation matrices for the rigid
transform defining the camera pose and the projection
matrix defining the image formation process. This is
given by the classic equation

pP,=[l[R TIPy, (3)

where Py, = [%y, Y 2w, 117 is the homogeneous 3D
coordinates of the world point and P; = [x}, y,, 117 is
the homogeneous coordinates of its image. The
overall camera transformation, therefore, is a 3X4
matrix

Teamera = [ I[R T] (4)

The entries of T can be estimated directly in-

camera
stead of the actual extrinsic and intrinsic camera parame-
ters. This estimation is a standard technique that is often
used in computer vision. The calibration proceeds by
collecting a number of 2D image coordinates of known
3D calibration points, and the correspondence between
the 3D and 2D coordinates defines a linear system to be
solved in terms of the entries of the camera matrix. (See
appendix A.)

Normally, in traditional video cameras, this 3D-2D
correspondence is done by identifying the calibration
points in a statically grabbed image of a calibration jig.
In an optical see-through display, collecting these corre-
spondences in a similar way would require that the
HMD and the user’s head (and body) be fixed. Because
this is not realistic, we have modified the data collection
process so that the user does not have to keep his or her
head and body fixed.

5.2 Calibration Procedure for the
Monocular Case

To get a practical calibration procedure for the
see-through displays, the preceding formulation needs
to be converted to a user-friendly procedure. This
means that the design of the way in which the calibra-
tion data is collected by the user has to be thought out
carefully to minimize the burden on the user and the
chances of making errors.
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World Coordinate System

Calibration point

Figure 3. The world coordinate system is fixed on the tracker

transmitter box as shown in this image.

In our method, we have a tracking system that is
attached to the HMD in a rigid way. The tracker can
be anything that provides six-DOF positional and ro-
tational data. We have used both a magnetic tracker
and an infrared vision-based tracker that we built. In
our discussion in this paper, we will normally refer to
the magnetic tracker. The tracker system can read
(sense) the position and orientation of the receiver in
the tracker coordinate system. For convenience, we
call the tracker sensor attached to the HMD (the ob-
ject to be tracked) the mark. Because the mark is at-
tached rigidly to the HMD, the camera can be de-
fined and calibrated with respect to the mark
coordinate system. Therefore, taking this approach,
we have the camera transformation fixed and unaf-
fected by the head motion. This is the reason that the
head is allowed to move freely during our calibration
procedure.

Referring to figure 2, we see three coordinate sys-
tems that are relevant for the monocular camera cali-
bration, and the transformations between them (A, F,
and G). The transformation A is the 3X4 projective
camera transformation with respect to the world co-
ordinate system that is estimated in traditional video-
based systems, and F is a 4X4 homogencous trans-
formation matrix that defines the tracker mark
position and orientation being sensed and updated.

Finally, G is the 3X4 projection matrix that defines
the camera transformation with respect to the mark
coordinates.

To calibrate the camera (that is, to estimate the trans-
formation A), we need to get the image coordinates of
known 3D points in the world coordinate system, but A
is not fixed and varies as the user moves his or her head.
Therefore, we obtain A indirectly by estimating the
transformation G which does not change, and comput-
ing A = GF.

Thus, the camera calibration for such a system means
we need to estimate the transform G. We have imple-
mented the calibration procedure as follows.

1. A single point in the world coordinate system (see
figure 3) is used to collect the calibration data.
This single point in the world coordinate system is
mapped to many distinct points in the mark coor-
dinate system as the user’s head (and body) is
moved about. This is given by the formula P,, =
FP . Because F is changing as the head moves, so
is, therefore, the coordinates of the point P, in
the mark coordinate system even though Py, is
fixed.

2. The user is presented with a 2D marker! on the
display and is asked to move his or her head and
body until the marker is aligned with the image of
the single calibration point as seen by the user.
(See figure 4.) The user then clicks a button on
the 3D mouse and the data is collected for calibra-
tion that consists of the image coordinates of the
2D marker, P, and the 3D coordinates of the cali-
bration point in mark coordinates, P,,. These col-
lected points are then fed into the equation (7) (in
appendix A), which is used to estimate the trans-
formation G. After the matrix G is estimated, it is
integrated in Grasp and OpenGL as described in
appendix B so that the graphics are rendered cor-
rectly.

1. We use the term marker generically both here and in subsection
5.4 to indicate a 2D marker on the display that the user aligns with
the calibration point in the world. The shape of this marker becomes
important, particularly in the case of the stereo calibration procedure,
to improve the perception of alignment in depth. (See Section 6 for
details.)
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Figure 4. The calibration procedure requires the user to align a

cursor as shown here with a fixed point in the world.

Normally, we need to collect a minimum of six points
for the calibration. However, to account for the errors
and obtain a more robust result, we collect more points
and use a least squares estimation as stated in appendix
A. Notice here that the more of the tracker volume that
the user’s head covers, the more possible systematic er-
rors in the tracker measurements will be taken into ac-
count in the optimization process. The user is encour-
aged to move his or her head around the tracker
transmitter as much as possible while collecting the cali-
bration data. It is not always easy for the user to cover
all possible angles during the calibration. For example, it
is easier for the user to move around the calibration
point sideways than trying to obtain top views. The im-
portant thing is to perform the calibration from the set
of viewpoints that the user will use during the operation
of the AR system. Another restriction on the user’s
movements during calibration is that, if the tracker be-
ing used has any intrinsic range restrictions, naturally,
the user will be restricted to those areas. For example,
most of the popular magnetic trackers have range re-
strictions from 3 ft. to 10 ft. In this case also, the user is
encouraged to cover as much of the volume that is go-
ing to be actually used. In the monocular case, we have
implemented the 2D marker as a crosshair centered on
the pixel, and its components have odd-numbered

widths. The resolution of the marker is limited by the
resolution of the display and clearly this can have an
effect on the accuracy of the result. However, even
more important is how the user actually aligns this cur-
sor with the calibration point. Even if we tried to design
the marker with great resolution, we would still have no
control over how the user aligns it during calibration.
The inaccuracies in the tracker measurements and user’s
alignment are greater sources of error than is the resolu-
tion of the cursor.

5.3 Calibration Formulation for
Stereoscopic Displays

Although the extension of the preceding calibra-
tion method to stereco HMD displays is straightforward,
we still would like to keep the interaction method as
simple and as less cumbersome as possible. Therefore,
we would like to avoid calibrating the left and right dis-
plays independently using the previous method. The
stereo calibration method presents a marker to the left
and right eyes of the user with a horizontal disparity and
relies on the human visual system’s ability to fuse left
and right views of a cursor to generate a marker in
depth. This perceived marker in depth is then aligned by
the user with the target calibration point in the WCS.
The use of stereoscopic perception to make precise
alignments is a complicated issue that has been studied
by other researchers. For example, Nagata (1991) has
studied the depth sensitivities of visual cues such as bin-
ocular parallax, motion parallax, and accomodation. He
has found in this work that “of the different cues, bin-
ocular parallax is most effective at distances of less than
1 m.” In most situations, the working volume for the
methods described in this paper are within this range.
We also address the perception of depth and depth ac-
curacy later in the paper.

The camera model and the mathematics of the cali-
bration are the same as the monocular case just pre-
sented, but now there are two displays (a left one and a
right one). The stereo setup is summarized in figure 5,
which shows the coordinate systems that are relevant for
the calibration of a sterco optical see-through system. In
this figure, we see five transformations (A;, Ay, F, Gy,
and Gp) that need to be estimated. The transformations
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Figure 5. Figure 2 modified to show the coordinate systems in a

stereo optical see-through setting.

A and Ay are the traditional 3X4 projective camera
transformation with respect to the WCS. Similarly, F is a
4 X4 homogeneous transformation matrix that defines
the tracker to mark rigid transform. That is, F is the
pose of the mark with respect to the tracker transmitter
coordinate system. Finally, G; and Gy are the 3X4 pro-
jection matrices that define the camera transformations
with respect to the mark coordinates. As in the monoc-
ular case, for simplicity we assume that the tracker and
world coordinate systems are the same. The figure can

be summarized by two equations:

A; =G,F
b (5)

AR = GRF

The calibration data is collected as a set of 3D-2D
point correspondences that are then used to solve for
the camera matrices G; and Gg. The contribution of
this part of the paper comes in collecting the calibration
data for both eyes in a single step.

3D perceived cursor is aligned
with 3D calibration point

3D cursor perceived by the
human after fusion of two cursors

Right eye

cursors displayed with a disparity in the
two eyes

Figure 6. The data collection by the user for calibrating the display
is performed by the user moving his head until the perceived crosshair
in 3D is colocated with the 3D calibration point.

5.4 Calibration Procedure for
Stereoscopic Displays

The data collection procedure for calibrating the
stereo displays is as follows.

1. A single point in the world coordinate system is
used to collect the calibration data. This single
point in the WCS is mapped to many distinct
points in the mark coordinate system as the user’s
head moves. This is given by the formula P,, =
FP . Because F is changing as the head moves, so
is, therefore, the coordinates of the point, P,,, in
the mark coordinate system even though Py, is fixed.

2. The user is presented with 2D markers on the dis-
play for each eye placed randomly in the 2D image
plane. The markers for the two eyes are slightly
offset, creating a disparity. The user’s brain auto-
matically fuses these markers, and the user per-
ceives it in three dimensions at a particular loca-
tion in depth. The user collects the calibration
data by moving his or her head and body until he
aligns the perceived marker in 3D with the 3D
physical calibration point. (See figure 6.) The user
then clicks a button on the 3D mouse, and the
data is collected for calibration that consists of the
image coordinates P; of the 2D marker and the
3D mark coordinates P,, of the calibration point.
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These collected points are now used to estimate
the camera matrices as described in appendix A. As
in the monocular case, the user is encouraged to
cover as much of the tracker volume that will be
used during the operation of the AR system.

Because we do not know what the camera geometry
is before the calibration is actually performed, we do not
have a rigorous way of determining what the disparities
should be for the image markers in the left and right
eyes. However, we have some rough idea about what
the depth range should be. This is determined either by
the range restrictions of some trackers or by the fact
that, as the distance in depth of the marker from the
user increases, the depth acuity of the user decreases and
alignment becomes more difficult. With these restric-
tions in mind, we picked the disparities in a range that,
when the HMDs were worn, the marker in depth was
roughly within arm’s length and within the tracker
range. This was done by trial and error. Notice that we
do not need to compute the actual depth of the marker,
and the values of the disparities are inputs to the calibra-
tion procedure. As long as the disparities result in a
fused marker in depth that is reasonably easy to align in
depth, we have the calibration procedure set. The dis-
parities are also varied for the various markers presented
to the user during the data collection process.

Because we have 2D positions of the markers for both
eyes when the mouse is clicked and because the user has
aligned the 3D crosshair with the 3D world point, this
is equivalent to having the two markers in the two eyes
aligned with the corresponding images of the world
point. Therefore, at the moment that the mouse button
is clicked, calibration data in the form of P;and P, is
collected for both left and right eyes simultaneously. In
particular, we have the crosshair position Py ; for the left
eye and P x for the right eye, where P;; = Pz + dis-
parity. The world point position in mark coordinates is
the same for both eyes (because we have a single mark
attached to the entire goggles which is moving rigidly).
Therefore, these data can now be used to estimate the
camera parameters for both the left and the right eyes
independently.

Notice that we do not make any assumption that the
result of the calibration will be the same for different

users. In fact, the fact that the camera matrices G; and
Gy, are estimated for each user means that we are not
assuming that they are the same for different users. Also,
this means that variations in interocular distances and
any differences in depth perceptions will be accounted
by the camera matrices estimated for each user.

After the projection matrices are estimated for the left
and right eyes (cameras), they are integrated in Grasp
and OpenGL as described in appendix B.

6 Experimental Verification for
Calibration

A serious problem with the verification of an opti-
cal see-through display calibration is that it is not possi-
ble to show how well the model corresponds with the
object for a human viewer. This is a difficult task for
the monocular displays, but it gets even more diffi-
cult to show quantitative results for the stereoscopic
displays.

This problem can be approached in a number of
ways, from simple to more complex. The first and sim-
plest approach to either type of display is to have a hu-
man put the HMDs on, go through the calibration pro-
cedure, and report whether the result is “good” or
“bad.” We have used this approach with a number of
users. In fact, we did set up demo sessions at the Inter-
national Workshop on Augmented Reality (IWAR 99)
and at the International Symposium on Augmented Re-
ality (ISAR ’00) at which many users tried the calibra-
tion scheme within the live demo setting. The results of
these trials were generally positive. Many users who
tried the calibration were satisfied with the resulting
accuracy of the calibration. However, we have no way of
reporting any objective data on these experiments.

A second and more complicated approach is to re-
place the human eye with a video camera in some fash-
ion in the optical see-through displays and apply the
calibration method via this camera (with the displays).
This allows us to obtain video images of the procedure
as well as the results.

We have built a setup in which a camera is put in a
mannequin’s head behind the i-glasses displays and the
display is recorded. (See figure 7.) The images in figures
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Figure 7. A mannequin’s head with a camera placed at the eye
behind the i-glasses displays. This setup was built so that we could
collect images during and dfter the calibration of the HMD.

Figure 8. An image captured from the camera in the mannequin’s

head showing the aligned model of the world coordinate axes with

their physical locations.

4, 8, and 9 were collected using this setup. Figure 4
shows the view of the user during the monocular cali-
bration in which the cursor is aligned with the world
point in the display. A sample result of the monocular
calibration is shown in figure 8 in which a model of the
calibration pattern defining the world coordinate axes is
shown superimposed on the image of the real tracker

Figure 9. A lamp is being placed in the scene by using the tip of
the pointer to indicate the location. This type of interaction works
properly because both the display and the pointer are properly
calibrated.

with the WCS on it. We have tried this calibration
method in numerous trials, and in all instances the cali-
bration results are very good. The quality of the align-
ment shown in figure 8 is representative of the calibra-
tion results in these trials. The quality of the calibration
results does not change greatly as the head moves
around in the world. The only problem is due to the lag
in the readings from the magnetic tracker, which tends
to settle down to the correct position after a certain de-
lay after the head stops moving.

In the case of using magnetic trackers, some of the fac-
tors that affect the calibration include the distance of the
user’s head from the tracker transmitter and how quickly
the user clicks the mouse to collect the calibration data.
The magnetic tracker we use has a range of approximately
3 ft., and the quality of the sensor readings are not very
reliable when the receivers operate near the boundaries of
this range. The problems arising from this can be alleviated
it an extended-range tracker is used that has a larger opera-
tional volume (approximately 10 ft.). The second factor
that affects the calibration is the lag in the tracker data at
the point of collection (that is, when the mouse is clicked).
If the button is clicked too quickly, the tracker data read
may not correspond to the location of the user’s head. We
have found that, if the user is careful during the calibra-
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tion, both of these factors can be put under control and
the calibration results are good.

A third way in which we can try to quantify the accu-
racy of our results of calibration is to use a video see-
through setup and calibrate it using the method de-
scribed in this paper. This does not exactly match the
conditions and optics of the optical see-through dis-
plays, but it approximates them. In the process, it also
allows us to capture the event on video and later analyze
the accuracy of the results. Therefore, we have also im-
plemented the calibration procedure described in this
paper in a video see-through system.

The video see-through system we have used is devel-
oped and described in detail by Sauer et al. (2000).
Here, we review this system briefly for the sake of com-
pleteness, keeping in mind that this paper is not about
the RAMP system, which is based on a Kaiser ProView
XL35 HMD. Two Panasonic GP-KS1000 color cameras
provide the stereo images, and a black-and-white Sony
XC-77RR with a wide-angle lens is used for tracking.
Two SGI visual PCs, one 320 and one 540, process the
three video streams. The system runs in real time at a
framerate of thirty frames per second and exhibits a low
latency of only about two frames. The software was
developed under Windows NT and now runs under
Windows 2000.

As we mentioned in subsection 5.2, our experiments
showed that, in the case of stereo calibration in which
depth perception is important, the choice of the display
marker shape was important. We first used a marker
shaped like a crosshair (as in the monocular calibration)
to align with a surface mark in the scene. However, un-
like the monocular case, the crosshair shape did not pro-
vide enough visual cues in the stereo calibration for the
user to accurately align it with the calibration point in
depth. We tried other marker shapes, and the more-
successful shapes turned out to give the perception of a
plane with an orientation as well as the depth. So, for
example, a solid disk or a rhombus shape with a cross
inside it worked better. Having the plane of the marker
pointing in a certain direction as the user moved to-
wards the calibration point made the alignment in depth
a little easier. We discovered that the user could im-

prove this accuracy by moving back and forth in depth

to see when the calibration point was crossing the plane
of the marker.

One of the most important issues we were interested
in addressing was to determine the degree of accuracy
of the stereo alignment process previously described.
Because our video see-through system provided us with
the complete tracking and calibration parameters, we
conducted the following experiment to assess the
accuracy of the alignment process. We first set the dis-
parity between the left and right images of the virtual
marker such that it is at some distance away from the
user. Using the calibration parameters obtained for the
two cameras providing the stereo image stream for the
HMD, we computed the position of the virtual object
in the tracker coordinate system. We then let the users
do the alignment from different positions for the same
disparity many times. With a fixed disparity, the users
can move their heads on a sphere centered at the physi-
cal target. Therefore, when the virtual marker and the
physical target are aligned, the different positions of the
user’s head should be at the same distance to the physi-
cal target. We recorded some 15 to 35 such alignments
per user for two different disparity values (resulting in
marker distance of 750 mm and 720 mm). We found in
cach case that these alignments resulted in an average
distance very close to the measured ones with a standard
deviation of around 1 mm or better. Figure 10 shows
the results of multiple trials of depth alignment for a
typical user. As can be observed from the graph, the
alignment is very consistent over the trials for the partic-
ular user. We have also tried for other users, and the
results are comparable to this example.

We also conducted some experiments to assess the
reprojection errors for the estimated projection matri-
ces. The results are presented in figure 11, which shows
the results for two experiments on one user. The experi-
ments were run for three different users, and the results
from the other users are comparable to the results in
this figure. Figure 11(a) shows the reprojection errors in
the left image of the perceived 3D point picked by the
user (that is, the cursor is aligned with the target point),
and figure 11(b) shows the reprojection errors in the
right image for the same data. Each point in this figure
represents one of the data points collected. As can be
seen from the data, the uncertainty in the horizontal
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Figure 10. Experimentdl results of measuring the accuracy of the depth judgment for the perceived marker. (a)
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direction is larger than in the vertical direction. This is
not surprising because the depth perception depends on
the horizontal disparity in our setup. The mean error
for the left image is 1.499 pixels with a standard devi-
ation of 0.429. For the right image, the mean re-
projection error is 1.319 pixels with a standard devia-
tion of 0.335. The results are similar for the other
users not shown in this figure. As can be seen from
this figure, the reprojection errors are quite low, less
than 1.5 pixels on the average.

7 Conclusion

In this paper, we presented a camera calibration
procedure for optical see-through HMDs for AR sys-
tems. Because in optical see-through AR systems we do
not have direct access to the image produced on the retina,
the procedure needs to use indirect methods to do the
calibration. The method presented in this paper uses an
interactive method to collect calibration data, and it does
not require that the user keep his or her head still. The
method presented works for calibration of monocular as
well as stereoscopic optical see-through HMDs. The
method uses a very simple interaction method to collect
the 3D-2D point correspondences needed to compute the
camera parameters. The user’s head is not required to be
immobile during the data collection process, and the
method can be extended to larger areas with multiple cali-
bration target points as long as they can be selected one at
a time. The user is encouraged to cover during calibration
as much of the target operating volume as possible to ac-
count for tracker errors.

The paper also reports some experimental methods
and results that attempt to measure the accuracy of the
resulting calibrations objectively. Future research efforts

yM,i zM,i 1 0 0 0
0 0 0

Xn,i

0 XM Ymi B,

need to improve these assessment and evaluation meth-
ods for optical see-through systems.

Appendix A Standard Camera Calibration
Formulation

The standard projective camera calibration is set
up as follows. Let there be # calibration points whose
image coordinates we measure. We need to estimate
twelve parameters of the 3X4 projection matrix, but the
projection matrix is defined up to a scale factor. There-
fore, really only eleven independent parameters need to
be estimated. Therefore, #, the number of calibration
points to be measured, should be at least six. However,
to make the calibration results more robust against
noise and user errors, normally more data points are
collected and the estimation is done using a least
squares approach.

Let the sth measurement point have homogen-
cous mark coordinates Py, ; = [%a15 Yari Zario 1]"and
its image point have homogeneous image coordin-
ates Pr; =[x, 5 1]%. The basic camera equation is
given by

pP;; =GPy, fori=1,---, n (6)

This gives us a linear equation to solve for the entries

of the 3X4 camera matrix G:

(7)

in which p is the unknown parameter vector that

consists of all the entries [g,;] of the G matrix put
into a column vector. The coefficient matrix B is

given by

0 XXy T XYM T XiZami T X

1 =y, =y —ViZmi )i
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The matrix B has 2% rows, two rows for each data
point, and twelve columns. If more than six points are
collected, the system is overdetermined.

Solving this equation gives us the camera matrix G.
As we mentioned before, there are only eleven indepen-
dent parameters and the camera equation is valid up to a
scale factor. Therefore, to solve the camera equation
(7), we estimate the unknown parameter vector p by
minimizing |[Bp||* such that [|g| = 1. This puts a con-
straint on the scale and reduces the number of parame-
ters to eleven. The solution to this constraint minimi-
zation is found by finding the eigenvector associated
with the smallest eigenvalue (Trucco & Verri, 1998,
appendix A). In practice, this is done by finding the
singular value decomposition (SVD) of the matrix B
given by B = UDV’, and the solution is the column of
the matrix V corresponding to the smallest singular

value.

Appendix B Integrating the Projection
Matrix with OpenGL

Because our camera model now consists of a 3X4
projection matrix, we have to implement the renderer to
use a camera defined by a 3X4 projection matrix. Un-
fortunately, OpenGL does not provide an easy interface
to do this, so, we had to write a camera class in C++
that is defined by a projection matrix but that uses a
number of OpenGL calls to implement the camera.
Even though, the details presented in this section are
routine; we believe that giving these details enhances
the reproducibility of the results and algorithms pre-
sented in this paper by other researchers. Therefore, we
give these details for the sake of completeness.

The decision to write a C++ camera class is a result
of the fact that all our implementation is done using the
GRASP platform developed at ECRC which was written
in C++. In fact, the new camera class is implemented
as a subclass of the GRASP camera class. In implement-
ing this camera class, we have to be careful that the ren-
derer does not take a performance hit, and that we do
not extract explicit intrinsic camera parameters for doing
this. So, in our implementation, we set up the viewing
transformation as an orthographic projection, but push

our own constructed viewing matrix onto the transfor-
mation stack.

To accomplish this, we need to create a 4X4 matrix
that has the clipping plane information from OpenGL
as well as our estimated camera projection matrix en-
tries. So, here are the steps to convert it into an
OpenGL viewing matrix. First, we make our 3X4 cam-
era matrix G into a 4X4 matrix which has the depth
entries in the third row. This is accomplished by multi-

plying the camera matrix with the transform

10 0
0 1 0
00 —(f+m] (9)
0 0 1

Here, fand » are the far and near clipping planes,
respectively, used by OpenGL. In addition to the far
and near clipping planes, there are the top (t), bottom
(b), left (1), and right (r) clipping planes, which will be
used in the following equations.

Next, we add in the entry that is used for z-bufter
quantization as defined by the matrix

000 0
000 0
000 fn (10)
000 0

Next, we define the form of the orthographic projec-
tion matrix in OpenGL as defined by the function call
JL0rtho(Lr,b,t,n,f). This is given by the matrix

_ o
2(r—107" 0 0 _7
r—1
t+ b
2(t—b)! -
0 (t—b) 0 =i
+
0 0 (et It
f—n
L0 0 0 1

Finally, we obtain the OpenGL viewing matrix by
putting all these together as follows:
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