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Abstract: Over the decades, a tremendous increase has been witnessed in the production of doc-
uments available in digital form. The increased production of documents has gained so much
momentum that their rate of production jumps two-fold every five years. These articles are searched
over the internet via search engines, digital libraries, and citation indexes. However, the retrieval of
relevant research papers for user queries is still a pipedream. This is because scientific documents
are not indexed based on some subject classification hierarchies. Hence, the classification of these
documents becomes a challenging task for the researchers. Classification of the documents can be
two-fold: one way is to assign a single label to each document and the other is to assign multi-labels
to each document based on its belonging domains. Classification of the documents can be performed
by using either the available metadata or the whole content of the documents. While performing
classification, there are many challenges which may belong to the dataset, feature selection technique,
preprocessing methodology, and which classification model is suitable for the classification of the
documents. This paper highlights the issues for single-label and multi-label classification by using
either metadata or content of the documents and why metadata-based approaches are better than
content-based approaches in terms of feasibility.

Keywords: classification; single label; multi-label; data mining and ML; digital libraries

1. Introduction

Researchers are completely immersed in the discovery of innovative contraptions
to minimize human labor. These innovative ideas are being introduced in the form of
research publications which are considered a language of scientific communication as
further elaborated by Bornmann et al. [1]. Over the decades, an incredible increase has been
seen in the production of documents available in digital form which is nearly doubled every
five years [2]. A major part of this plethora of documents comprises research publications
due to the subsequent discoveries and inventions in science [3]. This continuous process of
research publications has never been interrupted; on the contrary, it has been increasing
rapidly and exponentially [4]. A report by Ware and Mabe [5] delineates that almost
28,100 active scholarly journals are publishing almost 2.5 million articles per year. These
articles are searched over the internet via search engines such as Google, digital libraries
such as IEEE Explore, and citation indexes such as Web of Science (WoS) and Scopus.
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The vast number of these documents is unstructured in nature, due to which search
systems are not efficient enough to retrieve the most relevant documents [6]. When the
user poses a query, the search systems return a bulk of documents from which very
few documents hold relevance to the query. Because of this disorganization of research
publications, the problem of classifying research articles into the appropriate category has
gained the attention of a lot of researchers in the document classification community. The
researchers aimed to classify the research articles in such a way that guarantees maximum
relevant information retrieval [7]. The availability of this huge corpus on the digital web
has made it challenging for researchers to classify the publications into various categories.

In machine learning (ML), classification is regarded as a central concept that aims
to classify items into two or more groups. The classification is performed on various ML
problems, for instance, speech recognition [8], text categorization [9,10], etc. In scientific
literature, document classification is beneficial to retrieve useful information [11]. The
usual method of document classification comprises the selection of useful features from the
data that could help to assign some target category. The classification can be of two forms:
(1) single-label classification (i.e., classifying the items into a single class) and (2) multi-label
classification (i.e., classifying the items into more than one class), since a research article
can have an association with multiple categories. Therefore, multi-label classification has
gained the attention of many researchers who have classified research articles into multiple
categories [12,13]. Most of the multi-label classification schemes are of low accuracy and
classify research articles into a limited number of categories [14–16]. The classification of
research articles into multiple categories with high accuracy is a challenging task [17].

Of course, multi-label classification requires an immense effort to produce a diversified
and comprehensive set of features that specifically belong to each category. This research
work specifically focuses on the multi-label classification of research articles with good
accuracy to overcome the existing gap. How to automatically assign an appropriate
category to the document or research article? In the late 1980s, document classification was
performed by manually building human-crafted rules for assigning a document to some
predefined category. In the 1990s, the ML paradigm outperformed the manual system,
because ML automatically assigns suitable categories via supervised learning [7].

To date, numerous approaches perform document classification by using supervised
machine learning. These approaches classify documents into different categories [3,6,18,19],
from which some of the approaches specifically address research articles’ classification
problems [3,6]. A research article holds an association with a category or categories. Being
specific about the issue of “classification of research articles into a predefined category”,
mapping a research article into the specified category or categories can be beneficial in
different scenarios (but not limited to) such as:

(1) conference/journal managements want to identify reviewers for the submitted papers.
(2) authors want to submit papers on a particular topic of conference.
(3) authors want to search relevant documents to their topics.
(4) citation indexes and digital libraries want to retrieve relevant papers for user queries.

The rest of the paper is organized as follows: Section 2 contains an overview of
state-of-the-art document classification approaches; Section 3 highlights the issues and chal-
lenges with an in-depth insight into the contemporary classification techniques; Section 4
concludes the paper.

2. Overview of State-of-the-Art Approaches

This section encompasses a brief overview of state-of-the-art approaches which pro-
vides a fair idea about the current trends in the research articles’ classification community
as every scientific study is dependent upon the study of erudite peers in the field. The
document classification community is focused on proposing innovative ideas for document
classification as the number of documents in digital form is increasing. Text classification
is a very old dilemma. As early as the 1800s, studies were completed on verifying the
authorship of the works of Shakespeare [20]. When the first document classification ap-
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proach was proposed, thereafter the process started to emerge into different branches. As a
result, the community began the classification of a specific type of document, for instance:
(1) magazines, (2) newspapers, [12,21–23] and hierarchical classification [24]. Since then,
the document classification community has diverted its attention specifically to the research
papers’ classification due to subsequent inventions in scientific literature.

The contemporary approaches that address the issue of research articles’ classifica-
tion broadly rely on two categories: (1) a content-based approach; (2) a metadata-based
approach, as described subsequently. It is also worth mentioning that the content-based
approaches usually outperform the metadata-based approaches due to the rich text fea-
tures, etc. However, the limitation is in terms of open-access articles only. Although many
publishers and journals offer an open-access facility nowadays, a huge number of jour-
nals are still non-open-access. So, this is where the content-based schemes fail and the
metadata-based approaches are used, because they only rely on the available metadata of
the article such as the title, abstract, keywords, references, etc. Moreover, metadata-based
approaches have proven comparable to the content-based approaches in both single label
and multi-label approaches.

2.1. Content-Based Approaches

Currently, the document classification community is slightly biased when it comes
to the data exploitation of research papers to categorize or classify them. Most of the
contemporary approaches rely on the content of research articles due to the richness of
features which can be constructed by exploiting the whole content. This section focuses on
content-based state-of-the-art approaches.

In 2016, Tang et al. [25] proposed a novel Bayesian automatic text classification ap-
proach by exploiting different content-based features. They proposed a class-dependent set
of features. They formulated classification rules by harnessing Baggenstoss’s PDF Projec-
tion Theorem for the conversion of class-specific PDFs in low-dimensional feature into raw
data space. They have also presented another approach based on a feature selection frame-
work for Naïve Bayes [21]. These selected features are ranked for the classification. They
presented a new divergence measure which is called “Jeffreys-Multi-Hypothesis (JMH)
divergence, to measure multi-distribution divergence for multilabel classification”. Another
study by Shedbale et al. [22] is based on the survey of features’ selection approaches for text
classification. They highlighted the existing feature selection schemes and different meth-
ods of reducing the dimension of these features. These methods are categorized into two
categories, (1) wrapper and (2) filter. The filter scheme provides significant performance
improvement over the wrapper scheme without classifier feedback. The filter scheme has
been used in most of the text classification/categorization problems in the literature.

Zhou et al. built a content-based classifier by using Naïve Bayes and Logistic Regres-
sion algorithms [26]. The classifier was built by relying on different features from which
Bi-grams feature outperformed for both datasets. Similarly, Zong et al.’s [23] approach
classified research papers based on different features by applying semantic similarity to
them. Another content-based classification and visualization of scientific documents is
proposed by Giannakopoulos et al. [27]. All modules of this approach were implemented
by using the madIS system. The madIS system provides data evaluation functionalities
via an extended relational database. The automatic clustering approach of scientific text
and newspapers articles was proposed by Afonso and Duque [28]. A content level ap-
proach was proposed by Dendek et al. [13] for the classification of scientific documents.
They applied different algorithms such as: Naïve Bayes, decision tree, k-nearest neighbor
(KNN), neural network, Support Vector Machine (SVM) for the classification of docu-
ments. Likewise, Yaguinuma et al. [29] proposed a fuzzy ontology to represent and reason
for fuzzy or vague information for more fine-grained classification by incorporating the
fuzziness features.

Arash and Mahdi [30] presented an automatic subject-indexing approach for digital
libraries and repositories. They proposed a concept matching approach by identifying these
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concepts from the documents. Then, concept similarities are computed with the documents.
Concept similarity is used for the classification of documents. Hingmire et al. [12] proposed
a document classification algorithm based on the Latent Dirichlet Allocation (LDA) [31]
and unlabeled dataset. The algorithm of this approach assigns one topic to one class label.
A query extension method is proposed by Ortuño et al. [32], which extended information
related to research papers by using their cited references. The evaluation of this approach
was conducted on biomedical documents of the PubMed database. Another content-based
hierarchical classification technique of textual data is presented by the authors of [33].
They proposed a classifier that was based on a modified version of the well-known k-
nearest neighbor classifier (K-NN). The original classifier works only with the category
representatives instead of the training documents. This category representation saved them
effort and time, as they did not need to deal with all training documents and categories
of different levels. They concluded that there is a need for an effective feature selection
technique with the diversified dataset for the text classification [34,35].

Santos and Rodrigues [36] proposed an approach to assign a scientific document to one
or more classes which is called multi-label hierarchy by using the content of the scientific
documents. A similar approach was presented by Lijuan [37], based on ranking category
relevance to evaluate the multi-label problems. Another similar approach is proposed
by Wang and Desai [38] for the CINDI digital library. They formulated their method for
ranking classes on the same level which can be helpful for text classification. The evaluation
of this approach was performed on the collected dataset by using ACM98 classification
scheme. They extracted research articles from the ACM digital library belonging to the
computer science domain. Their method of text classification specifies and prepares the
rank for the categories at the same level. Their method works from top downwards in
the hierarchy until the suggested category is assigned. They used a flat local multi-label
classifier which served as the basic block in their hierarchical classification system. Cai and
Hofmann [39] presented another hierarchical approach to classify text documents by using
an SVM classifier. They exploited the relationships among the classes which are commonly
expressed in the form of hierarchy. Senthamarai and Ramaraj [40] proposed a technique
for the classification of text documents based on text similarity. They presented a feature
selection framework which calculates the score of selected words for text classification.
They have also presented a learning model for text categorization, in which document
collections were randomly selected and annotated by the domain experts. The evaluation of
this classification approach is also presented by [41]; they evaluated different classification
approaches with their merits and demerits [42–44].

Galke et al. [45] presented a systematic evaluation of classification approaches to
explore how far semantic annotations can be conducted using just the metadata of the
documents. The evaluation was completed with the classification obtained from analyzing
only the metadata and with analyzing the semantic annotation of the whole text. Yan
et al. [46] proposed a multi-label document-ranking model based on Long Short-Term
Memory (LSTM). It consisted of two processes, one was repLSTM (an adapted representa-
tion process) and the other one was rankLSTM (a unified learning ranking process). Three
datasets were used for the experiments to classify documents with reasonable performance
of their proposed model. Baker and Korhonen [47] presented a method which performed
hierarchical multi-label document classification by initializing a neural network model.
They evaluated their approach on the biomedical domain using both sentences and doc-
ument level classification. Wang et al. [48] proposed an ensemble classification method
which groups together random forest and semantic core co-occurrence latent semantic
vector space (CLSVSM). The Yahoo dataset was used for experiments which revealed the
effectiveness of the proposed method with reasonable results. In the work by [49–53], the
authors proposed automated text classification/categorization approaches. The document
classification community is dominated with the content-based approaches.

Of course, these approaches have richness in terms of features and produce promising
results. To make these schemes applicable to the content of the documents is a vital



Appl. Sci. 2023, 13, 6804 5 of 16

requirement but most of the digital libraries are subscription-based such as ACM, IEEE,
Springer, etc. [54–57]. There is a need for some alternative method to categorize documents
when the content is not available. Such an alternate method is available in the form of
metadata such as authors, title, keywords, etc. To date, there are very few document
classifications approaches that exploit the metadata of research articles [58–60]. We discuss
metadata-based document classification approaches in the next section.

2.2. Metadata-Based Approaches

The contemporary metadata-based state-of-the-art research articles’ classification
schemes exploit the metadata of research articles for their classification into a pre-defined
hierarchy. Metadata of scientific documents include title, authors, keywords, categories,
funding/acknowledgement, references section, etc. These forms of metadata are almost
freely available online as compared to the whole content of the articles. This section focuses
on a brief overview of the metadata-based approaches.

Flynn proposed a metadata extraction scheme [42] for document classification. This
was a “post hoc” classification system for document classification. After the metadata
extraction of the document, the post hoc technique applied further to classify these doc-
uments. Khor and Ting [16] proposed a framework by using the Bayesian Network (BN)
for the classification of conference papers. They used the keywords of research papers for
classification. A feature selection algorithm is applied to automatically extracted keywords
for each topic. To improve the performance of document classification approaches into
predefined categories, Zhang et al. proposed another approach [43]. In this approach, they
combined citation information and structural contents such as the title and abstract of the
documents. Different similarity measures based on the structural contents and citation
information are evaluated to improve the effectiveness of the classification. To address the
document classification problem, the researchers employed different schemes on two data
sources such as metadata and content.

In 2023, Sajid et al. [50] proposed a novel metadata-based approach for the classi-
fication of computer science published articles. Two diverse datasets were investigated
in this regard. First, the dataset was obtained from the Journal of Universal Computer
Science (J.UCS) and the second benchmark dataset was obtained from the Association for
Computing Machinery (ACM) published articles [51]. The proposed approach was able to
classify the articles based on metadata only and the performance was comparable to that of
the content-based approaches in the literature.

The content-based schemes exploit the content of research articles for their
classification [12–16,24,27,30,36,40,43,44]. Every scheme has its own pros and cons which
depend on the size, pre-processing, and nature of the dataset. For these schemes’ im-
plementation, the content of research articles is an essential requirement. The content-
based schemes provide better precision due to the rich number of features [13]; how-
ever, the content of scientific documents is not freely available most of the time. On
the other hand, very few researchers have used only the metadata of the documents
for the classification [16,42,43]. The metadata of the documents provide a limited num-
ber of features which may result in low accuracy as compared to the content-based
document classification schemes. The objective of this paper is to use freely available
metadata and to analyze to what extent the metadata-based features can behave like
content-based features. Moreover, to what extent is the scheme effective for the sake of
multi-label classification? The metadata are freely available in most scientific digital li-
braries such as IEEE (http://ieeexplore.ieee.org/ (accessed on 15 January 2023)), ACM
(http://dl.acm.org/citation.cfm?id=2077531 (accessed on 15 January 2023)), and Springer
(http://link.springer.com/chapter/10.1007%2F11925231_98 (20 January 2023)).

http://ieeexplore.ieee.org/
http://dl.acm.org/citation.cfm?id=2077531
http://link.springer.com/chapter/10.1007%2F11925231_98
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2.3. Evaluation Criteria

For a comprehensive understanding of the critical findings of the literature, this
section has defined evaluation criteria on which all key papers from the literature have
been evaluated and are shown as a comparative study in Tables 1–3.

Table 1. Critical Analysis of Content-based Approaches for Single Label Classification.

Approach No. of Classes Dataset Algorithm/Methodology Evaluation
Parameters Results

[45] Econ (4), Polite (5),
RCV1 (14), NVT (2)

Econ (62,924), Polite
(27,576), RCV1
(100,000), NVT

(100,000)

KNN F-Measure
Econ (0.41), Polite
(0.27), RCV1 (0.76),

NVT (0.40)

[21] 20-Newsgroups
(20), Reuters (135)

20-Newsgroups
(20,000), Reuters

(21,578)
Naïve Bayes Accuracy,

F-Measure
Accuracy (0.95),
F-Measure(0.90)

[25] 20-Newsgroups
(20), Reuters (135)

20-Newsgroups
(20,000), Reuters

(21,578)
Bayesian F-Measure,

G-Mean Not Reported

[22] C, Reuters (135)
20-Newsgroups
(20,000), Reuters

(21,578)
Survey Accuracy,

F-Measure
Accuracy (0.95),
F-Measure (0.90)

[26] Not Reported CiteSeerX (665,483),
arXiv (84,172)

Naive Bayes, Logistic
Regression F-Measure CiteSeerX (0.76),

arXiv (0.95)

[23] 20-Newsgroups
(20), Reuters-10(10)

20-Newsgroups
(16,391), Reuters-10

(7224)
SVM F-Measure

20-Newsgroups
(0.76), Reuters-10

(0.91)

[29] 4 100 Documents Fuzz-Onto Accuracy Accuracy (0.44)

[30] wiki-20 (5) Wiki-20 (20) Concept Matching-based
Approach (CMA) Precision, Recall

Precision (0.61),
Recall (0.58),

F-Measure (0.60)

[12]
20-Newsgroups (8),

SRAA (10),
WebKB(10)

20-Newsgroups,
SRAA (73,218), WebKB

(4199)

Latent Dirichlet Allocation
(LDA) F-Measure

20-Newsgroups
(0.92), SRAA (0.85),

WebKB (0.71)

[33] Not Reported 100 Features KNN Precision, Recall Precision (0.73),
Recall (0.55)

[44] Reuters (10),
WebKB (7)

Reuter (21,578),
WebKB (8282)

NPE and Particle Swarm
Optimization (PSO) F-Measure Reuter (0.94),

WebKB (0.89)

[40] Not Reported 2000 Documents PSO Accuracy Accuracy (0.9)

Table 2. Critical Analysis of Content-based Approaches for Multi-labels.

Approach No. of Classes Dataset Algorithm/
Methodology

Evaluation
Parameters Results

[46]
Biomedicine (150),
Email (6), News

(103)

Biomedicine (100,000),
Email (3021), News

(800,000)

Long Short Term
Memory (LSTM) F-Measure F-Measure (0.70)

[47] PubMed (30) PubMed (1852) INIT-A, INIT-B
Precision,

Recall,
F-Measure

Precision(0.73,
0.68), Recall (0.77,
0.83), F-Measure

(0.75, 0.75)
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Table 2. Cont.

Approach No. of Classes Dataset Algorithm/
Methodology

Evaluation
Parameters Results

[36] 11 5000 and 10,000 Documents
Binary Relevance, Naïve

Bayes Multi-Nominal,
Multi-label kNN

Accuracy Accuracy (0.88)

[37]

WIPO-alpha (8),
Newsgroups (5),
OHSUMED (15),
ENZYME (236)

Synthetic data, WIPO-alpha,
Newsgroups(1000),

OHSUMED (54,708),
ENZYME (9455)

Hierarchical SVM,
Hierarchical Perception

Accuracy,
Precision

Accuracy (0.94),
Precision (0.89)

[38] 6 45,000 Features Naïve Bayes, Centroid Accuracy Accuracy (0.61)

Table 3. Critical Analysis of Metadata-based Approaches.

Approaches Classification
Type

No. of
Classes Dataset Algorithm/

Methodology
Evaluation
Parameters Results

[42] Single-Class 99 2000
Documents

Independent Document Model
(IDM) Framework

Precision,
Recall,

F-Measure

Precision (0.79),
Recall (0.81),
F-Measure

(0.79)

[16] Single-Class 4 400 Documents
Bayesian Network (BN), Naïve
Bayes (NB), Bayesian Network

Learner (BNL)
Accuracy

Accuracy (BN,
0.84; NB, 0.83,

BNL, 0.76)

[43] Single-Class 11 30,000 Features Genetic Programming (GP) Accuracy Accuracy (0.61)

[50] Multi-Class 11 J.UCS and
ACM

Metadata title, metadata
keywords and combined Accuracy (0.88)

[58] Multi-Class 11 J.UCS and
ACM Reference section Accuracy Accuracy (0.74)

2.3.1. Type of Data Source

The first evaluation criterion is the type of data source; researchers from the diversified
domain have exploited data sources such as metadata and content of the documents. Some
researchers used metadata of the documents and most of the researchers used the content
of the documents.

2.3.2. Classification Type

The second criterion is the classification type. The single class means that we have
many classes, but one document will be classified into only one class. Multi-label means we
have many classes, and one document may be classified into one or more than one class.

2.3.3. Number of Classes

The next evaluation criterion is the number of different classes. This highlights how
many classes to which a particular research paper belongs. Most of the researchers have
used the standard classification scheme that is the ACM classification system, which
contains eleven topics at its root.

2.3.4. Dataset

The evaluation criterion of the dataset will depict how many documents are used
to evaluate the approaches from the literature. This will highlight the average number of
documents we should pick for our experiments for the evaluation of the proposed approaches.
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2.3.5. Algorithm/Methodology/Approach

This criterion will discuss the algorithms and methodologies used in the literature for
the evaluation of the research documents. This will further help us to form an evaluation
and comparison strategy.

2.3.6. Evaluation Parameters/Metrics

In the classification problems, usually, the target classes are given while the pre-
dicted/desired classes are obtained by the prescribed approaches/models and techniques.
So, the evaluation parameters are used to see to what extent classification was successful.
These are equally applicable to single and multi-label classification scenarios. Nonetheless,
in the case of multi-label classification, more sophisticated approaches are used since the
interclass boundaries/differences may blur which may result in potential misclassification.

The evaluation criterion will highlight which scientific documents have used which
particular evaluation parameters, for example, accuracy, precision, recall, and F-Measure [59,60].

These are calculated by measuring true positive (TP), true negative (TN), false positive
(FP) and false negative (FN) metrics, as given in Equations (1)–(4) [59,60].

# Precision: The number of true positive observations which belong to the total expected
positive observations. It is represented by the formula:

Precision =
TP

TP + FP
(1)

# Recall: Represent the number of actual positive cases predicted as being positive. It is
represented by the formula:

Recall =
TP

TP + FN
(2)

# Accuracy: This is the percentage of correct predictions the model made. It is repre-
sented by the formula:

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

# F1-Score: This is the weighted average of the recall and the precision. It is represented
by the formula:

F1 − Score = 2 × Precison × Recall
Precision + Recall

(4)

2.3.7. Results

The last criterion is the results, which will demonstrate how much value of accuracy,
precision, and recall has been achieved so far in contemporary state-of-the-art approaches.
It is usually measured in the form of a percentage. The higher the percentage means the
approach is more accurate, precise, etc.

2.4. Critical Analysis of Contemporary Approaches Based on Evaluation Criteria

After the comprehensive analysis of the above-mentioned state-of-the-art approaches,
we have concluded that these classification approaches exploited different data sources so
that some of these have used metadata while others have used the content of the documents.
Based on the above discussed observations, we classified state-of-the-art approaches into
three types:

(1) Content-based approaches which exploited the content data source and classified
documents into only one class (single label) from the multiple classes.

(2) Content-based approaches which exploit the content data source and classified docu-
ments into one or more than one class (multi-label).

(3) Metadata-based approaches which exploited the metadata source of the documents
and classified documents into either single label or multi-label from the multiple classes.
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2.4.1. Analysis of Content-Based Approaches (Single Label Classification)

The state-of-the-art approaches which exploited the content of the documents are
shown in Table 1. Researchers of these approaches performed content-based document
classification and classified documents into only one class. Different algorithms were
used to predict the most relevant class. Similarly, different datasets were used for the
classification of documents. For example, the datasets 20-Newsgroups and Reuters were
used by many researchers [12,21–25,44]. Similarly, some other datasets have also been used
for the document classification [31–33,40].

From Table 1, we can examine that the number of classes vary from dataset to dataset.
Different researchers classified documents into a different number of pre-defined classes.
By using these datasets and pre-defined number of classes, a variety of state-of-the-art
approaches were presented in the last couple of decades and exploited content of the
documents to classify documents into single label. These approaches have used different
evaluation parameters such as accuracy, precision, recall, and F-measure. These approaches
achieved accuracy from 0.4 to 0.95 by exploiting the content of the documents. Similarly,
parameter precision achieved from 0.61 to 0.8, recall achieved from 0.55 to 0.76, and
parameter F-measure achieved from 0.71 to 0.94 as mentioned in the literature. These values
are significantly good because these techniques have exploited the content of documents
which contain a huge bag of words (features) for the classification.

2.4.2. Analysis of Content-Based Approaches (Multi-Label Classification)

The state-of-the-art approaches which exploit the content of documents and have
performed multi-label classification are shown in Table 2. These approaches have pre-
dicted one or more than one classes from the multiple classes. However, there are very
few state-of-the-art approaches which perform multi-label classification. For multi-label
classification, Santos [36] presented an approach which utilizes an ACM dataset and ACM
classification system which contains eleven classes at its root level. They have applied
different approaches (algorithms) for the multi-label classification and achieved accuracy
up to 0.88. Similarly, Lijuan [37] also performed multi-label classification and applied an
algorithm on different datasets such as WIPO-alpha, 20-Newsgroups, Enzyme, etc., and
achieved accuracy up to 0.94 and precision up to 0.84. Wang and Desai [38] also presented
a multi-label classification approach which uses 45,000 features to classify documents and
classifies accurately up to 0.61. As already mentioned, multi-label classification is relatively
more vulnerable to misclassification compared to the binary classification.

2.4.3. Analysis of Metadata-Based Approaches

The state-of-the-art approaches which exploit the metadata of the documents have
performed single-label classification. These approaches have been shown in Table 3. These
approaches predicted the most relevant class for a particular document from the multi-
ple pre-defined classes. Very few state-of-the-art approaches have performed document
classification by exploiting only metadata [16,42,43]. One important finding from the lit-
erature is that the systems which utilize the metadata of research papers were only able
to classify papers into a single class. For single-label classification, Flyn [42] applied an
algorithm on two thousand documents (2000) for the classification of documents into 99 pre-
defined classes and achieved precision up to 0.79, recall value 0.81, and F-measure value
0.79, respectively.

Khor [16] applied different algorithms on a collection of 400 documents but they
used very few generic classes (i.e., four classes) and achieved accuracy up to 0.84 for
their document classification technique. Zhang [43] also used the genetic algorithm (GA)
which is from the family of evolutionary algorithms to perform metadata-based document
classification. They applied their techniques to a collection of 30,000 features to classify
documents into eleven pre-defined classes.

The authors in [50,58] investigated their approaches on J.UCS and ACM standard
datasets. In [50], the authors investigated the multi-label classification using metadata title,
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metadata keywords, and metadata title plus keywords and achieved the highest accuracy
of 0.88. Similarly, the authors in [58] exploited the references section as the metadata of the
articles to classify them into multiple classes and achieved the highest accuracy of 0.74.

The main advantage of the metadata-based approaches over the content-based ap-
proaches is minimum dependency on the content availability. However, in contrast to
the content-based approaches, metadata-based approaches exhibit relatively degraded
performance and that is quite understandable.

2.5. Deep Learning-Based Approaches

The state-of-the-art deep learning methods to perform document classification are
shown in Table 4. These approaches either predicted one or more classes. Zhao et al. [61] de-
signed a framework that captures the hierarchal relationships in semi-structured documents
to extract the multilevel semantics. The results show the advantage of using pretrained
word embedding and deep learning compared to classical machine learning techniques.
However, their work is limited to the classification of semi structured documents contain-
ing a clear hierarchically semantic structure. The results of [62] confirm the performance
advantage of using pretrained word embedding such as GloVe-300 and Word2Vec-100.
However, Zhao et al. [61,62] suggested in both references exploring other options; po-
tentially more powerful alternatives include Bidirectional Encoder Representations from
Transformers (BERT) [63], RoBERTam, and GPT3. Compared to GloVe, it is expected to
improve performance in the cost of longer processing and training time. Limsopatham [64]
used BERT in their work, and their findings in legal document classification show that
pretraining models by using in-domain documents improved the performance. However,
if in-domain documents are limited, then pretraining using a large corpus also leads to an
improved performance. Behera and Kumaravelan [65] proposed an FRS-RNN+CNN model
and compared the results with classical machine learning models. Their model achieved
an accuracy of 98.5% in the Reuters dataset and 96.98% accuracy in the 20-Newsgroups
dataset. Compared to classical machine learning techniques, the results were significantly
higher. However, the tuning of hyperparameters takes longer. Almuzaini [66], studied
the impact of stemming on Arabic datasets; the results of their work show that in Arabic
NLP applications, stemming is not an essential step to improve performance. However, by
stemming the vocabulary is significantly reduced and therefore the training time is also
reduced. Kim [67] performed a multi-label classification on a Korean translated dataset
and achieved accuracy up to 71%. Huang et al. [68] used four datasets, Amazon Mobile
Phone reviews, Amazon fine food reviews, and Yelp reviews 1 and 2. The authors observed
that the accuracy of their method was higher in the Amazon mobile phone reviews and
the fine food reviews compared to Yelp. A possible explanation is the more professional
words typically used in the first two. It is commonly observed that precision, recall, and
F-measure [69,70] are among the most widely used criteria to evaluate the performance of
deep learning approaches as shown in the last rows of Table 4.

Table 4. Deep Learning-Based Approaches.

Approach No. of Classes Dataset Algorithm Evaluation
Parameters Results

[61]

MEDLINE (29) MEDLINE
(143,842)

DL BASE MODEL Precision, Recall,
F-measure

P (51.68)
R (54.29)
F1 (52.95)

OHSUMED (23) OHSUMED
(13,929)

P (65.72)
R (69.38)
F1 (67.50)
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Table 4. Cont.

Approach No. of Classes Dataset Algorithm Evaluation
Parameters Results

[66]

Arabic News
Texts (8)

Arabic News
Texts (6114) CNN,

CNN-LSTM
CNN-GRU

BiSTM
BiGRU

Att-LSTM
Att-Gru

Weighted average
F-measure

81.68,
80.5,

80.11,
81.686,
83.63,
81.9,
83.22

Saudi Press
Agency (6)

Saudi Press
Agency (13,402)

96.71,
97.01,
96.78,
97.44,
97.37,
97.38,
97.96

[67]
Annals of the

Joseon Dynasty
(40)

Annals of the
Joseon Dynasty

(380,009)
HAN

Accuracy,
Hamming Loss,

Micro F1,
Macro F1

Accuracy (71%),
Hamming Loss (0.044),

Micro F1 (0.83),
Macro F1 (0.75)

[64]

ECHR Violation
(40)

ECHR Violation
(11,000)

(MaxPool-ECHR-
Legal-BERT) Micro F1

micro F1 (0.7213),

BigBird micro F1 (0.7308)

Overruling Task
Dataset (2)

Overruling Task
Dataset (2400) Harvard-Law-BERT F-measure F1 (0.9756)

[62]

20-Newsgroups
(20)

20-Newsgroups
(18,846)

CNN-BiFaGRU
Accuracy,

Precision, Recall,
F-measure

A (73.5), P (75.87),
R (72.21), F1 (73.95)

AG-News (4) AG-News
(127,600)

A (88.05), P (88.41),
R (87.79), F1 (89.09)

R8 (8) of Reuters R8 (7674) of
Reuters

A (96.8), P (97.02),
R (96.67), F1 (96.84)

R52 (52) of Reuters R52 (9100) of
Reuters

A (92.64), P (94.28),
R (91.82), F1 (93.01)

WebKb (4) WebKb (4199) A (90.47), P (90.92),
R (89.97), F1 (90.44)

[65]

20 Newsgroups
(20)

20-Newsgroups
(18,846)

FRS-RNN +CNN
Accuracy,

Precision, Recall,
F-measure

A (96.98),
P (97.09),
R (96.98),
F1 (97)

Reuters-21578 (8) Reuters-21578
(10,788)

A (98.5),
P (98.56),
R (98.5),
F1 (98.5)

[68]

Yelp1 (5) Yelp1 (1,990,636)

HMAN,
HMAN-no DVA

Accuracy

73.4

Yelp2 (5) Yelp2 (1,894,817) 73.4

Food Reviews (5) Food Reviews
(110,000)

with DVA (82.6)
without DVA (82.8)

Phone Reviews (5) Phone Reviews
(110,000)

with DVA (83.5)
without DVA (82.3)
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3. The Issues and Challenges and Insight of Contemporary Classification Approaches

The following are the issues or challenges which were observed from the above
discussion in Section 2.

The existing research articles’ classification schemes depend upon the content of the
articles. In this context, most of the time, the non-availability of research articles (complete
research paper) makes those schemes non-applicable. There is a need for some best
alternative way to classify research articles that produce results closer or better than content-
based approaches. Most state-of-the-art approaches focus on single-label classification,
while research articles may belong to multiple categories. There is a need for such a
multi-label classification system that utilizes the best possible alternate of the content-
based approaches with closer or improved accuracy. The existing multi-label classification
schemes classify citations into a limited number of categories. While a research article may
belong to multiple categories, for instance, in the computer science domain, the research
articles may belong to more than one category of ACM classification system. The ACM
categorization system has 11 topics on its root level. There is a need for an approach
that is efficient enough to classify research articles at least to the root level of the ACM
classification system.

There are also other challenges which were observed and can make sophisticated
problems for the researcher who is working in the domain of the text classification by using
either the content or metadata of the research papers. Feature selection is an important
part of text classification, feature vectors must have some meaning which represents the
text, and these features must be free of noise. Due to the presence of outliers and unknown
classes, the classification of the text may become more subjective. According to the range
of text, features from the text may vary from hundreds of thousands to thousands of
thousands of features. An accurate feature selection can significantly yield a great contract
of mileage in the text classification process. The content of the research papers may yield a
large amount of data; stemming may turn down the performance of the classifiers.

There are very few state-of-the-art approaches that rely on freely available metadata as
shown in Table 3. These schemes classify documents into single label [16,42,43]. Only the
approaches proposed by Santos and Rodrigous [36], Lijuan [37], and Wang and Desai [38]
classify documents to multiple classes but by exploiting the content of the documents. All
other approaches have not dealt with the multi-label classification problem. The existing
multi-label classification schemes classify documents into a limited number of categories.
The researchers who used the metadata of the papers only performed the single-label
classification and achieved up to almost 0.84 accuracy by using a few numbers of classes.

Deep learning-based approaches have become more popular in terms of better perfor-
mance. For instance, according to Table 4, these schemes exhibit an average accuracy of
90% and above [62,64–66] with multi-label classification. However, again, the dependency
is mainly on the availability of the contents. Nonetheless, when it comes to the limited
metadata of the research articles, the accuracy and other measures are seriously degraded,
as seen in the case of [61].

Document classification is more challenging than that of other text classifications such
as tweets, reviews, news articles, etc. That is mainly because of the following:

1. Research articles are subject to open-access issues. Non-open-access journal articles
do not provide the content of the paper but only the metadata.

2. Research articles are mainly available in PDF format. Parsing the PDF document
and converting it into text, especially when the document is not structured and/or
requires optical character recognition (OCR), mainly results in textual errors that
eventually may affect the classification accuracy of the employed model.

3. Other textual documents are not restricted in terms of open-access and structuring;
hence, NLP approaches are more successful in terms of accuracy and other measures.
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4. Conclusions

This research paper highlights the single-label and multi-label classification and the
need for multi-label classification for documents. The document classification community is
dominated with the content-based approaches. Of course, these approaches have richness
in features and produce promising results. To make these schemes applicable the content of
the documents is a vital requirement but most of the digital libraries are subscription-based,
such as ACM, IEEE, and Springer, etc. There is a need for some alternative method to
categorize documents when the content is not available. Such an alternative is available in
the form of metadata such as authors, title, keywords, etc. There are very few document
classifications approaches that exploit the metadata of research articles and perform single-
label classification. However, exploiting metadata for the multi-label classification is also a
challenging task for the researchers, by using freely available metadata in the best possible
way to perform multi-label classification and to evaluate to what extent metadata-based
features can perform in the same way as content-based approaches. Furthermore, it can
be gleaned from the extensive literature review that there is still a significant gap in the
investigation of deep learning models for the metadata-based approaches in a multi-label
documents’ classification paradigm. In this regard, other variants of deep learning must
be investigated such as transfer learning, ensemble approaches, and the fused models, in
particular, when more than one pre-trained model is used to classify the document based
on a joint consensus.
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