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#### Abstract

We consider a selfadjoint operator, $A$, and a selfadjoint rank-one projection, $P$, onto a vector, $\varphi$, which is cyclic for $A$. In terms of the spectral measure $\mathrm{d} \mu_{\varphi}^{A}$, we give necessary and sufficient conditions for $A+\lambda P$ to have empty singular continuous spectrum or to have only point spectrum for a.e. $\lambda$. We apply these results to questions of localization in the one- and multi-dimensional Anderson models.


## 1. Introduction

In this note, we consider a situation already partially analyzed by Aronszajn [2] and Donoghue [13]. Let $A$ be a selfadjoint operator with simple spectrum on a Hilbert space, $\mathscr{H}$, and let $\varphi$ be a cyclic vector for $A$. Let $P$ be the projection ( $\varphi, \cdot) \varphi$ and let $A_{\lambda}$ be the operator (selfadjoint on $D(A)$ )

$$
A_{\lambda}=A+\lambda P .
$$

By the spectral theorem, $\mathscr{H}$ is unitarily equivalent to $L^{2}\left(\mathbb{R}, d \mu_{0}\right)$ in such a way that $A$ is multiplication by $x$ and $\varphi \equiv 1$. Here $\mu_{0}$ is spectral measure of $\varphi$ for $A$. The idea of Aronszajn [2] is to relate spectral properties of $A_{\lambda}$ to $d \mu_{0}$, and in particular, to the Stieltjes transform

$$
\begin{equation*}
F_{0}(z) \equiv \int \frac{d \mu_{0}(x)}{x-z} \tag{1}
\end{equation*}
$$

For example, one of the results of the Aronszajn-Donoghue analysis is that for any $\lambda \neq \lambda^{\prime}$ the spectral measures $d \mu_{\lambda}$ and $d \mu_{\lambda^{\prime}}$ (of $\varphi$ for $A_{\lambda}$ and $A_{\lambda^{\prime}}$, respectively) have singular parts which are mutually singular.
$F_{0}(z)$ is a Herglotz function, so the theory of boundary values of such functions (see [18], [24]) asserts that $F_{0}(x+i 0) \equiv \lim _{\epsilon\llcorner 0} F_{0}(x+i \varepsilon)$ exists and is finite for a.e. real $x$. (The symbol a.e. without qualification will always mean with
respect to Lebesgue measure.) We shall also need the function

$$
\begin{equation*}
B(x) \equiv\left[\int(x-y)^{-2} d \mu_{0}(y)\right]^{-1} \tag{2}
\end{equation*}
$$

with the convention $\infty^{-1}=0$. Then we shall prove
Theorem 1. The following are equivalent:
(a) For a.e. $\lambda, A_{\lambda}$ has empty singular continuous spectrum.
(b) For a.e. $x, B(x)+\mathscr{I}_{m} F_{0}(x+i 0)>0$.

Since $B(x)$ and $\mathscr{I}_{m} F_{0}(x+i 0)$ are both non-negative, statement (b) says that $\{x \mid B(x)>0\} \cup\left\{x \mid \mathscr{I}_{m} F_{0}(x+i 0)>0\right\}$ has full measure. In fact, since

$$
\begin{equation*}
\mathscr{I}_{m} F_{0}(x+i \varepsilon)=\varepsilon \int\left[(x-y)^{2}+\varepsilon^{2}\right]^{-1} d \mu_{0}(y)<\varepsilon B(x)^{-1} \tag{3}
\end{equation*}
$$

these two sets are disjoint.
We shall also prove
Theorem 2. The following are equivalent:
(a) For a.e. $\lambda, A_{\lambda}$ has only point spectrum.
(b) For a.e. $x, B(x)>0$.

While we started these theorems on all of $R$, they have local versions whose proofs are identical. For example:

Theorem $2^{\prime}$. Fix an open interval ( $a, b$ ). The following are equivalent:
(a) For a.e. $\lambda, A_{\lambda}$ has only point spectrum in $(a, b)$.
(b) For a.e. $x$ in $(a, b), B(x)>0$.

These theorems will be a simple consequence of the ideas of AronszajnDonoghue and the fact (Theorem 5) that $d \eta(x) \equiv \int\left(1+\lambda^{2}\right)^{-1} d \mu_{\lambda}(x) d \lambda$ is mutually equivalent to Lebesgue measure. We discovered this later fact in trying to understand some work of Kotani [19] on the effect of boundary conditions on certain classes of random Hamiltonians. The analogue of Theorem 5, due to Carmona [5], played a major role in Kotani's work. In fact, this part of our work in a sense bears the same relation to Carmona-Kotani as Donoghue's work bears to that of Aronszajn.

While these two theorems are of some interest as abstract mathematics, their significance is increased by their connection to the theory of random Hamiltonians. In particular, we discuss the Anderson model here. One of us will discuss further applications elsewhere (see [20], [27]). The Anderson [1] model is
an ensemble of operators on $l^{2}\left(\mathbf{Z}^{\nu}\right)$,

$$
\begin{equation*}
H_{\omega}=H_{0}+V_{\omega}, \tag{4a}
\end{equation*}
$$

where $H_{0}$ is a fixed operator

$$
\begin{equation*}
\left(H_{0} u\right)(n)=\sum_{|j|=1} u(n+j) \tag{4b}
\end{equation*}
$$

and $V_{\omega}$ is the random diagonal matrix

$$
\begin{equation*}
\left(V_{\omega} u\right)(n)=V_{\omega}(n) u(n) \tag{4c}
\end{equation*}
$$

and the $V .(n)$ are independent, identically distributed real random variables with distribution $d \kappa(x)$. It is a consequence of the ergodic theorem that the spectrum and spectral type is a.e. independent of $\omega$ (see [21]). Spectral properties of these operators have evoked considerable interest in both the physical and mathematical literature; see [6], [8], [29] for three recent reviews of the mathematical situation.

Under suitable conditions ( $\nu=1,2$ or when $\nu \geqq 3$, at energies near the edge of $\operatorname{spec}\left(H_{\omega}\right)$ or when $V$ is "very random") it is believed that $H_{\omega}$ has only point spectrum dense in some regions; this has been proven in various circumstances (see below). This phenomenon is intimately related to the problem discussed in this paper. For, let $A_{\omega}=H_{\omega}-V_{\omega}(0) P$, where $P=\left(\delta_{0}, \cdot\right) \delta_{0}$ is the projection onto the vector $\delta_{0} \in l^{2}\left(\mathbb{Z}^{v}\right)$. Then

$$
H_{\omega}=A_{\omega}+\lambda P
$$

where $\lambda$ is independent of $A_{\omega}$ and distributed according to the law $d \kappa$. Thus, if $d \kappa$ is absolutely continuous, Theorem 2 says that a sufficient condition for $H_{\omega}$ to have only point spectrum for a.e. $\omega$ is that $B_{\omega}(E)>0$ for a.e. $E$ (actually, we do not know that $\delta_{0}$ is cyclic for $A_{\omega}$, so $B_{\omega}(E)>0$ only implies that the spectral measure $d \mu_{\delta_{0}}^{\omega}$ is pure point-one then needs an additional argument; see Sections 5 and 6). And if $d \kappa$ has essential support $(-\infty, \infty)$, then $B_{\omega}(E)>0$ for a.e. $E$ is also necessary for $H_{\omega}$ to only have point spectrum.

Thus, Theorem 2 will allow a new proof of localization in the Anderson model. For $\nu=1$, we recover the result of Kunz-Souillard [21] and Delyon et al. [11]. Our proof is, we believe, more elementary than that in [11], [21] and requires much weaker hypotheses on $d \kappa$. It will even extend to fairly general situations where $V$ is no longer independent at distinct sites (see [20], [27]). Nevertheless, the translation invariance plays an important role in our proof but not in [11]. We emphasize that the method of Delyon et al. [11] can treat $H_{\omega}+V_{\omega}+W$ for arbitrary fixed $W$ (see [11]) and also the case of decaying randomness (see [26], [12], [10]), and we do not see how to discuss those cases with the method of this paper (the defect is not in Theorem 2, but in Furstenberg's theorem!). Our
discussion of the $\nu=1$ case is closely related to a recent proof of Kotani [19] obtained independently of our work (we were motivated by a preliminary version of [19] which did not contain this result).

For $\nu>1$, we recover recent results of Frohlich et al. [15] and Goldsheid [16]. Since the appearance of our work is roughly simultaneous with theirs, we wish to emphasize that their work preceded ours by some months.

In Section 2, we prove Theorems 1 and 2. In Section 3, we present some simple examples that show that the results really do hold only for a.e. $\lambda$ and not all $\lambda$. In Section 4, we express the condition $B(E)>0$ in terms of the Green's function for $A$, i.e., matrix elements of the resolvent ( $\delta_{0},(A-E+i \varepsilon)^{-1} \delta_{n}$ ). In Section 5, we use Section 4 and work of Ishii [17] or Deift-Simon [9] to get localization in dimension 1. In Section 6, we use Section 4 and work of Fröhlich-Spencer [14] to get localization in dimension $\nu>1$. Finally, in Section 7, we discuss the connection of our work with that of Kotani [19]. In particular, we prove localization in $\nu>1$ dimension using only Theorem 5 and not Theorem 2 by exploiting Kotani's philosophy and ideas of Martinelli-Scoppola [22].

An announcement of our results appears in [28].
While we were proofreading the typescript of this manuscript, we received a paper from Delyon, Levy and Souillard [30] (with related works [31], [32] in preparation) related to our work here. Also motivated by Kotani, they prove localization in the multi-dimensional Anderson model from estimates of Fröhlich-Spencer [14]. Their proof is very close to the one we give in Section 7, the main difference being that in place of our abstract Theorem 5, they use an eigenvalue perturbation theory argument with roots in [21], [33].

We should like to thank S. Kotani for telling us of his work, and L. Arnold and W. Wischutz for organizing a conference which allowed one of us (B.S.) to learn of Kotani's work.

## 2. Proof of the Main Theorems

It is fairly easy to see that $\varphi$ is cyclic for $A_{\lambda}$, so to study the spectral properties of $A_{\lambda}$ we need only study the spectral measure $d \mu_{\lambda}$ of $\varphi$ for $A_{\lambda}$. One key element of the proof is the following result of Aronszajn [2]. We say that a measure $\eta$ is supported on $A$ if $\eta(\mathbb{R} \backslash A)=0 . \mu_{\lambda}^{\text {a.c. }}, \mu_{\lambda}^{\text {s.c. }}, \mu_{\lambda}^{\text {p.p. }}$ denote the absolutely continuous, singular continuous and pure point parts of $\mu_{\lambda}$.

Theorem 3 (Aronszajn [2]). Let $X=\left\{x \mid \mathscr{I} m F_{0}(x+i 0)>0\right\}, Y=\{x \mid B(x)$ $>0\}, Z=\mathbb{R} \backslash(X \cup Y)$. Then, for any $\lambda \neq 0, \mu_{\lambda}^{\text {a.c. }}$ is supported on $X, \mu_{\lambda}^{\text {p.p. }}$ is supported on $Y$, and $\mu_{\lambda}^{\text {s.c. }}$ is supported on $Z$.

Because we need some of the lemmas later and for the reader's convenience, we sketch the proof of this result. By definition of $d \mu_{\lambda}$,

$$
F_{\lambda}(z) \equiv \int \frac{d \mu_{\lambda}(x)}{x-z}=\left(\varphi,\left(A_{\lambda}-z\right)^{-1} \varphi\right)
$$

Taking expectation values of the second resolvent equation

$$
\begin{equation*}
\left(A_{\lambda}-z\right)^{-1}=(A-z)^{-1}-\lambda(A-z)^{-1} P\left(A_{\lambda}-z\right)^{-1} \tag{5a}
\end{equation*}
$$

we find that

$$
F_{\lambda}(z)=F_{0}(z)-\lambda F_{0}(z) F_{\lambda}(z)
$$

yielding Aronszajn's [2] fundamental relation:

$$
\begin{equation*}
F_{\lambda}(z)=F_{0}(z) /\left(1+\lambda F_{0}(z)\right) \tag{5b}
\end{equation*}
$$

From this, we first deduce the following variant of a result of Aronszajn [2].
Theorem 4. Fix $\lambda \neq 0$. Then $d \mu_{\lambda}$ has a pure point at $x_{0} \in R$ if and only if

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} F_{0}\left(x_{0}+i \varepsilon\right)=-\lambda^{-1} \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
B\left(x_{0}\right) \neq 0 \tag{b}
\end{equation*}
$$

( $B$ given by (2)).

Moreover, $\lambda^{-2} B\left(x_{0}\right)$ is precisely the $\mu_{\lambda}$ measure of $\left\{x_{0}\right\}$.

Proof: Since

$$
\begin{aligned}
& \mathscr{I} m F_{\lambda}\left(x_{0}+i \varepsilon\right)=\varepsilon \int \frac{d \mu_{\lambda}(y)}{\left(x_{0}-y\right)^{2}+\varepsilon^{2}}, \\
& \mathscr{R} \varepsilon F_{\lambda}\left(x_{0}+i \varepsilon\right)=\int \frac{\left(y-x_{0}\right) d \mu_{\lambda}(y)}{\left(y-x_{0}\right)^{2}+\varepsilon^{2}},
\end{aligned}
$$

the dominated convergence theorem implies that
(6)

$$
\mu_{\lambda}\left(\left\{x_{0}\right\}\right)=\lim _{\varepsilon \downarrow 0} \varepsilon \mathscr{I}_{m} F_{\lambda}\left(x_{0}+i \varepsilon\right),
$$

$$
\lim _{\varepsilon \downarrow 0} \varepsilon \mathscr{R}_{\varepsilon} F_{\lambda}\left(x_{0}+i \varepsilon\right)=0 .
$$

Therefore, if $\mu_{\lambda}\left(\left\{x_{0}\right\}\right) \neq 0$, then $F_{\lambda}\left(x_{0}+i \varepsilon\right) \rightarrow \infty$ which, by ( $5 b$ ), implies that $F_{0}\left(x_{0}+i \varepsilon\right) \rightarrow-\lambda^{-1}$.

Moreover, by the monotone convergence theorem, we always have

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \varepsilon^{-1} \mathscr{I m} F_{0}\left(x_{0}+i \varepsilon\right)=\lim _{\varepsilon \downarrow 0} \int \frac{d \mu_{0}(y)}{\left(x_{0}-y\right)^{2}+\varepsilon^{2}}=B\left(x_{0}\right)^{-1} . \tag{7}
\end{equation*}
$$

If (a) holds, then (6) implies that

$$
\lim _{\varepsilon \downarrow 0} F_{0} / \varepsilon F_{\lambda}=\lambda^{-1} i\left[\mu_{\lambda}\left(\left\{x_{0}\right\}\right)\right]^{-1},
$$

so

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \mathscr{I}_{m}\left[F_{0} / \varepsilon F_{\lambda}\right]=\lambda^{-1} \mu_{\lambda}\left(\left\{x_{0}\right\}\right)^{-1} \tag{8}
\end{equation*}
$$

But, by (5),

$$
\begin{equation*}
\mathscr{I}_{m}\left[F_{0} / \varepsilon F_{\lambda}\right]=\varepsilon^{-1} \mathscr{A}_{m}\left(1+\lambda F_{0}\right)=\varepsilon^{-1} \lambda \mathscr{I}_{m} F_{0} \tag{9}
\end{equation*}
$$

Relations (7)-(9) show that if (a) holds, then $\lambda^{2} \mu_{\lambda}\left(\left\{x_{0}\right\}\right)=B\left(x_{0}\right)$. Thus (a) and (b) imply that $d \mu_{\lambda}$ has a pure point at $x_{0}$, and conversely, if $d \mu_{\lambda}$ has an atom, we conclude first that (a) holds and then that (b) holds.

To complete the proof of Theorem 3, we need several facts:
(i) $d \mu_{\lambda}^{\text {a.c. }}=\pi^{-1} \mathscr{I}_{m} F_{\lambda}(x+i 0) d x$,
(ii) $d \mu_{\lambda}^{\text {s.c. }}$ is supported on $\left(x \mid \overline{\lim } \mathscr{I}_{m} F_{\lambda}(x+i \varepsilon)=\infty\right)$,
(iii) $B(x)>0$ implies that $\lim _{\varepsilon \downarrow 0} F_{0}(x+i \varepsilon)$ exists and is real.
i) is a standard fact in the theory of Steiltjes transforms see [18], [24]). ii) is a weak form of the theorem of de Vallee Poussin [24] which gives the result with Iim replaced by lim); we state it in this form, since this is easier to prove than the full theorem and suffices. iii) is a simple consequence of the dominated convergence theorem.

Proof of Theorem 3: By Theorem 4, $\mu_{\lambda}^{\text {p.p. }}$ is supported on $Y$.
By ii) and iii), $d \mu_{\lambda}^{\text {s.c. }}$ is supported on

$$
\{x \mid B(x)=0\} \cup\left\{x \mid B(x)>0, F_{0}(x+i 0)=-\lambda^{-1}\right\}
$$

By Theorem 4, the second set is precisely the set of point masses for $\mu_{\lambda}$ and thus countable. Countable sets have $\mu^{\text {s.c. }}$ zero measure so we see that $\mu_{\lambda}^{\text {s.c. }}$ is supported on $\{x \mid B(x)=0\}$. If $\overline{\lim } \mathscr{I}_{m} F_{\lambda}(x+i \varepsilon)=\infty$, then by (5), there must be a sequence $\varepsilon_{n}$ with $F_{0}\left(x+i \varepsilon_{n}\right) \rightarrow-\lambda^{-1}$ which is inconsistent with $\mathscr{I}_{m} F_{0}(x+i 0)$ $>0$. Thus $\mu_{\lambda}^{\text {s.c. }}$ is supported on the complement of $X$; i.e., we have shown that $\mu_{\lambda}^{\text {s.c. }}$ is supported on $(\mathbb{R} \backslash X) \cap(\mathbb{R} \backslash Y)=\mathbb{R} \backslash(X \cup Y)$.

Finally, $\omega \mapsto \omega / 1+\lambda \omega$ is a transformation mapping $\left\{z \mid \mathscr{I}_{m} z>0\right\}$ into itself with the inverse doing the same thing. Thus

$$
\left\{x \mid \mathscr{I}_{m} F d \lambda(x+i 0)>0\right\}=\left\{x \mid \mathscr{I}_{m} F_{0}(x+i 0)\right\}=X
$$

By (i), we conclude that $X$ supports $d \mu_{\lambda}^{\text {a.c. }}$.

The next result is an abstract analogue of a formula implicit in Carmona [5] and explicit in Kotani [19]. Since $\mu_{\lambda}$ is a probability measure for each $\lambda$ (if $\varphi$ is normalized), we can define a measure $\eta$ by

$$
\begin{equation*}
\eta(A)=\int \mu_{\lambda}(A) \frac{d \lambda}{1+\lambda^{2}} \tag{10}
\end{equation*}
$$

for any set $A$.
Theorem 5. $\eta$ is mutually equivalent to Lebesgue measure.
Proof: Since $|x-z|^{-1} \leqq\left|\mathscr{I}_{m} z\right|^{-1}$ for any real $x$, we see that when $\operatorname{Im} z>0$,

$$
H(z) \equiv \int \frac{d \eta(x)}{x-z}=\int \frac{d \lambda}{1+\lambda^{2}} F_{\lambda}(z)
$$

Since an elementary contour integration shows that, for any $\omega$ with $\mathscr{I}_{m} \omega>0$,

$$
\int \frac{d \lambda}{1+\lambda^{2}} \frac{\omega}{1+\lambda \omega}=\frac{\kappa}{\omega^{-1}-i}
$$

we conclude by (5) that

$$
\begin{equation*}
H(z)=\kappa /\left(F_{0}(z)^{-1}-i\right) \tag{11}
\end{equation*}
$$

Since $\mathscr{I}_{m} F_{0}>0$ in the upper half-plane, $|H(z)| \leqq \kappa$ and so $\mathscr{I}_{m} H(z) \leqq \kappa$. From this and the fact that $\kappa^{-1} \mathscr{I} m H(x+i \varepsilon) d x$ converges weakly to $d \eta$, it follows that

$$
d \eta \leqq d x
$$

so that $d \eta$ is absolutely continuous with respect to Lebesgue measure. On the other hand, taking the limit $\varepsilon \downarrow 0$ for $x_{0}+i \varepsilon$ in (11), we see that

$$
\left\{x \mid \mathscr{I}_{m} H(x+i 0)=0\right\}=\left\{x \mid F_{0}(x+i 0)=0\right\}
$$

By general principles on the boundary values of analytic functions (see [18]), this last set has Lebesgue measure zero. Thus

$$
d \eta(x)=\kappa^{-1} \mathscr{\mathscr { G }}_{m} H(x+i 0) d x
$$

is equivalent to Lebesgue measure. This result provides the essential link between sets of zero Lebesgue measure and sets of zero spectral measure, as follows.

Proof of Theorem 1: By Theorem 3, $\mu_{\lambda}^{\text {s.c. }}(\mathbb{R})=\mu_{\lambda}(\mathbb{R} \backslash(X \cup Y))$. Thus $A_{\lambda}$ has empty singular continuous spectrum for a.e. $\lambda$ if and only if $\mu_{\lambda}(\mathbb{R} \backslash(X \cup Y))$
is zero for a.e. $\lambda$. This happens if and only if

$$
\int d \lambda\left(1+\lambda^{2}\right)^{-1} \mu_{\lambda}(\mathbb{R} \backslash(X \cup Y))=0
$$

By Theorem 5, this holds if and only if $\mathbb{R} \backslash(X \cup Y)$ has Lebesgue measure zero, or equivalently if a.e. $x \in X \cup Y$.

Proof of Theorem 2: By Theorem 3, $\mu_{\lambda}^{\text {s.c. }}(\mathbb{R})+\mu_{\lambda}^{\text {a.c. }}(\mathbb{R})=\mu_{\lambda}(\mathbb{R} \backslash Y)$. Now, we argue as above.

## 3. Some Examples

Notice that a measure $d \mu_{0}$ determines both the operator $A$ and the vector $\varphi \equiv 1$, and so the entire example.

Example 1. Let $\mu_{0}$ be the conventional Cantor measure. Any $x \in C$ has a base three expansion with only zeros and twos. For each $n,\{y \mid y \in C$ and $y$ and $x$ agree in their expansions for the first $n$ digits $\}$ are a distance at most $3^{-n}$ from $x$. Thus $\mu\left\{y \in C\left||x-y| \leqq 3^{-n}\right\} \geqq 2^{-n}\right.$ and so $\int d \mu(y) /|x-y|^{\alpha}=\infty$ if $\alpha \geqq$ $\log 2 / \log 3$. In particular, $B(x) \equiv 0$ on $C$. Thus, by Theorem $4, A_{\lambda}$ has eigenvalues only in the gaps of $C$. Since $|F(x+i 0)| \rightarrow \infty$ at edges of gaps, there is exactly one in each internal gap (for there is one solution of $F_{0}(x+i 0)=-\lambda^{-1}$ in each gap). Theorem 1 implies that for a.e. $\lambda, d \mu_{\lambda}$ has no singular continuous part. Actually, one can say more: if $x \in C$, then

$$
\mathscr{I}_{m} F_{0}\left(x+i 3^{-n}\right) \geqq \frac{1}{2} 3^{n} \mu\left\{y \in C| | x-y \mid \leqq 3^{-n}\right\} \rightarrow \infty,
$$

so $\mathscr{I}_{m} F_{\lambda}$ stays away from infinity. Thus, $d \mu_{\lambda, \text { sing }}$ is supported off $C=\sigma_{\text {ess }}\left(A_{\lambda}\right)$, i.e., $d \mu_{\lambda \text {, s.c. }}=0$. To summarize: If $\mu$ is the Cantor measure, for each $\lambda \neq 0, \mu_{\lambda}$ has only pure point spectrum; all eigenvalues are discrete, but the closure of the eigenvalues consists of all of $C . \mu_{\lambda}$ has thick point spectrum in the sense of [3]. Take $\tilde{A}=A+P$; we see that $\tilde{A}+\lambda P$ has singular continuous spectrum for exactly one value of $\lambda$. For the $\tilde{A}$ problem, Theorem 2 holds, but the conclusion is not for all $\lambda$.

Example 2. Let $\delta_{x}$ be the unit mass at $x$. Let $\mu=\sum a_{n} d \mu_{n}$ with

$$
d \mu_{n}=\frac{1}{2^{n}} \sum_{j=1}^{2^{n}} \delta_{j / 2^{n}}
$$

Obviously we require $\sum a_{n}<\infty$. If $0 \leqq x \leqq 1$, (i.e. $x \in \operatorname{spec}(A)$ ), there is some $j$
with $\left|x-j / 2^{n}\right| \leqq 2^{-n}$ so

$$
\int|x-y|^{-2} d \mu_{n}(y) \geqq\left(2^{-n}\right)^{-2} 2^{-n}=2^{n}
$$

It follows that if $\sum 2^{n} a_{n}=\infty$, then $B(x)^{-1}=\infty$ on $[0,1]$, so by Theorem $4, \mu_{\lambda}$ has no pure points on $[0,1]$. Moreover, since $\left\{x \mid \mathscr{I}_{m} F_{0}(x+i 0)\right\}$ has measure zero, $d \mu_{\lambda}^{\text {a.c. }}=0$ for all $\lambda$. Thus $d \mu_{\text {sing }}$ has support $[0,1]$. There is one eigenvalue on $\mathbb{R} \backslash[0,1]$. To summarize, if $\sum a_{n}<\infty, \sum 2^{n} a_{n}=\infty$, then, when $\lambda \neq 0, \mu_{\lambda}$ has (except for one simple eigenvalue) only singular continuous spectrum [ 0,1 ].

These two examples, closely related to examples in Aronszajn [2], present a striking contrast: A purely s.c. measure turning into pure point spectrum for all values of $\lambda$ and a pure point spectrum turning into (essentially) purely s.c. spectrum for all $\lambda$.

EXample 3. Let $x_{n}$ be arbitrary points. Let $0 \leqq a_{n} \leqq C \alpha^{n}$ with $\alpha<1$ and let $d \mu_{0}(x)=\sum a_{n} d_{x_{n}}$. We claim that $B(x)>0$ a.e. This follows from:

Proposition 6. If $0<\alpha<1$, then for a.e. $x$,

$$
H(x) \equiv \sum_{n} \alpha^{n}\left|x-x_{n}\right|^{-2}<\infty
$$

Proof: If $\left|x-x_{n}\right|>C^{-1 / 2} \alpha^{n / 4}$, then

$$
H(x)<\sum_{n} C \alpha^{n / 2}=C\left(1-\alpha^{1 / 2}\right)^{-1} .
$$

Thus

$$
\left|\left\{x \mid H(x) \geqq C\left(1-\alpha^{1 / 2}\right)^{-1}\right\}\right| \leqq \sum_{n} 2 C^{-1 / 2} \alpha^{n / 4}=2\left(1-\alpha^{1 / 4}\right)^{-1} C^{-1 / 2}
$$

goes to zero as $C \rightarrow \infty$.
Thus, in this case, $A_{\lambda}$ continues to have only pure point spectrum for a.e. $\lambda$.
Notice that if $A_{0}$ has eigenvalues at the points $j / 2^{n}, 0<j \leqq 2^{n}, n=1,2, \cdots$, then distinct choices of $\varphi$ correspond to distinct choices of weights $a_{n}$ in $d \mu_{0}(x)=\sum a_{n} \delta_{x_{n}}$. We can pick $\varphi$ to yield either Example 2 or 3 . This shows that, in general, different rank-one perturbations can yield dramatically different spectral consequences.

Example 4. Let $d \mu_{0}=d \mu_{C}+d x \upharpoonright[0,1]$, where $d x$ is Lebesgue measure and $d \mu_{C}$ Cantor measure. Then $\mathscr{I}_{m} F(x+i 0)=1$ on $(0,1)$ so $A_{\lambda}$ has only a.c. spectrum on $[0,1]$ and one eigenvalue in $\mathbb{R} \backslash[0,1]$. The point of this example is that if $d \nu_{0}=d \mu_{\lambda_{0}}$, then $d \nu_{-\lambda_{0}}=d \mu_{0}$ has a singular continuous part. Thus, while
$\mathscr{I}_{m} F_{\lambda_{0}}(x+i 0)>0$ for a.e. $x$ in $[0,1]$, it can happen that $A_{\lambda}^{\left(\nu_{0}\right)}$ has singular continuous spectrum for some $\lambda$ (although by Theorem 1 the set must have measure zero).

## 4. A Criterion for Dense Point Spectrum in the Anderson Model

We begin by writing an operator theoretic formula for $B(x)$. Let $\varphi \equiv \varphi_{0}$ and let $\left\{\varphi_{n}\right\}_{n \in I}$ be an orthonormal basis labeled by some index set $I$ including $\varphi_{0}$. Let

$$
G(n, m ; z) \equiv\left(\varphi_{n},(A-z)^{-1} \varphi_{m}\right)
$$

Then we have
Proposition 7. For $x \in R$,

$$
\int|x-y|^{-2} d \mu_{0}(y)=\lim _{\varepsilon \downarrow 0} \sum_{n \in I}|G(n, 0 ; x+i \varepsilon)|^{2}
$$

Proof: Clearly, by the monotone convergence theorem,

$$
\begin{aligned}
\int|x-y|^{-2} d \mu_{0}(y) & =\lim _{\varepsilon \downarrow 0} \int|x+i \varepsilon-y|^{-2} d \mu_{0}(y) \\
& =\lim _{\varepsilon \downarrow 0}\left(\varphi_{0},|A-x-i \varepsilon|^{-2} \varphi_{0}\right) \\
& =\lim _{\varepsilon \downarrow 0}\left(\varphi_{0},(A-x-i \varepsilon)^{-1}(A-x+i \varepsilon)^{-1} \varphi_{0}\right) \\
& =\lim _{\varepsilon \downarrow 0} \sum_{n \in I}|G(n, 0 ; x+i \varepsilon)|^{2} .
\end{aligned}
$$

Remark. As we have already noted, $B(x)>0$ supplies a one line proof (see equation (3)) that $\mathscr{I}_{m} F_{0}(x+i 0)=0$ and so $\mathscr{I}_{m} F_{\lambda}(x+i 0)=0$ for all $\lambda$. Thus the control of the Green's function in higher dimension by Fröhlich-Spencer [14] (see Section 6) immediately implies that $d \mu_{\lambda}^{\text {a.c. }}(x)=\kappa^{-1} \mathscr{I}_{m} F_{\lambda}(x+i 0) d x=0$, providing a quick proof that $d \mu^{\text {ac. }}=0$ in that case. This gives a brief alternate to an argument of Martinelli-Scoppola [22].

For the remainder of this section, we specialize to discuss the Anderson model given by equation (4). We suppose $d \kappa$ obeys $\int\left(\log _{+}|x|\right) d \kappa<\infty$.

Theorem 8. Consider the two statements for the $\nu$-dimensional Anderson model:
(a) For a.e. $\omega, H_{\omega}$ has only point spectrum in $(a, b)$.
(b) For a.e. $E \in(a, b)$ and a.e. ( $\omega$ ),

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left[\sum_{n \in Z^{v}}|G(n, 0 ; E+i \varepsilon)|^{2}\right]<\infty \tag{12}
\end{equation*}
$$

Then,
(i) if $d \kappa$ is purely a.c., (b) implies (a),
(ii) if $\nu=1$ and $d \kappa$ has a nonzero a.c. component, then (b) implies (a),
(iii) if the a.c. component of $d \kappa$ has essential support $(-\infty, \infty)(e . g . d \kappa$ is Gaussian), then (a) implies (b).

Proof: Theorems 1 and 2 are only stated for the cyclic case. They immediately apply to a general $A+\lambda P$ (with $P$ of rank 1) to the cyclic subspace generated by $A$ and Ran $P$, and so they say something about the spectral measure $d \mu \chi_{\lambda}^{q}$ associated to $\varphi \in \operatorname{Ran} P$.

If we fix $\omega$ but then vary $V(0)$ to a new value $\tilde{V}(0)$ holding $\{V(n)\}_{n \neq 0}$ fixed, we obtain the operators $A+\lambda P$ with $A=H_{\omega}, \lambda=\tilde{V}(0)-V_{\omega}(0), P=\left(\delta_{0}, \cdot\right) \delta_{0}$. Thus Theorem 2 and Proposition 7 say that $d \mu_{\omega ; \lambda}^{\delta_{0}}$ is pure point for a.e. $\omega, \lambda$ if and only if (12) holds for a.e. $E, \omega$. But by the independence of $V_{\omega}(0), d \mu_{\omega ; \lambda}^{\delta_{0}}$ with $\omega$ distributed by the i.i.d. process and $\lambda$ by $d \kappa\left(\cdot-V_{\omega}(0)\right)$ is precisely $d \mu_{\omega}^{\delta_{0}}$. Thus (iii) is immediate and (b) implies that $d \mu_{\omega}^{\delta_{0}}$ has only pure point spectrum for a.e. choice of $\{V(n)\}_{n \neq 0}$ and a.e. choice of $V(0)$ from the absolutely continuous component of $d \kappa$. Under hypothesis (i), this implies that $d \mu_{\omega}^{\delta_{0}}$ is pure point for a.e. $\omega$. By translation invariance, this is true for each $d \mu_{\omega}^{\delta_{n}}$ so $H_{\omega}$ has only pure point spectrum.

In case (ii), with positive probability $V(0)$ and $V(1)$ both lie in their absolutely continuous components. Thus, with positive probability, both $d \mu_{\omega}^{\delta_{0}}$ and $d \mu_{\omega}^{\delta_{2}}$ are pure point in $(a, b)$. Since $\delta_{0}, \delta_{1}$ are cyclic for $H_{\omega}, H_{\omega}$ has only pure point spectrum in $(a, b)$ with positive probability. But the spectral type of $H_{\omega}$ is a.e. constant (see [21]), so the positive probability result implies the result for a.e. $\omega$.

One can also deduce exponential decay of eigenfunctions from exponential decay of $G$ :

Theorem 9. Suppose that $d \kappa$ is purely absolutely continuous, and that, for a.e. pairs $(\omega, E)\left(\omega \in \Omega\right.$, the probability space for $V^{(\omega)}$ and $E \in(a, b)$ with Lebesgue measure), we have that for $0<\varepsilon<1$

$$
\begin{equation*}
|G(0, n ; E+i \varepsilon)| \leqq C_{\omega, E} \exp \{-a(E)|n|\} \tag{13}
\end{equation*}
$$

Then, with probability 1 , the eigenfunctions $\varphi_{E}^{(\omega)}$ with $E \in(a, b)$ obey

$$
\begin{equation*}
\left|\varphi_{E}^{(\omega)}(n)\right| \leqq D_{\omega, E} \exp \{-a(E)|n|\} . \tag{14}
\end{equation*}
$$

Proof: Taking matrix elements of (5a) for the pair $\left(\delta_{n}, \cdot \delta_{0}\right)$ we see that (with $\left.A_{\lambda}=H^{(\omega)}+\lambda \delta_{0}\right)$

$$
\left(\delta_{n},\left(A_{\lambda}-z\right)^{-1} \delta_{0}\right)=G(n, 0 ; z)\left(1-\lambda F_{\lambda}(z)\right)
$$

If $E$ is an eigenvalue of $A_{\lambda}$,

$$
P_{\{E\}}=s-\lim (-i \varepsilon)\left(A_{\lambda}-x-i \varepsilon\right)^{-1}
$$

We conclude from (13) that

$$
\left|\left(\delta_{0}, P_{\{x\}} \delta_{n}\right)\right| \leqq C_{\omega, E} \exp \{-a(E)|n|\}\left(\delta_{0}, P_{\{x\}} \delta_{0}\right)
$$

Since (13) implies (12), arguments similar to Theorem 8, using Theorem 5, show that, for a.e. pair ( $\omega, \lambda$ ), $H^{\omega}+\lambda \delta_{0}$ has eigenfunctions obeying (14). But since $d \kappa$ is purely a.c., this implies the result for a.e. $H^{\omega}$.

## 5. Localization in the One-Dimensional Anderson Model

Theorem 10. The $\nu=1$ model with an arbitrary $d \kappa$ obeying
(a) $d \kappa$ has an a.c. component,
(b) $\int\left(\log _{+}|x|\right) d \kappa(x)<\infty$,
has only pure point spectrum.
Proof: By Theorem 8, we need only prove (12). By (b), $\gamma(E)$ exists, and by Furstenberg's theorem it is positive for all $E$. Thus, by Theorem 6.5 of Deift-Simon [9], for a.e. $(\omega, E), \int d \mu_{+}\left(E^{\prime}, \omega\right) /\left(E^{\prime}-E\right)^{2}<\infty$ or $E$ is an eigenvalue of $H_{\omega}^{+}$. Here $H_{\omega}^{+}$is the half-line operator with $u(0)=0$ boundary conditions and $d \mu_{+}$is the associated spectral measure for $\delta_{1}$. But the set of eigenvalues of $H_{\omega}^{+}$is countable, so, for a.e. $(\omega, E), \int d \mu_{+}\left(E^{\prime}, \omega\right) /\left(E^{\prime}-E\right)^{2}=S_{+}(\omega, E)<\infty$, a similar equation holding for $S_{-}(\omega, E)$. In terms of the $m_{ \pm}$functions of [25], [9], $S_{ \pm}(\omega, E)=\lim _{\varepsilon \downarrow 0} \varepsilon^{-1} \mathscr{I}_{m} m_{ \pm}(\omega, E+i \varepsilon)$ and

$$
S(\omega, E) \equiv \int \frac{d \mu_{\omega}\left(E^{\prime}\right)}{\left(E-E^{\prime}\right)^{2}}=\lim _{\varepsilon \downarrow 0} \varepsilon^{-1} \mathscr{I}_{m}\left(-\left[m_{+}+m_{-}+E+i \varepsilon-V_{\omega}(0)\right]^{-1}\right)
$$

where $d \mu_{\omega}$ is the spectral measure for $\delta_{0}$ and the operator $H_{\omega}$ on all of $Z$. Since $m_{+}+m_{-}+e-V_{\omega}(0)$ is a Herglotz function on the upper half-plane for each $\omega$, for a.e. pair $(\omega, E)$.

$$
\mathscr{I}_{m}\left(m_{+}(\omega, E+i 0)+m_{-}(\omega, E+i 0)+E-V_{\omega}(0)\right) \equiv \eta(\omega, E)
$$

is non-zero (see [18]). Thus

$$
S(\omega, E)=|\eta(\omega, E)|^{-2}\left\{s_{+}(\omega, E)+S_{-}(\omega, E)+1\right\}
$$

is a.e. finite and (12) holds.
Remarks 1. Ishii [17] has an argument which directly controls the Green's function and proves that (12) holds directly. His argument, while stated for
bounded $V$ and the half-line, can be seen to only require $\int d \kappa(x)\left(\log _{+}(|x|)^{1+\delta}<\right.$ $\infty$, and to hold on the whole line.
2. A more direct proof of (12) exploiting the Osceledec theorem and Theorem 4 will be given in [27]. This applies also to the strip. Nonindependent $V_{\omega}(n)$ will also be discussed.
3. By the Osceledec theorem, one proves that eigenfunctions decay at the Lyaponov exponent rate, recovering a result of Carmona [4] and Craig-Simon [7].

## 6. Localization in the Multi-Dimensional Anderson Model

Several years ago, Fröhlich-Spencer [14] proved the following theorem:
Theorem 11. Fix P. Let $\nu$ be general, and suppose that either:
(a) $d \kappa$ is absolutely continuous with $\|d \kappa / d E\|_{\infty}$ sufficiently small and $E$ is arbitrary, or
(b) $d \kappa$ is Gaussian and $|E|$ is large.

Then, for constants $C$ and $m$ depending only on $\|d \kappa / d E\|_{\infty}($ or $E)$ and $p$, one has

$$
\begin{equation*}
\sup _{0<\varepsilon<1}\left|G_{\omega}(0, n ; E+i \varepsilon)\right| \leqq e^{m(N-|n|)} \tag{15}
\end{equation*}
$$

with probability at least $1-C N^{-p}$. Moreover, as $\|d \kappa / d E\|_{\infty}$ or $E^{-1}$ goes to zero, $m$ goes to infinity.

Since the set of $\omega$ where (15) holds is increasing with $N$ and the measure goes to zero, we see that, for a.e. $\omega$,

$$
\sup _{0<\varepsilon<1}\left|G_{\omega}(0 n ; E+i \varepsilon)\right| \leqq C e^{-m|n|}
$$

so that certainly (12) holds. Thus, using Theorems 8 and 9 , we recover the recent result of Fröhlich et al. [15] (a similar result has been announced by Goldsheid [16]):

Theorem 12. Under the hypotheses of Theorem 11, H has only dense point spectrum (for all $E$ if (a) holds and for $|E|$ large if (b) holds) with eigenfunctions decaying exponentially at a rate going to infinity as $\|d \kappa / d E\|_{\infty}$ or $|E|^{-1}$ goes to zero.

## 7. Relation to Kotani's Work

It seems to us that the proofs of localization presented herein should be thought of as occurring in two steps. We do not refer to the proof of Theorem 2 and the verification of $B(E)>0$, but rather to a different breakup of the
analysis:

1. An argument that any singular continuous spectrum must lie in a set of Lebesgue measure zero of energy, a priori given by the potential outside some finite region $\Lambda$.
2. A proof that, for most choices of the potential inside $\Lambda$, any particular set of Lebesgue measure zero will have zero spectral measure.

From this point of view, the verification that $B(E)>0$ and Theorem 3 provide step 1, while Theorem 5 is the key to step 2 . Thus, one understands the relation of this argument to the work of Kotani [19], which motivated parts of it. The two-step philosophy is implicit in Kotani, who uses ideas of Pastur [23] for step 1 . Step 2 in his study of boundary condition variation is the argument of Carmona; in the Anderson model case, he uses an argument less general than Theorem 5.

One can obtain a partially alternate proof of Theorem 11 by using the analysis of Martinelli-Scoppola [22] for step 1. As in our argument, one uses Theorem 5 for step 2. Explicitly, following [22], one can use the Borel-Cantelli lemma and the estimates of Fröhlich-Spencer [14] to prove the following: Let $G_{n}(x, y ; E, \omega)$ be the resolvent of the finite matrix $H_{\omega, n}$ obtained by restricting $H_{\omega}$ to a box $\Lambda_{n}$ centered at 0 of side $l_{n}^{2} \rightarrow \infty\left(l_{n}=2^{n / 2}\right)$. Then, for each $E$ and a.e. $\omega$, there is an $n_{0}(\omega)$ such that

$$
\begin{equation*}
\sup _{0<\varepsilon<1} G_{n}(x, y ; E+i \varepsilon, \omega) \leqq e^{-m|x-y|} \tag{16}
\end{equation*}
$$

if $n \geqq n_{0}(\omega), x, y \in \Lambda_{n},|x-y| \geqq l_{n}$.
Now let $\tilde{H}_{\omega}$ be $H_{\omega}+\lambda \delta_{0}$ for some $\lambda$, and suppose that $\psi$ is a polynomially bounded solution of

$$
\begin{equation*}
\tilde{H}_{\omega} \psi=E \psi \tag{17}
\end{equation*}
$$

Then $\psi_{n} \equiv \psi$ restricted to $\Lambda_{n}$ obeys

$$
\begin{equation*}
\left(H_{\omega}-E\right) \psi=\eta_{n} \tag{18}
\end{equation*}
$$

where $\eta_{n}$ is supported on $\{0\} \cup \partial \Lambda_{n}$ and $\left\|\eta_{n}\right\|_{\infty} \leqq C\left(1+\left|I_{n}^{p}\right|+|\lambda|\right)$. If $n \geqq n(\omega)$, $n \geqq 4$, and $2^{n-2} \leqq|x| \leqq 2^{n-1}$, we use (18) to obtain

$$
\psi(x)=\lim _{\varepsilon \downarrow 0} \sum_{y} G_{n}(x, y ; E+i \varepsilon, \omega) \eta_{n}(y) .
$$

For $y \in \operatorname{supp} \eta_{n}$ and $x$ as above, $|x-y| \geqq 2^{n-2} \geqq l_{n}$,

$$
|\psi(x)| \leqq C \exp \left\{-m 2^{n-2}\right\}\left(l_{n}^{p}+|\lambda|+1\right) l_{n}^{2 \nu-2},
$$

Thus $\psi$ decays exponentially.

Essentially, we have made a very slight generalization of the MartinelliScoppola argument to show that for a.e. pairs ( $E, \omega$ ) any polynomially bounded solution of (17) decays exponentially. Given the philosophy and Theorem 5, one obtains the promised alternative proof of Theorem 11.
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