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#### Abstract

The Dunkl operators involve a multiplicity function as parameter. For generic values of this function the simultaneous kernel of these operators, acting on polynomials, is equal to the constants. For special values, however, this kernel is larger. We determine these singular values completely and give partial results on the representations of $G$ that occur in this kernel.


## 1. INTRODUCTION AND NOTATIONS

Let $\mathfrak{a}$ be a real vector space of finite dimension $N$, equipped with an inner product $(\cdot, \cdot)$. Let $G \subset O(\mathfrak{a}(\cdot, \cdot))$ be a finite (real) reflection group. We may and will assume that $(\cdot, \cdot)$ is $G$-invariant. Let $R$ be the corresponding root system, where we will assume that $(\alpha, \alpha)=2$ for all $\alpha \in R$. Choose and fix a positive system $R_{+}$in $R$.

Let $\mathscr{P}=\mathbf{C}[a]$ denote the polynomial functions on $\mathfrak{a} . \mathscr{P}$ has a natural grading $\mathscr{P}=\bigoplus_{n \geq 0} \mathscr{P}_{n}$; we let $\mathscr{P}_{+}=\bigoplus_{n \geq 1} \mathscr{P}_{n}$. There is a natural representation of $G$ in $\operatorname{Aut}_{\mathbf{C}}(\mathscr{P})$, given by

$$
(g \cdot f)(x):=f\left(g^{-1} x\right) \quad(g \in G, f \in \mathscr{P}, x \in \mathfrak{a}) .
$$

The $G$-action preserves the degree.
Any $\xi \in \mathfrak{a}$ defines an element $\xi^{*} \in \operatorname{Hom}_{\mathbf{C}}(\mathfrak{a}, \mathbf{C})=\mathfrak{a}^{*}=\mathscr{P}_{1}$ by $\xi^{*}(\eta)=$ $(\xi, \eta) \quad(\eta \in \mathfrak{a})$. Let $K$ be the complex vectorspace of $\mathbf{C}$-valued $G$-invariant functions on $R$. An element of $K$ is called a multiplicity function (the reason for this terminology is a connection of the theory of Dunkl operators with the harmonic analysis for the Cartan motion group; the values $k_{\alpha}$ of $k \in K$ are then determined by the multiplicities of the restricted roots). To each $\xi \in \mathfrak{a}$ and $k \in K$ we assign an operator $T_{\xi}(k) \in \operatorname{End}_{\mathbf{C}}(\mathscr{P})$ as follows:

$$
T_{\xi}(k) f=\partial_{\xi} f+\sum_{\alpha \in R_{+}} k_{\alpha}(\alpha, \xi) \frac{f-r_{\alpha} f}{\alpha^{*}} \quad(f \in \mathscr{P}),
$$

where $\partial_{\xi}$ is the directional derivative corresponding to $\xi$ and $r_{\alpha}$ is the reflection in the hyperplane orthogonal to $\alpha$.

These operators were introduced in [D2]. In that paper it was shown that $\left\{T_{\xi}(k) \mid \xi \in \mathfrak{a}\right\}$ is a commuting family of operators, for all fixed $k \in K$. They are homogeneous of degree -1 and $G$-equivariant:

$$
\begin{equation*}
g \circ T_{\xi}(k) \circ g^{-1}=T_{g \xi}(k) \quad(\xi \in \mathfrak{a}, g \in G) . \tag{1.1}
\end{equation*}
$$
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For $k=0$, Dunkl's operators reduce to the ordinary directional derivatives, so the simultaneous kernel of the $T_{\xi}(k)(\xi \in \mathfrak{a})$ consists of the constants alone. For generic $k \in K$ this is still true, but there exist exceptional $k$ for which this simultaneous kernel is strictly larger than the constants. This paper is concerned with the study of such singular values. Let us introduce some terminology. For $k \in K$, put $S(k)=\left\{p \in \mathscr{P}_{+} \mid T_{\xi}(k) p=0 \quad \forall \xi \in \mathfrak{a}\right\}$. If $S(k) \neq\{0\}$, then $k$ is called singular, and regular otherwise. We use the notation $K^{\text {sing }}$ (resp. $K^{\text {reg }}$ ) for the set of all singular (resp. regular) $k \in K$. Similarly, a polynomial $p \in \mathscr{P}_{+}$ is called singular if $p \in S(k)$ for some $k \in K$. Put $S=\sum_{k \in K} S(k)$. As a consequence of the homogeneity and the $G$-equivariance of the $T_{\xi}(k)$ one may split $S$ according to homogeneous degree and $G$-type: $S=\bigoplus_{n \geq 1, \tau \in \widehat{G}} S_{n, \tau}$, where $\widehat{G}$ denotes the dual of $G$. There is an easy first observation on $K^{\text {sing }}$. Let $\left\{e_{1}, \ldots, e_{N}\right\}$ be an orthonormal basis for $a$. Then

$$
\begin{equation*}
\sum_{i=1}^{N} e_{i}^{*} T_{e_{i}}(k)=\sum_{i=1}^{N} e_{i}^{*} \partial_{e_{i}}+\sum_{\alpha \in R_{+}} k_{\alpha}\left(1-r_{\alpha}\right) \tag{1.2}
\end{equation*}
$$

Due to the $G$-invariance of $k, \sum_{\alpha \in R_{+}} k_{\alpha}\left(1-r_{\alpha}\right)$ is a central element in the group algebra of $G$. Hence it acts as a scalar $\lambda_{\tau}(k)$ in any irreducible representation $\tau \in \widehat{G}$. If $k_{\alpha}=k \in \mathbf{C}(\forall \alpha \in R)$, then it is easy to see that $\lambda_{\tau}\left(k \cdot 1_{R}\right)=$ $k \sum_{\alpha \in R_{+}}\left(1-\chi_{\tau}\left(r_{\alpha}\right) / \chi_{\tau}(1)\right)$, where $\chi_{\tau}$ denotes the character of $\tau$. Now if $p \in$ $S(k)$ is of isotype $\tau$ and homogeneous degree $m$, then $p$ is annihilated by the operator in (1.2); this gives the inclusion $S_{m, \tau} \subset S\left(-m / \lambda_{\tau}\left(1_{R}\right)\right.$ ) in the case of equal $k_{\alpha}$. In other words, we can determine $K^{\text {sing }}$ completely if we know the embedding degrees of all $\tau \in \widehat{G}$ in $S$. One might hope that $K^{\text {sing }}=$ $\left\{-m / \lambda_{\tau}\left(1_{R}\right) \mid m>0, \tau \in \widehat{G}, \tau\right.$ occurs in $\left.\mathscr{P}_{m}\right\}$, but this is false (the easiest counterexample is furnished by $\left.G=S_{4}\right)$. Let us note that $\lambda_{\tau}\left(1_{R}\right)$ is an integer; this follows from general representation theory of finite groups. It is easy to see that this integer is nonpositive and equal to zero iff $\tau=$ triv. So $K^{\text {sing }}$ will consist of strictly negative rationals in the case of equal $k_{\alpha}$.

One of the reasons for our interest in $S$ is the fact that $S(k)$ turns out to be the only obstruction for the existence of a linear isomorphism $V(k): \mathscr{P} \mapsto \mathscr{P}$, homogeneous of degree 0 , that intertwines the action of $T_{\xi}(k)$ and the ordinary derivative $\partial_{\xi}$ on $\mathscr{P}$ (see Corollary 3.5 ). There are many other different descriptions for $S$ or $K^{\text {sing }}$ and their role with regard to the Dunkl operators. For example, $K^{\text {sing }}$ is also the set of poles of the simultaneous $T_{\xi}(k)$-eigenfunction $\operatorname{Exp}_{G}(\lambda, k, x)$, considered as a function of $k \in K$ (see [O]). Using monodromy arguments this set of poles was described in terms of the zeros of the Poincare polynomial of the coinvariant algebra of $G$ [O, Theorem 9.7]. This leads to an explicit description of $K^{\text {sing }}$. If $k_{\alpha}=k \quad \forall \alpha \in R$, then the result is

$$
K^{\text {sing }}=\bigcup_{m \geq 1} \bigcup_{i=1}^{N} \bigcup_{j=1}^{d_{i}-1}\left\{\frac{j}{d_{i}}-m\right\}
$$

where the $d_{i}$ are the primitive degrees of $G$. Yet another meaning for this set $K^{\text {sing }}$ is the following. As a consequence of the commutativity of the $T_{\xi}(k)$ for fixed $k$, there exists an algebra homomorphism from $\mathscr{P}$ to End $(\mathscr{P})$ which

on $\mathscr{P} \times \mathscr{P}$ by $(p, q)_{k}=(p(T(k))(q))(0)$, then $K^{\text {sing }}$ is the set of all values for which this form is degenerate.

The purpose of this paper is twofold. First of all, we explain these different interpretations of the space $S$ and the set $K^{\text {sing }}$. Secondly, we try to get a better understanding of the structure of $K^{\text {sing }}$ with regard to the representation theory of $G$. The optimal result in this direction would be a list of irreducibles $\tau \in \widehat{G}$ that can occur in $S$, and for each of these a description of the function $m \mapsto \operatorname{dim}_{\mathrm{C}}\left(S_{m, \tau}\right)$. As yet this seems out of reach, but we will be able to give estimates for $\operatorname{dim}_{\mathbf{C}}\left(S_{m, t}\right)$ entirely in terms of decomposition numbers for Hecke algebras.

## 2. The existence of intertwining operators

The present section is concerned with the existence of operators that intertwine the action of two sets of operators in a graded vectorspace. The presence of a grading for which the various actions are homogeneous enables one to use induction. This fact and an additional assumption (formulated in the language of differential forms) are surprisingly powerful tools for the construction of certain intertwining operators. The underlying ideas were used more or less parenthetically in [D3]; this section can be regarded as an abstraction and extension of the proof of Theorem 3.11 in [loc. cit.]. The results show that, in the context of this section, there is an equivalence between the commutativity of sets of operators, the triviality of the first cohomology-group of a certain complex and the existence of intertwining operators. We will use this equivalence to give a new proof of the commutativity of Dunkl's operators and the existence of the intertwining operator (see [loc. cit.]).

Let $L$ be a vectorspace with a grading $L=\bigoplus_{i=0}^{\infty} L_{i}$. Put $L_{-1}=0$. Let $k$ be a positive integer and suppose $\left\{\partial_{j}\right\}_{j=1}^{k}$ are linear operators in $L$ such that
(i) $\partial_{j} L_{i} \subset L_{i-1}(j=1, \ldots, k ; i=0,1 \ldots)$.
(ii) $\bigcap_{j=1}^{k} \operatorname{Ker}\left(\partial_{j}\right)=L_{0}$.

A sequence $\left\{l_{i}\right\}_{i=1}^{k}$ in $L$ will be called a $\partial$-closed 1 -form if $\partial_{j} l_{i}=\partial_{i} l_{j}$ $(i, j=1, \ldots, k)$; it is a $\partial$-exact 1 -form if there exists $l \in L$ such that $\partial_{i} l=l_{i}$ $(i=1, \ldots, k)$. Suppose in addition that
(iii) every $\partial$-closed 1 -form is $\partial$-exact.

Theorem 2.1. Let $\left\{\delta_{j}\right\}_{j=1}^{k}$ be linear operators in $L$ such that
(i') $\delta_{j}\left(L_{i}\right) \subset L_{i-1}(j=1, \ldots, k ; i=0,1 \ldots)$;
(ii') the $\delta_{j}$ commute.
Let $\left\{\partial_{j}\right\}_{j=1}^{k}$ be linear operators in $L$ satisfying (i), (ii), and (iii) above and let $A: L_{0} \mapsto L_{0}$ be linear. Then there exists a unique linear map $B: L \mapsto L$ such that:
(a) $B$ extends $A$;
(b) $\partial_{j} B=B \delta_{j}(j=1, \ldots, k)$;
(c) $B L_{i} \subset L_{i}(i=0,1, \ldots)$.

If $A$ is injective and $\bigcap_{j=1}^{k} \operatorname{Ker}\left(\delta_{j}\right)=L_{0}$, then $B$ is injective.
Proof. Existence. We will construct a family of operators $B_{i}: L_{i} \mapsto L_{i}(i=$ $0,1, \ldots$ ) such that:
( $\alpha$ ) $B_{0}=A$;

$(\gamma) \quad B_{i} L_{i} \subset L_{i}(i=0,1, \ldots)$.
Assuming for the moment that this has been done, we can take $\left.B\right|_{L_{i}}=B_{i}$ and extend by linearity to obtain an endomorphism of $L$, which satisfies (a), (b), and (c).

The construction is by induction. Put $B_{0}=A$. Next, let $l \in L_{1}$. Consider the 1 -form $\left\{A \delta_{i} l\right\}_{i=1}^{k}$. Since $A \delta_{i} l \in L_{0}$, this 1 -form is trivially $\partial$-closed by (i), so there exists $l^{\prime} \in L$ such that $\partial_{i} l^{\prime}=A \delta_{i} l \quad(i=1, \ldots, k)$. Properties (i) and (ii) imply that any such $l^{\prime}$ is in $L_{0} \oplus L_{1}$. By (i), we may take $l^{\prime}$ in $L_{1}$ and it is then uniquely determined as a consequence of (ii). We can thus define $B_{1} l$ to be the unique element in $L_{1}$ satisfying $\partial_{i} B_{1} l=A \delta_{i} l \quad(i=1, \ldots, k)$. The uniqueness makes it clear that $B_{1}: L_{1} \mapsto L_{1}$ is linear. For the induction step, assume that $B_{0}, \ldots, B_{d}(d \geq 1)$ have been constructed and satisfy $(\alpha),(\beta)$, and $(\gamma)$ (for $i=0, \ldots, d$ ). Let $l \in L_{d+1}$ and consider the 1 -form $\left\{B_{d} \delta_{i} l\right\}_{i=1}^{k}$. Since the $\delta_{i}$ commute, we have, using the induction hypothesis

$$
\partial_{j} B_{d} \delta_{i} l=B_{d-1} \delta_{j} \delta_{i} l=B_{d-1} \delta_{i} \delta_{j} l=\partial_{i} B_{d} \delta_{j} l
$$

Hence the form is $\partial$-closed and there exists $l^{\prime} \in L$ such that $\partial_{i} l^{\prime}=B_{d} \delta_{i} l$ $(i=1, \ldots, k)$. The same argument as above shows that we can determine $l^{\prime}$ uniquely by requiring it to be in $L_{d+1}$. Again, the map $B_{d+1}: L_{d+1} \mapsto L_{d+1}$, defined by $B_{d+1} l=l^{\prime}$ is linear and by construction we have $\partial_{i} B_{d+1} l=\partial_{i} l^{\prime}=$ $B_{d} \delta_{i} l(i=1, \ldots, k)$. This completes the induction step.

Uniqueness. Let $B^{\prime}$ be any other operator in $L$ satisfying (a), (b), and (c) in the Theorem. Put $B_{d}^{\prime}=\left.B^{\prime}\right|_{L_{d}}$. We prove by induction that $B_{d}^{\prime}=B_{d}$ $(d=0,1, \ldots)$. For $d=0$, this is just (a). Assuming $B_{i}^{\prime}=B_{i} \quad(i=0, \ldots, d)$, we have for $l \in L_{d+1}$ arbitrary

$$
\partial_{j}\left(B_{d+1}-B_{d+1}^{\prime}\right) l=\left(B_{d}-B_{d}^{\prime}\right) \delta_{j} l=0 \quad(j=1, \ldots, k)
$$

so $\left(B_{d+1}-B_{d+1}^{\prime}\right) l \in L_{0}$ by (ii). But then $\left(B_{d+1}-B_{d+1}^{\prime}\right) l \in L_{0} \cap L_{d+1}$ by (c), which is the zero subspace since $d+1 \geq 1$.

We now prove the last statement of the theorem. Put $L^{d}=\bigoplus_{i=0}^{d} L_{i} \quad(d=$ $0,1, \ldots)$. We prove, again by induction, that $B$ is injective on $L^{d}$. For $d=0$, this is the injectivity of $A$. Assuming the statement for $i=0, \ldots, d$, let $l \in L^{d+1}$ and suppose $B l=0$. Then, by (b), $B \delta_{j} l=0 \quad(j=1, \ldots, k)$. Since $\delta_{j} l \in L^{d}, \delta_{j} l=0(j=1, \ldots, k)$ by the induction hypothesis. So, by the assumption on the simultaneous kernel of the $\delta_{j}, l$ is in $L_{0}$. But then $A l=B l=0$, so $l=0$.

Corollary 2.2. Let $L$ and the $L_{i}$ be as above and suppose in addition that $\operatorname{dim}\left(L_{i}\right)<\infty \quad(i=1,2, \ldots)$. Suppose that $\left\{\partial_{j}\right\}_{j=1}^{k}$ are linear operators such that:
(i) $\partial_{j} L_{i} \subset L_{i-1}(j=1, \ldots, k ; i=0,1, \ldots) ;$
(ii) $\cap_{j=1}^{k} \operatorname{Ker}\left(\partial_{j}\right)=L_{0}$;
(iii) every $\partial$-closed 1 -form is $\partial$-exact;
(iv) the $\partial_{j}$ commute.

Suppose $\left\{\delta_{j}\right\}_{j=1}^{k}$ are linear operators in $L$ such that
(i') $\delta_{j} L_{i} \subset L_{i-1}(j=1, \ldots, k ; i=0,1, \ldots)$;
(ii') $\bigcap_{j=1}^{k} \operatorname{Ker}\left(\delta_{j}\right)=L_{0}$.
(a) The $\delta_{j}$ commute.
(b) Every $\delta$-closed 1 -form is $\delta$-exact.
(c) There exists an automorphism $A$ of $L_{0}$ that extends to an automorphism $B$ of $L$ such that $\partial_{j} B=B \delta_{j}(j=1, \ldots, k)$.
(d) Every automorphism $A$ of $L_{0}$ uniquely extends to an automorphism $B$ of $L$ such that $\partial_{j} B=B \delta_{j}(j=1, \ldots, k)$ and $B L_{i}=L_{i}(i=0,1, \ldots)$.
Proof. $(\mathrm{a}) \Rightarrow(\mathrm{d})$ : Theorem 2.1 applies. Since $B$ is injective on the $L_{i}$, it is an automorphism by the finite dimensions of the $L_{i}$. The implications (d) $\Rightarrow$ (c) and (c) $\Rightarrow$ (a) are obvious.
(b) $\Rightarrow$ (d) : Apply Theorem 2.1 with the roles of the $\partial_{j}$ and $\delta_{j}$ interchanged. Again the finite dimensions of the $L_{i}$ ensure that $B$ is an automorphism.
(c) $\Rightarrow$ (b): This follows from (iii).

## 3. The perturbed de Rham complex

We consider the differential forms on $\mathfrak{a}$ with polynomial coefficients, on which we introduce a tentative boundary operator $d(k)$ (based on the Dunkl operators). A calculation and subsequent appeal to the results of the previous section will enable us to conclude that the Dunkl operators commute; it is then immediate that $d(k)$ is a boundary operator. We conclude with an alternative characterization of singular polynomials.

For $l=0,1, \ldots$, let $K^{l}=\mathscr{P} \otimes_{\mathbf{C}} \wedge_{l} \mathfrak{a}^{*}$ (this $K^{l}$ has no relation to the space $K$ of multiplicity functions) and put $K^{\bullet}=\bigoplus_{l=0}^{N} K^{l}$. Let $\left\{e_{1}, \ldots, e_{N}\right\}$ be an orthonormal basis for $\mathfrak{a}$. We will denote a typical generator of $K^{l}$ by $p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}$, where $p \in \mathscr{P}$ is a polynomial. An element $g \in G$ acts on $K^{l}$ as follows:

$$
(g \otimes g) \cdot\left(p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}\right)=(g \cdot p) \otimes d\left(g \cdot e_{i_{1}}^{*}\right) \wedge \cdots \wedge d\left(g \cdot e_{i_{l}}^{*}\right)
$$

We introduce operators $d(k): K^{l} \mapsto K^{l+1}$ by the action on generators:

$$
d(k)\left(p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{i}}^{*}\right)=\sum_{j=1}^{N}\left(T_{e_{j}}(k) p\right) \otimes d e_{j}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{i}}^{*}
$$

Lemma 3.1. $d(k)$ commutes with the G-action.
Proof. The well-known fact that $d(0)$ commutes with the action of $G L(\mathfrak{a})$ follows from an easy computation which is based on the linearity of the map $\xi \mapsto \partial_{\xi}$ and on the $G L(a)$-equivariance of the ordinary directional derivatives. Hence, the same computation applies for $d(k)$ and $G$, using the $G$ equivariance of the $T_{\xi}(k)$.

We recall the definition of the Koszul-operator $\partial: K^{l} \mapsto K^{l-1}$ :
$\partial\left(p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}\right)=\sum_{r=1}^{l}(-1)^{r+1} e_{i_{r}}^{*} p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}$.
Proposition 3.2. On $K^{l}$, we have

Proof. Let $\omega=p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \in K^{l}$. We calculate as follows: $(\partial d(k)+d(k) \partial) \omega$

$$
\begin{aligned}
= & \partial\left(\sum_{j=1}^{N} T_{e_{j}}(k) p \otimes d e_{j}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}\right) \\
& +d(k)\left(\sum_{r=1}^{l}(-1)^{r+1} e_{i_{r}}^{*} p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}\right) \\
= & \sum_{j=1}^{N} e_{j}^{*} T_{e_{j}}(k) p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
& +\sum_{j=1}^{N} \sum_{r=1}^{l}(-1)^{r} e_{i_{r}}^{*} T_{e_{j}}(k) p \otimes d e_{j}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
& +\sum_{j=1}^{N} \sum_{r=1}^{l}(-1)^{r+1} T_{e_{j}}(k)\left(e_{i_{r}}^{*} p\right) \otimes d e_{j}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}
\end{aligned}
$$

An easy calculation shows that

$$
\begin{equation*}
\left[T_{e_{j}}(k), e_{i}^{*}\right]=\delta_{i j}+\sum_{\alpha \in R_{+}} k_{\alpha}\left(\alpha, e_{i}\right)\left(\alpha, e_{j}\right) r_{\alpha} \tag{3.1}
\end{equation*}
$$

so

$$
\begin{aligned}
(\partial d(k)+d(k) \partial) \omega= & \sum_{j=1}^{N} e_{j}^{*} T_{e_{j}}(k) p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
& +\sum_{j=1}^{N} \sum_{r=1}^{l}(-1)^{r+1}\left(\delta_{j i_{r}}+\sum_{\alpha \in R_{+}} k_{\alpha}\left(\alpha, e_{i_{r}}\right)\left(\alpha, e_{j}\right) r_{\alpha}\right) p \\
& \otimes d e_{j}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
= & \sum_{j=1}^{N} e_{j}^{*} T_{e_{j}}(k) p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
& +\sum_{r=1}^{l}(-1)^{r+1} p \otimes d e_{i_{r}}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
& +\sum_{\alpha \in R_{+}} k_{\alpha} \sum_{j=1}^{N} \sum_{r=1}^{l}(-1)^{r+1}\left(\alpha, e_{i_{r}}\right)\left(\alpha, e_{j}\right)\left(r_{\alpha} p\right) \\
= & \sum_{j=1}^{N} e_{j}^{*} T_{e_{j}}(k) p \otimes d e_{j}^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge \cdots e_{i_{1}}^{*} \wedge \wedge d e_{i_{l}}^{*}+l l_{i_{r-1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*} \\
& +\sum_{\alpha \in R_{+}} k_{\alpha} \sum_{r=1}^{l}(-1)^{r+1}\left(\alpha, e_{i_{r}}\right)\left(r_{\alpha} p\right)
\end{aligned}
$$



Now note that

$$
\begin{aligned}
\left(r_{\alpha} \otimes\right. & \left.r_{\alpha}\right)\left(p \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}\right) \\
& =\left(r_{\alpha} p\right) \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}+\sum_{r=1}^{l}(-1)^{r}\left(\alpha, e_{i_{r}}\right)\left(r_{\alpha} p\right) \\
& \otimes d \alpha^{*} \wedge d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{r-1}}^{*} \wedge d e_{i_{r+1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}
\end{aligned}
$$

Thus, if we invoke (1.2), we see that
$(\partial d(k)+d(k) \partial) \omega=\sum_{j=1}^{N}\left(e_{j}^{*} \partial_{e_{j}} p\right) \otimes d e_{i_{1}}^{*} \wedge \cdots \wedge d e_{i_{l}}^{*}+l \omega+\sum_{\alpha \in R_{+}} k_{\alpha}\left(1 \otimes 1-r_{\alpha} \otimes r_{\alpha}\right) \omega$.

For $m=0,1, \ldots$, let $\mathscr{P}_{m}$ denote the homogeneous polynomials of degree $m$, and put $K_{m}^{l}=\mathscr{P}_{m} \otimes_{\mathbf{C}} \wedge_{l} \mathfrak{a}^{*}$. The $K_{m}^{l}$ are invariant under the $G$-action, so there is a further splitting $K_{m}^{l}=\bigoplus_{\tau \in \widehat{G}} K_{m, \tau}^{l}$, where $K_{m, \tau}^{l}$ is the $\tau$-isotypical component in $K_{m}^{l}$. If $\omega \in L_{m, \tau}^{l}$, then $(\partial d(k)+d(k) \partial) \omega=\left(l+m+\lambda_{\tau}(k)\right) \omega$. It follows from Corollary 2.2 in [D3] that $\operatorname{Re}\left(\lambda_{\tau}(k)\right) \geq 0$ if $\operatorname{Re}(k) \geq 0$. Note that $K^{\bullet}$ is a direct sum of finite-dimensional subcomplexes $K^{\bullet}(n)=\bigoplus_{l+m=n} K_{m}^{l}$.

Corollary 3.3. Suppose that $\operatorname{Re}(k) \geq 0, \omega \in K^{l}(l \geq 1)$ and $d(k) \omega=0$. Then $\omega \in d(k) K^{l-1}$.
Proof. By Lemma 3.1 and homogeneity, the statement reduces to the case that $\omega \in K_{m, \tau}^{l}$. But for such $\omega$ the Corollary is obvious from the above remarks.

Corollary 3.4. We have

$$
T_{\xi}(k) T_{\eta}(k)=T_{\eta}(k) T_{\xi}(k) \quad(\xi, \eta \in \mathfrak{a}, k \in K)
$$

in End $_{C}(\mathscr{P})$.
Proof. By linearity, it is sufficient to prove this for $\xi=e_{i}$ and $\eta=e_{j}$. Furthermore, as a consequence of the polynomial dependence on $k$, we may assume that $\operatorname{Re}(k) \geq 0$. In the notation of Corollary 2.2 , take $L_{i}=\mathscr{P}_{i}, \partial_{j}=T_{e_{j}}(0)$ and $\delta_{j}=T_{e_{j}}(k)$; the conditions (i) to (iv), (i') and (ii') are then satisfied. We verify (b) in Corollary 2.2. To this end, let $\left\{p_{j}\right\}_{j=1}^{N}$ be a closed 1 -form (in the terminology of Corollary 2.2). Consider $\omega=\sum_{j=1}^{N} p_{j} \otimes d e_{j}^{*} \in K^{1}$; then $d(k) \omega=0$. By Corollary 3.3, $\omega$ is exact and we conclude (a) in Corollary 2.2.

As a consequence of Corollary 3.4 we see that $d(k)$ is a boundary operator on $K^{\bullet}$ (this statement is in fact equivalent to Corollary 3.4); hence we may form the cohomology groups $H^{i}\left(K^{\bullet}, d(k)\right)$ of the complex $\left(K^{\bullet}, d(k)\right)$.
Corollary 3.5. The following are equivalent:

1. $k \in K^{\mathrm{reg}}$.
2. There exists a linear isomorphism $V(k)$ of $\mathscr{P}$, homogeneous of degree 0 , such that $\left.V(k)\right|_{\mathscr{P}_{0}}=$ id and $T_{\xi}(k) V(k)=V(k) \partial_{\xi} \quad \forall \xi \in \mathfrak{a}$.
3. There exists an endomorphism $V(k)$ of $\mathscr{P}$, homogeneous of degree 0 ,


If $V(k)$ exists, it is uniquely determined by the four properties in 2.
Proof. $1 \Rightarrow 2$. Combine Corollary 3.4 and Corollary 2.2.
$2 \Rightarrow 3$. This is trivial.
$3 \Rightarrow 2$. Using the intertwining property, it is easily seen by induction with respect to the homogeneous degree that $V(k)$ is necessarily injective.
$2 \Rightarrow 1$. This is trivial.
The uniqueness statement is part of Corollary 2.2(d).
Corollary 3.6. The following are equivalent:

1. $H^{i}\left(K^{\bullet}, d(k)\right)=0 \quad \forall i>0$.
2. $\operatorname{dim}_{\mathbf{C}} H^{0}\left(K^{\bullet}, d(k)\right)=1$.
3. $k \in K^{\mathrm{reg}}$.

Proof. This is a consequence of Corollary 3.5 , except for the implication $1 \Rightarrow 2$. But this follows from the fact that the Euler characteristic of $K^{\bullet}(n)$ is zero if $n>0$.

In the case where $k_{\alpha}=k \in \mathbf{C}(\forall \alpha \in R)$ we can give an alternative description for the singular polynomials:

Theorem 3.7. Let $p \in \mathscr{P}_{n, \tau}$ (the $\tau$-isotypical component of $\mathscr{P}_{n}$ ). Then the following are equivalent:

1. $(\exists k \in \mathbf{C}$ such that $d(k) p=0) \vee(\tau=1)$.
2. $\exists k_{1}, k_{2} \in \mathbf{C}, k_{1} \neq k_{2}$ such that $d\left(k_{1}\right) d\left(k_{2}\right) p=0$.
3. $\forall k_{1}, k_{2} \in \mathbf{C}$ we have $d\left(k_{1}\right) d\left(k_{2}\right) p=0$.

Proof. $1 \Rightarrow 3$. By continuity, it is sufficient to prove this for $k_{1} \neq k$. Then there exists $\alpha \in \mathbf{C}$ such that $k_{2}=\alpha k_{1}+(1-\alpha) k$. Now the result follows from the observation that $d\left(k_{2}\right)=\alpha d\left(k_{1}\right)+(1-\alpha) d(k)$ and the fact that $d^{2}\left(k_{1}\right)=0$ (see Corollary 3.4). If $\tau=1$, then $d\left(k_{2}\right) p=d\left(k_{1}\right) p$.
$3 \Rightarrow 2$. This is trivial.
$2 \Rightarrow 1$. If $d\left(k_{1}\right) d\left(k_{2}\right) p=0$, then $\partial d\left(k_{1}\right) d\left(k_{2}\right) p=0$. Since $\partial p=0$ we have, using Proposition 3.1 and 3.2,

$$
\begin{aligned}
& \left(\partial d\left(k_{1}\right)+d\left(k_{1}\right) \partial\right) d\left(k_{2}\right) p=d\left(k_{1}\right)\left(\partial d\left(k_{2}\right)+d\left(k_{2}\right) \partial\right) p \\
& \quad \Rightarrow\left(\left(m+k_{1} \lambda_{\tau}\right) d\left(k_{2}\right)-\left(m+k_{2} \lambda_{\tau}\right) d\left(k_{1}\right)\right) p=0 \\
& \quad \Rightarrow \tau=1 \vee\left(\tau \neq 1 \wedge d\left(\frac{k_{2}\left(m+k_{1} \lambda_{\tau}\right)-k_{1}\left(m+k_{2} \lambda_{\tau}\right)}{\lambda_{\tau}\left(k_{1}-k_{2}\right)}\right) p=0\right) \\
& \quad \Rightarrow \tau=1 \vee\left(\tau \neq 1 \wedge d\left(-\frac{m}{\lambda_{\tau}}\right) p=0\right) .
\end{aligned}
$$

Corollary 3.8. Let $\left\{e_{1}, \ldots, e_{N}\right\}$ be a basis for a. Put

$$
\Delta_{i}=\sum_{\alpha \in R_{+}}\left(\alpha, e_{i}\right) \frac{1-r_{\alpha}}{\alpha^{*}} \quad(i=1, \ldots, N)
$$

Then

$$
\begin{aligned}
\{p \in & \left.\mathscr{P}_{+} \mid\left(\partial_{i} \Delta_{j}-\partial_{j} \Delta_{i}\right) p=0 \forall i, j\right\} \\
& =\left\{p \in \mathscr{P}_{+} \mid\left(\Delta_{i} \partial_{j}-\Delta_{j} \partial_{i}\right) p=0 \forall i, j\right\} \\
& =\operatorname{Span}\left(\left\{p \in \mathscr{P}_{+} \mid \exists k \in \mathbf{C} \text { s.t. } T_{\xi}(k) p=0 \forall \xi \in \mathfrak{a}\right\} \cup I_{+}\right)
\end{aligned}
$$


where $I_{+}$denotes the invariant polynomials with zero constant term.
Proof. This follows from Theorem 3.7 if one notes that $\Delta_{i}=T_{e_{i}}(1)-T_{e_{i}}(0)$.

## 4. The singular set

In this section we determine the singular set. A bilinear form on $\mathscr{P}$ (introduced in [D4]), together with the work of Heckman [H] on shift operators, will enable us to reduce the question to the determination of the zero locus of a certain polynomial. This zero locus already occurred in the work of Opdam [O] as the poles of the generalized Bessel function. The results in [loc. cit], combined with the explicit form of a certain Poincaré polynomial (introduced and determined by Macdonald), turn out to be sufficient to determine the aforementioned polynomial explicitly in all cases.

As a consequence of the commutativity of the $T_{\xi}(k)$ for fixed $k$, there exists an algebra homomorphism from $\mathscr{P}$ to $\operatorname{End}_{\mathbf{C}}(\mathscr{P})$ which sends $\xi^{*}$ to $T_{\xi}(k)$ and 1 to the identity. If $p \in \mathscr{P}$, we will denote the corresponding operator by $p(T(k))$. We can thus make the following definition:

$$
(p, q)_{k}=(p(T(k)) q)(0)(p, q \in \mathscr{P}) .
$$

Let us collect some basic properties in the following lemma.
Lemma 4.1. $1 .(\cdot, \cdot)_{k}$ is symmetric.
2. $\left(\xi^{*} p, q\right)_{k}=\left(p, T_{\xi}(k) q\right)_{k} \quad(\xi \in \mathfrak{a}, p, q \in \mathscr{P})$.
3. $\left(T_{\xi}(k) p, q\right)_{k}=\left(p, \xi^{*} q\right)_{k} \quad(\xi \in \mathfrak{a}, p, q \in \mathscr{P})$.
4. $(g \cdot p, g \cdot q)_{k}=(p, q)_{k}(g \in G, p, q \in \mathscr{P})$.
5. $\left(\mathscr{P}_{r, \tau}, \mathscr{P}_{s, \sigma}\right)_{k}=0$ if $r \neq s$ or $\tau \neq \sigma$.

Proof. 1. This was proved in [D4].
2. Obvious from the definition.
3. This follows from part 1 and 2.
4. This is a consequence of (1.1).
5. It is obvious that homogeneous polynomials of different degree are orthogonal. The statement concerning the $G$-type follows from 4 and the fact that the characters of the representations of $G$ take the same value on $g$ and $g^{-1}$ for all $g \in G$. This is a consequence of a result of Springer [S], stating that any $g \in G$ can be written as $g=\theta_{1} \theta_{2}$ with $\theta_{1}^{2}=\theta_{2}^{2}=1$, which shows that $g$ and $g^{-1}$ are in the same conjugacy class.

The form $(\cdot, \cdot)_{k}$ can be degenerate. We therefore define

$$
\operatorname{Rad}(k)=\left\{p \in \mathscr{P} \mid(p, q)_{k}=0 \forall q \in \mathscr{P}\right\} .
$$

Remark 4.2. It follows from Lemma 4.1 that $\operatorname{Rad}(k)$ is a graded ideal in $\mathscr{P}$ which is invariant under the $T_{\xi}(k)$ and the $G$-action. If $p \in \operatorname{Rad}(k)$, then $\Pi_{g \in G} g \cdot p \in \operatorname{Rad}(k)$; thus, if $\operatorname{Rad}(k) \neq 0, \operatorname{Rad}(k)$ contains a nonzero $G$ invariant and hence all $G$-types. Note that the only constant in $\operatorname{Rad}(k)$ is 0.

Proposition 4.3. The following are equivalent:

1. $k \in K^{\mathrm{reg}}$.


Proof. $1 \Rightarrow 2$. If $\operatorname{Rad}(k) \neq 0$, take any nonzero homogeneous $p \in \operatorname{Rad}(k)$ of minimal degree. By the properties of $\operatorname{Rad}(k)$ and the choice of $p, p$ must be annihilated by the $T_{\xi}(k)$, which is a contradiction.
$2 \Rightarrow 1$. This is obvious.
As it turns out, $K^{\text {sing }}$ is invariant under translations over negative integers. An important ingredient for our proof of this fact is the following theorem of Heckman [H]. Let $\mathscr{P}^{G}$ denote the $G$-invariant polynomials, and let $\pi=$ $\prod_{\alpha \in R_{+}} \alpha^{*}$ be the fundamental alternating polynomial. The multiplicity function that is constant with value 1 will be denoted by $1_{R}$.
Theorem 4.4. For all $p, q \in \mathscr{P}^{G}$ we have

$$
p(T(k))(\pi q)=\pi p\left(T\left(k+1_{R}\right)\right)_{q} .
$$

Corollary 4.5. Let $p, q \in \mathscr{P}^{G}$. Then $(\pi p, \pi q)_{k}=(\pi, \pi)_{k}(p, q)_{k+1_{R}}$.
Proof. We may assume that $p$ and $q$ are homogeneous and of equal degree. Then

$$
\begin{aligned}
(\pi p, \pi q)_{k} & =(\pi, p(T(k)) \pi q)_{k}=\left(\pi, \pi p\left(T\left(k+1_{R}\right)\right) q\right)_{k} \\
& =\left(\pi(T(k)) \pi, p\left(T\left(k+1_{R}\right)\right) q\right)_{k} .
\end{aligned}
$$

Now both arguments in the right-hand side are constants, so the pairing is just the product of these constants.

Corollary 4.6. If $k+1_{R} \in K^{\text {sing }}$, then $k \in K^{\text {sing }}$.
Proof. If $k+1_{R} \in K^{\text {sing }}$, then $\operatorname{Rad}\left(k+1_{R}\right) \neq 0$ by Proposition 4.3. By Remark 4.2, we see that $\operatorname{Rad}\left(k+1_{R}\right)$ contains an invariant nonzero $q$, homogeneous of some degree $n$. From Corollary 4.5 , we infer that $(\pi p, \pi q)_{k}=0$ for all $p \in \mathscr{P}^{G}$, homogeneous of degree $n$. But then $\pi q$ is orthogonal to the isotypical component (in degree $n+\left|R_{+}\right|$) corresponding to the determinant representation of $G$. Thus, as a consequence of Lemma 4.1.5, $\pi q \in \operatorname{Rad}(k)$ and $k \in K^{\text {sing }}$.

Lemma 4.7. Let $k \in K^{\text {sing }}$ and put $n_{0}=\max _{n \in N}\left\{n \mid k+n \cdot 1_{R} \in K^{\text {sing }}\right\}$. Then $(\pi, \pi)_{k+n_{0} \cdot 1_{R}}=0$.
Proof. Recall that $k \in K^{\text {reg }}$ as soon as $\operatorname{Re}(k) \geq 0$, so $n_{0}$ is finite. Since $k+n_{0} \cdot 1_{R} \in K^{\text {sing }}$, we see by Remark 4.2 that there exists a nonzero $q \in \mathscr{P}^{G}$ such that $(\pi p, \pi q)_{k+n_{0} \cdot 1_{R}}=0$ for all $p \in \mathscr{P}^{G}$. Thus, by Corollary 4.5 we have $(\pi, \pi)_{k+n_{0} \cdot 1_{R}}(p, q)_{k+\left(n_{0}+1\right) \cdot 1_{R}}=0$ for all $p \in \mathscr{P}^{G}$. Now $(p, q)_{k+\left(n_{0}+1\right) \cdot 1_{R}}$ cannot be zero for all $p \in \mathscr{P}^{G}$. For, if this were the case, then

$$
q \in \operatorname{Rad}\left(k+\left(n_{0}+1\right) \cdot 1_{R}\right)
$$

by Lemma 4.1 .5 and consequently $k+\left(n_{0}+1\right) \cdot 1_{R} \in K^{\text {sing }}$ by Proposition 4.3, contradicting the definition of $n_{0}$. Thus $(\pi, \pi)_{k+n_{0} \cdot 1_{R}}=0$.

Theorem 4.8. Let $K^{0}=\left\{k \in K \mid(\pi, \pi)_{k}=0\right\}$. Then $K^{\text {sing }}=\bigcup_{n=0}^{\infty}\left\{K^{0}-n \cdot 1_{R}\right\}$. Proof. From Lemma 4.7 we have " $\subset$ ". For the reverse inclusion, note that if $(\pi, \pi)_{k}=0$, then $\pi \in \operatorname{Rad}(k)$ (for reasons of $G$-type) so $k \in K^{\text {sing }}$. Thus " $\supset$ " is a consequence of Corollary 4.6.

The sets $K^{\text {sing }}$ and $K^{0}$ already occurred in [ $O$ ], where they were denoted by

[loc. cit, $\S 9$ ] show "by inspection" that $K^{\text {sing }}$ is the pole set of the generalized Bessel function. There is also a more direct way to see that this must be the case. To this end, fix $k \in K$ and consider the problem of finding a family of $G$-invariant formal power series $\left\{J_{G}(\lambda, k, \xi) \mid \lambda \in a_{C}\right\}$ in $\xi$ such that

$$
\left\{\begin{align*}
p(T(k)) J_{G}(\lambda, k, \cdot) & =p(\lambda) J_{G}(\lambda, k, \cdot) & & \left(\forall \lambda \in \mathfrak{a}_{\mathbf{C}}, \forall p \in \mathscr{P}^{G}\right),  \tag{4.1}\\
J_{G}(\lambda, k, 0) & =1 & & \left(\forall \lambda \in \mathfrak{a}_{\mathbf{C}}\right) .
\end{align*}\right.
$$

Evaluating at zero, a solution of (4.1) apparently has the following reproducing property:

$$
\left(J_{G}(\lambda, k, \cdot), p\right)_{k}=p(\lambda) \quad\left(\forall \lambda \in \mathfrak{a}_{\mathrm{C}}, \forall p \in \mathscr{P}^{G}\right) .
$$

From this one sees that one must have $k \in K^{\mathrm{reg}}$ and that $J_{G}(\lambda, k, \cdot)$ is then uniquely determined for all $\lambda$, hence equal to $V(k) \frac{1}{|G|} \sum_{g \in G} \exp (g \lambda, \cdot)$. On the other hand, if $k \in K^{\mathrm{reg}}$ then $V(k) \frac{1}{|G|} \sum_{g \in G} \exp (g \lambda, \cdot)$ satisfies (4.1). Hence (4.1) has a formal solution if and only if $k \in K^{\mathrm{reg}}$ and this solution is then equal to $V(k) \frac{1}{|G|} \sum_{g \in G} \exp (g \lambda, \cdot)$. This family of formal power series is in fact meromorphic on $\mathfrak{a}_{\mathbf{C}} \times K \times \mathfrak{a}_{\mathrm{C}}$; the poles occur exactly when the restriction of $V(k)$ to the $G$-invariants has a pole, i.e., in $K^{\text {sing }}$. But (4.1) is just the defining equation for the generalized Bessel function, so $K^{\text {sing }}$ and the pole set of the generalized Bessel function coincide as claimed.

In view of Theorem 4.8, all that remains to be done is the determination of $K^{0}$. If $R$ is reducible, then one sees easily that $(\pi, \pi)_{k}$ factors as the product of the corresponding polynomials for the irreducible components of $R$. Hence we may assume that $R$ is irreducible, implying that $K$ is at most two-dimensional.

We recall some definitions and results from [ O ].
Let $B \in \mathbf{C}[K]$ be defined by $B(k)=(\pi, \pi)_{k}$ and introduce the polynomial $b$ in one variable by $b(s)=B\left(s 1_{R}\right)$. Then (see [loc. cit.]) $b$ has degree $\left|R_{+}\right|$. Let $R=\bigcup_{i=1}^{m} C_{i}$ be the decomposition of $R$ into minimal $G$-orbits. For $g \in G$, let $l_{i}(g)$ be the number of simple reflections $r_{\alpha}$ with $\alpha \in C_{i}$ that occur in a minimal expression for $g$ (this is well defined). For $k=\sum_{i=1}^{m} k_{i} 1_{C_{i}} \in K$, put $k^{!(g)}=\prod_{i=1}^{m} k_{i}^{l(g)}$, and let $P_{G}(k)=\sum_{g \in G} k^{l(g)}$ be the Poincaré polynomial of $G$. These polynomials were introduced and determined by Macdonald [M]. If one takes the $k_{i}$ all equal, they reduce to the Poincare polynomial of the coinvariant algebra of $G$. From the results in [ O ] we extract the following.
Theorem 4.9. 1. $K^{\text {sing }} \subset K^{P}$, where $K^{P}$ is the zero-locus of $k \mapsto P_{G}(\exp (2 \pi i k))$ and $\exp (2 \pi i k)$ is to be calculated componentwise.
2. $b(k)=|G| \prod_{i=1}^{n} \prod_{j=1}^{d_{i}-1}\left(d_{i} k+j\right)$, where the $d_{i}$ are the primitive degrees of $G$.

If $m=1$, Theorem 4.9.2 answers our question. So let us assume that $m=2$. It follows from Macdonald's list that $K^{P}$ consists of a countable union of lines. Since in particular $K^{0} \subset K^{P}$, the following lemma allows us to conclude that $B$ must be a product of these lines.
Lemma 4.10. Let $L$ be an algebraically closed uncountable field. Let $F \in$ $L[X, Y]$ be nonconstant and suppose that $V(F) \subset \bigcup_{i=1}^{\infty} V\left(F_{i}\right)$ where the $F_{i}$ are irreducible (here $V(P)$ denotes the algebraic set determined by $P$ ). Then $F$


Proof. We use results of $\S 1.6$ in [Fu]. First of all, we may assume that $F$ is irreducible. Since $V(F)=\bigcup_{i=1}^{\infty}\left(V(F) \cap V\left(F_{i}\right)\right)$ and $V(F)$ is uncountable, there is $F_{i_{0}}$ such that $V(F) \cap V\left(F_{i_{0}}\right)$ is infinite. Hence at least one of the irreducible components of $V(F) \cap V\left(F_{i_{0}}\right)$ is an irreducible curve $V(C)$. But then it is a well-known consequence of the Nullstellensatz that $F$ and $C$ must be multiples of each other. Since the same argument applies to $F_{i_{0}}$ and $C$, the proof is finished.

Thus $B$ splits as a product of linear factors, to be taken from the lines constituting $K^{P}$. Now inspection of Macdonald's list shows that each of these lines is of the form $p k_{1}+q k_{2}+r$ where $p$ and $q$ are both real (in fact integer) and nonnegative. This implies that $B$ factors as a product of exactly $R_{+}$(the degree of $b$ ) linear factors, each of which (by Theorem 4.9.2) intersects C. $1_{R}$ in $(-1,0)$.

Let us show how we can now determine $B$ for the dihedral groups $I_{2}(2 m)$ of order $4 m$. There are $2 m$ positive roots. From Macdonald's list we have $P_{G}\left(t_{1}, t_{2}\right)=\left(1+t_{1}\right)\left(1+t_{2}\right)\left(1-u^{m}\right) /(1-u)$ where $u=t_{1} t_{2}$. It is then easy to see that $K^{P}$ consists of three sets of lines:

1. $k_{1}=\frac{1}{2}+l(l \in \mathbf{Z})$.
2. $k_{2}=\frac{1}{2}+l(l \in \mathbf{Z})$.
3. $k_{1}+k_{2}=\frac{l}{m}(l \in \mathbf{Z}, m \nmid l)$.

By inspection, there are only $2 m$ lines that intersect $C .1_{R}$ in $(-1,0)$, namely $k_{1}+\frac{1}{2}, k+\frac{1}{2}$, and $k_{1}+k_{2}+\frac{j}{m}(j=1, \ldots, m-1, m+1, \ldots, 2 m-1)$. So $B$ is known up to a constant, which then follows from Theorem 4.9.2. This method also works for $B_{n}$ and $F_{4}$. We summarize the results in the following theorem.

Theorem 4.11. Let $R$ be irreducible. If there is only one $G$-orbit in $R$, then

$$
(\pi, \pi)_{k}=|G| \prod_{i=1}^{n} \prod_{j=1}^{d_{i}-1}\left(d_{i} k+j\right)
$$

where the $d_{i}$ are the primitive degrees of $G$. In the remaining cases $(\pi, \pi)_{k}$ is equal to
$B_{n}$ :

$$
2^{\frac{1}{2} n(n+1)} n!\left\{\prod_{j=0}^{n-1} \prod_{l=1}^{j+1}\left(2 j k_{1}+2 k_{2}+2 l-1\right)\right\} \cdot\left\{\prod_{j=1}^{n-1} \prod_{l=1}^{j}\left((j+1) k_{1}+l\right)\right\}
$$

where $k_{1}$ corresponds to the long root in the crystallographic root system.
$F_{4}$ :

$$
\begin{aligned}
2^{20} 3^{4} & \cdot \prod_{i=1,2}\left\{\left(2 k_{i}+1\right)\left(3 k_{i}+1\right)\left(3 k_{i}+2\right)\left(2 k_{i}+2 u+1\right)\right. \\
\cdot & \left.\cdot\left(2 k_{i}+2 u+3\right)\left(2 k_{i}+2 u+5\right)\right\} \\
& \cdot(2 u+1)^{2}(2 u+3)^{2}(4 u+1)(4 u+3)(4 u+5)(4 u+7) \\
& \cdot(6 u+1)(6 u+5)(6 u+7)(6 u+11)
\end{aligned}
$$

$I_{2}(2 m):$

$$
4 m^{2}\left(2 k_{1}+1\right)\left(2 k_{2}+1\right) \prod_{\substack{j=1 \\ j \neq m}}^{2 m-1}\left(m\left(k_{1}+k_{2}\right)+j\right)
$$

## 5. Singular polynomials: One-dimensional representations AND THE DIHEDRAL GROUPS

The singular set was determined in the previous section for arbitrary $G$. In general, the set of singular polynomials (as in the introduction) is still unknown. We can, however, determine the singular polynomials completely if $G$ is a dihedral group. For general $G$, we are able to give a description of the singular polynomials that transform according to a one-dimensional representation of $G$.

We recall the definition of the $k$-Laplacian:

$$
\Delta(k)=\sum_{i=1}^{N} T_{\xi_{i}}^{2}(k)
$$

where $\left\{\xi_{1}, \ldots, \xi_{N}\right\}$ is any orthonormal basis for $\mathfrak{a}$. If $f \in \mathscr{P}_{n}$ and $k \in K$, we say that $f$ has a $k$-Laplace decomposition if $f$ can be written as

$$
f=\sum_{j \geq 0}|x|^{2 j} f_{n-2 j}
$$

with $f_{n-2 j} \in \mathscr{P}_{n-2 j}$ and $\Delta(k) f_{n-2 j}=0$ for all $j$. We will investigate the values of $k$ sufficient for existence and uniqueness of decompositions of this kind. The result will be helpful in the dihedral case. Put $\gamma=\sum_{\alpha \in R_{+}} k_{\alpha}$. Suppose that $\tau \in \widehat{G}$ and that $\tau$ is realized on $V_{n} \subset \mathscr{P}_{n}$. Let $n_{0}=\min _{j \in \mathrm{~N}}\{n-2 j \mid \tau$ occurs in $\left.\mathscr{P}_{n-2 j}\right\}$. If $n=n_{0}$, then $\Delta(k) V_{n}=(0)$, and the decomposition is trivial (but unique).
Lemma 5.1. Each $f \in V_{n}$ has a unique $k$-Laplace decomposition if $-\left(\frac{N}{2}+\gamma\right) \neq$ $n_{0}, n_{0}+1, n_{0}+2, \ldots, n-2$.
Proof. By Theorem 1.11 in [D1], we have the decomposition

$$
f=\sum_{j \leq n / 2}|x|^{2 j} f_{n-2 j}
$$

valid for generic values of $k$, with

$$
\begin{aligned}
f_{n-2 j}= & \left(4^{j} j!\left(\frac{N}{2}+\gamma+n-2 j\right)_{j}\right)^{-1} \\
& \cdot \sum_{i \leq[n / 2]-j}\left(4^{i} i!\left(-\frac{N}{2}-\gamma-n+2 j+2\right)_{i}\right)^{-1}|x|^{2 i} \Delta(k)^{i+j} f
\end{aligned}
$$

and $\Delta(k) f_{n-2 j}=0$. The verification is based on the identity

$$
\sum_{\text {y apotab }}^{l} \frac{1}{j!(l-j)!(A-2 j)^{2}(-A+2+2 j+2)_{l-j} j}=0
$$

for $l=1,2, \ldots$. There are poles at $A=2,3, \ldots, 2 l$. The sum appears as the coefficient of $\Delta(k)^{l} f$, hence it must be valid for $n-2 l \geq n_{0}$, that is $l \leq \frac{\left(n-n_{0}\right)}{2}$. This occurs if $\frac{N}{2}+\gamma+n$ avoids $2,3,4, \ldots, n-n_{0}$, as claimed. (The effect of the forbidden values is to allow the situation $\Delta(k)\left(|x|^{2 j} f_{n-2 j}\right)=0$ and $\Delta(k) f_{n-2 j}=0$, resulting in "too many" harmonics of degree $n$.) $\square$

The one-dimensional representations. Suppose $G$ has two orbits $C_{1}$ and $C_{2}$ in $R$ and $k$ has the values $k_{1}$ and $k_{2}$, respectively. There is an alternating polynomial for each class, namely $p_{i}=\prod_{\alpha \in C_{i}, \alpha \in R_{+}} \alpha^{*}$. For $\alpha \in R$ we have $r_{\alpha} p_{i}=-p_{i}$ if $\alpha \in C_{i}$ and $r_{\alpha} p_{i}=p_{i}$ otherwise. The present discussion specializes easily to the case that $G$ has only one orbit in $R$.

Recall the definition of the $k$-gradient:

$$
\nabla(k) f=\nabla f+\sum_{\alpha \in R_{+}} k_{\alpha}\left(\frac{1-r_{\alpha}}{\alpha^{*}} f\right) \alpha
$$

Obviously, $f$ is singular if and only if $\nabla(k) f=0$ for some $k$.
Proposition 5.2. The singular polynomials of the isotypes of the nontrivial one dimensional representations of $G$ are $p_{1}^{2 n_{1}+1}$ (if $k_{1}=-n_{1}-\frac{1}{2}$ ), $p_{2}^{2 n_{2}+1}$ (if $k_{2}=-n_{2}-\frac{1}{2}$ ) and $p_{1}^{2 n_{1}+1} p_{2}^{2 n_{2}+1}$ (if $k_{1}=-n_{1}-\frac{1}{2}$ and $k_{2}=-n_{2}-\frac{1}{2}$ ) for arbitrary $n_{1}, n_{2}=0,1,2, \ldots$.
Proof. The general function of the same isotype as $p_{1} p_{2}$ is $p_{1} p_{2} g$ where $g$ is invariant. Then

$$
\nabla(k)\left(p_{1} p_{2} g\right)=p_{1} p_{2} \nabla g+p_{1} p_{2} g(1+2 k) \sum_{\substack{\alpha \in C_{1} \\ \alpha \in R_{+}}} \frac{\alpha}{\alpha^{*}}+p_{1} p_{2} g\left(1+2 k_{2}\right) \sum_{\substack{\alpha \in C_{2} \\ \alpha \in R_{+}}} \frac{\alpha}{\alpha^{*}}
$$

For $p_{1} p_{2} g$ to be singular, $g$ must satisfy

$$
\frac{\nabla g}{g}=-\left(1+2 k_{1}\right) \sum_{\substack{\alpha \in C_{1} \\ \alpha \in R_{+}}} \frac{\alpha}{\alpha^{*}}-\left(1+2 k_{2}\right) \sum_{\substack{\alpha \in C_{2} \\ \alpha \in R_{+}}} \frac{\alpha}{\alpha^{*}}
$$

Thus, $g$ is a scalar multiple of $\left|p_{1}\right|^{-\left(1+2 k_{1}\right)}\left|p_{2}\right|^{-\left(1+2 k_{2}\right)}$. For this to be an invariant polynomial we must have $-1-2 k_{1}=2 n_{1},-1-2 k_{2}=2 n_{2}$ for nonnegative integers $n_{1}, n_{2}$. The other cases $p_{1}^{2 n_{1}+1}, p_{2}^{2 n_{2}+1}$ are shown similarly.
The dihedral groups. The dihedral groups $I_{2}(m)$ act on $\mathbf{R}^{2} \simeq \mathbf{C}$. Let $\omega=$ $\exp (2 \pi i / m)$, then the group $G$ consists of the reflections $z \mapsto \bar{z} \omega^{j}$ and the rotations $z \mapsto z \omega^{j} \quad(0 \leq j \leq m-1, z \in \mathbf{C})$. $G$ has one conjugacy class of reflections when $m$ is odd, and two classes when $m$ is even. When $m$ is odd, we use $k$ to denote the value of the parameter and write $T(k), \bar{T}(k)$ for the operators of Definition 3.1 in [D2]. The singular polynomials $f$ are those for which $T(k) f=\bar{T}(k) f=0$. In [D2] we already determined the solutions of $\bar{T}(k) f=0$, for any $k$. Essentially we only have to apply the condition $T(k) f=0$.

The dihedral groups, odd case. Let $m$ be odd ( $m \geq 3$ ). $\operatorname{Span}\left(\left\{z^{l}, \bar{z}^{l}\right\}\right)$ and $\operatorname{Span}\left(\left\{z^{m-l}, \bar{z}^{m-l}\right\}\right)$ are of the same isotype for $1 \leq l \leq m-1$ (and

each $n=0,1,2, \ldots$, there is a unique (up to scalar multiplication) polynomial of isotype $l$, degree $n m+l$, in the kernel of $\bar{T}(k)$, namely $f_{n m+l}(z)=$ $z^{l} C_{n}^{(k, k+1)}\left(z^{m}\right)$ (see [D2, p. 181]). Here $C_{n}^{(\delta, z)}(z)$ is the Heisenberg polynomial defined by

$$
C_{n}^{(\delta, \varepsilon)}(z)=\sum_{j=0}^{n} \frac{(\delta)_{j}(\varepsilon)_{n-j}}{j!(n-j)!} \bar{z}^{j} z^{n-j} \quad(z \in \mathbf{C}),
$$

generated by

$$
(1-t \bar{z})^{-\delta}(1-t z)^{-\varepsilon}=\sum_{n=0}^{\infty} C_{n}^{(\delta, \varepsilon)}(z) t^{n} .
$$

The polynomial $C_{n}^{(\delta, \varepsilon)}$ is nonzero, unless $\delta=-n_{1}, \varepsilon=-n_{2}$ with $n_{1}, n_{2}=$ $0,1,2, \ldots$ and $n>n_{1}+n_{2}$. Now $T(k) f_{n m+l}(z)=(l+m n+m k) f_{n m+l-1}(z)$. Setting $k=-n-l / m$ gives the singular polynomial ( $k \notin \mathbf{Z}$, so $C_{n}^{(k, k+1)}\left(z^{m}\right)$ is not zero). The complex conjugate of $f_{n m+l}$ is the other basis element for the singular polynomials of degree $n m+l$. There are no other singular polynomials of this isotype and degree. They would be harmonic, since $\Delta(k)=4 T(k) \bar{T}(k)$, but by Lemma 5.1 there are only two linearly independent harmonic polynomials provided $-(1+m k)$ avoids $n_{0}, n_{0}+1, \ldots, n m+l-2$, and of course $-1-m k=-1+m n+l$.

By Lemma 5.1 the alternating polynomial $p(z)=z^{m}-\bar{z}^{m}$, gives rise to the singular polynomials $\left(z^{m}-\bar{z}^{m}\right)^{2 n+1}$ with $k=-\frac{1}{2}-n$.

This is the entire list of singular polynomials because the only other representation of $G$ is the trivial one.
The dihedral groups, even case. Let $m \geq 2$ be even and let $G=I_{2}(2 m)$. Put $\omega=\exp (\pi i / m)$. Associate the parameter values $k_{1}$ to the reflections $z \mapsto \bar{z} \omega^{2 j}$ and $k_{2}$ to $z \mapsto \bar{z} \omega^{2 j+1}(0 \leq j \leq m-1)$. We will write $\Delta\left(k_{1}, k_{2}\right), T\left(k_{1}, k_{2}\right)$ and $\bar{T}\left(k_{1}, k_{2}\right)$ for the operators. For each $l \in\{1,2, \ldots, m-1\}$ there is an isotype realized on $\operatorname{span}\left\{z^{l}, \bar{z}^{l}\right\}$ and on $\operatorname{span}\left\{z^{2 m-l}, \bar{z}^{2 m-l}\right\}$.

The polynomials of degree $s m+l(1 \leq l \leq m-1, s=0,1,2, \ldots)$ annihilated by $\bar{T}\left(k_{1}, k_{2}\right)$ are (see 3.19 in [D2]) $z^{\bar{l}} f_{s}\left(z^{m}\right)$ where

$$
\begin{aligned}
f_{2 n}\left(r e^{i \theta}\right)= & r^{2 n} P^{\left(k_{1}-\frac{1}{2}, k_{2}-\frac{1}{2}\right)}(\cos 2 \theta)+\left(\frac{i}{2}\right) r^{2 n}(\sin 2 \theta) P_{n-1}^{\left(k_{1}+\frac{1}{2}, k_{2}+\frac{1}{2}\right)}(\cos 2 \theta), \\
f_{2 n+1}\left(r e^{i \theta}\right)= & r^{2 n}\left(\left(n+k_{1}+\frac{1}{2}\right)(r \cos \theta) P_{n}^{\left(k_{1}-\frac{1}{2}, k_{2}+\frac{1}{2}\right)}(\cos 2 \theta)\right. \\
& \left.+i\left(n+k_{2}+\frac{1}{2}\right)(r \sin \theta) P_{n}^{\left(k_{1}+\frac{1}{2}, k_{2}-\frac{1}{2}\right)}(\cos 2 \theta)\right) \\
& (r \geq 0,0 \leq \theta<2 \pi, n=0,1,2, \ldots) .
\end{aligned}
$$

The Jacobi polynomial is

$$
P_{n}^{(\delta, \varepsilon)}(t)=\frac{(\delta+1)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n+\delta+\varepsilon+1 \\
\delta+1
\end{array} ; \frac{1-t}{2}\right) ;
$$

there are no poles (parameter values) and the polynomial is of degree $n$, provided ( $n+\delta+\varepsilon+1)_{n} \neq 0$. This condition applies in the present case. By the formula in [D2, p. 183] we have


Thus for $k_{1}+k_{2}=-s-l / m, z^{l} f_{s}\left(z^{m}\right)$ (and its complex conjugate) is a singular polynomial. The parameters $(\delta, \varepsilon)$ in the Jacobi polynomials in $f_{2 n}, f_{2 n+1}$ satisfy $n+\gamma+\delta+1=n+k_{1}+k_{2}+s$ with $s=0,1$ or 2 , and $k_{1}+k_{2} \notin \mathbf{Z}$.

There are no other singular (or harmonic) polynomials for these parameter values and this degree. By Lemma 5.1, $-\left(1+m\left(k_{1}+k_{2}\right)\right)$ must avoid $n_{0}, n_{0}+$ $1, \ldots, m s+l-2$ and $-\left(1+m\left(k_{1}+k_{2}\right)\right)=m s+l-1$. The singular polynomials of alternating isotype are $\left(z^{m}-\bar{z}^{m}\right)^{2 n_{1}+1},\left(z^{m}+\bar{z}^{m}\right)^{2 n_{2}+1}$ and the product of these two, with $k_{1}=-n_{1}-\frac{1}{2}$ for the first, $k_{2}=-n_{2}-\frac{1}{2}$ for the second and both conditions for the product. Lemma 5.1 does not apply in the product case. Here $-1-m\left(k_{1}+k_{2}\right)$ must avoid $2 m, 2 m+1, \ldots, 2 m\left(n_{1}+n_{2}+1\right)-2$ but here $k_{1}+k_{2}=-n_{1}-n_{2}-1$ and $m\left(n_{1}+n_{2}+1\right)$ appears in the list if $n_{1}+n_{2} \geq 2$. Again we have described all the singular polynomials.
6. Estimates for $\operatorname{dim}_{\mathbf{C}}\left(S_{m, \tau}\right)$ IF $k_{\alpha}=k \forall \alpha \in R$

Recall the following constructions from [D5]. Let $\mathfrak{h}=\mathfrak{a} \otimes_{\mathbf{R}} \mathbf{C}$. The form $(\cdot, \cdot)$ extends to a bilinear form on $\mathfrak{h}$, which will again be denoted by $(\cdot, \cdot)$. Any $\xi \in \mathfrak{h}$ gives rise, via this form, to $\xi^{*} \in \mathfrak{h}^{*}$ as in the Introduction. Put $\mathfrak{h}^{\text {reg }}=\left\{\xi \in \mathfrak{h} \mid \alpha^{*}(\xi) \neq 0 \forall \alpha \in R\right\}$. Let $\mathscr{O}\left(\mathfrak{h}^{\text {reg }}\right)$ denote the holomorphic functions on $\mathfrak{h}^{\text {reg }}$. Let $\tau \in \widehat{G}$, and let $V_{\tau}$ be the corresponding representation space of dimension $d_{\tau}$. Define the following connection $\nabla^{\tau}(k)$ on $\mathscr{O}\left(h^{\text {reg }}\right) \otimes V_{\tau}$ (the holomorphic sections in the trivial bundle $\mathfrak{h}^{\text {reg }} \times V_{\tau}$ ):

$$
\nabla_{\xi}^{\tau}(k)(f \otimes v)=\left(\partial_{\xi} f\right) \otimes v+k \sum_{a \in R_{+}}(\alpha, \xi)\left(\frac{f}{\alpha^{*}}\right) \otimes\left(1-\tau\left(r_{\alpha}\right)\right) v
$$

This connection is integrable and has regular singularities.
Let $\rho$ denote the natural representation of $G$ on $\mathscr{O}\left(\mathfrak{h}^{\text {reg }}\right)$ :

$$
(g \cdot f)(z)=f\left(g^{-1} z\right) \quad\left(g \in G, f \in \mathscr{O}\left(\mathfrak{h}^{\mathrm{reg}}\right), z \in \mathfrak{h}^{\mathrm{reg}}\right)
$$

Then $\nabla^{\tau}(k)$ is equivariant for $\rho \otimes \tau$ in the sense that

$$
\nabla_{\xi}^{\tau}(k)(\rho(g) f \otimes \tau(g) v)=(\rho(g) \otimes \tau(g))\left(\nabla_{g^{-1} \xi}^{\tau}(k)(f \otimes v)\right)
$$

Hence we can view $\nabla^{\tau}(k)$ as the inverse image of a connection $\overline{\nabla^{\tau}(k)}$ on $\overline{\mathscr{V}}_{\tau}=\mathscr{O}\left(G \backslash \mathfrak{h}^{\text {reg }}\right) \otimes_{\mathbf{C}} \bar{V}_{\tau}$, where $\bar{V}_{\tau}$ is the local system on $X=G \backslash \mathfrak{h}^{\text {reg }}$ defined by $\bar{V}_{\tau}=\mathfrak{h}^{\text {reg }} \times_{G} V_{\tau}$. The fundamental group of $X$ is the braid group of $G$ (see [B]). The monodromy representation of $\overline{\nabla_{\tau}(k)}$ factorizes through the Hecke algebra $H_{G}(q(k))$ where $q(k)=\exp (-2 \pi i k)$, and where we use the convention that the generators of $H_{G}(q)$ satisfy $\left(T_{i}-1\right)\left(T_{i}+q\right)=0$. The resulting representation of $H_{G}(q)$ is called $Y_{\tau}(k)$. From the construction it is clear that $Y_{\tau}$ is defined over the ring $\mathscr{E}$ of entire functions on $K \cong \mathbf{C}$. By deformation theoretical arguments it was shown in [D5] that $Y_{\tau}(k)$ is irreducible and principal when $\Psi_{t}\left(q^{-1}\right)=\frac{q^{\left|R_{+}\right|} P_{G}\left(q^{-1}\right)}{d_{r}\left(q^{-1}\right)} \neq 0$ (here $d_{\tau}$ is the generic degree of $\tau$ and $P_{G}$ is the Poincare polynomial of the coinvariant algebra of $G$ ). Hence loss of irreducibility of some $Y_{\tau}(k)$ can occur only if $P_{G}\left((q(k))^{-1}\right)=0$. Consequently, the zeros of $P_{G}\left(q^{-1}\right)$ correspond to nonsemisimple specializations of $H_{G}$ (see [GU, Y]). Also observe that the trivial representation is never principal

We will now apply results of the theory of algebras defined over local domains that are complete. Let $k_{0} \in K \cong \mathbf{C}$, and write $x=k-k_{0}$. Let $\mathscr{R}=\mathbf{C}\{x\}$. (It is important that $\mathscr{R}$ is a complete local principal ideal domain for these statements and this is the reason that we assume $\left.k_{\alpha}=k \forall \alpha\right)$. Let $\mathscr{K}=\mathbf{C}\{\{x\}\}=\left\{\sum_{k \geq N} c_{k} x^{k} \mid N \in \mathbf{Z}, c_{k} \in \mathbf{C}\right\}$ be its quotient field. Define $X_{\tau}=\mathbf{R} \otimes_{\varepsilon} Y_{\tau}$ and $A=\mathscr{R} \otimes_{\left[\left\{q, q^{-1}\right]\right.} H_{G}$. Finally put $\bar{X}_{\tau}=X_{\tau} /(x) \mathscr{R}$ (a module for $A /(x) \mathscr{R}=\bar{A}=H_{G}\left(q\left(k_{0}\right)\right)$ ), and $\left(X_{\tau}\right)_{\mathscr{H}}=X_{\tau} \otimes_{\mathscr{R}} \mathscr{K}$ (a module for $\left.A_{\mathscr{H}}=\mathscr{K} \otimes_{\mathscr{H}} A=\mathscr{K} \otimes_{\mathbf{C}\left[q, q^{-1}\right]} H_{G}\right)$. Clearly $\left\{\left(X_{\tau}\right)_{\mathscr{K}}\right\}_{\tau \in \widehat{G}}$ is a complete set of representatives for the irreducibles of $A_{\mathscr{K}}$. We are now in the situation as described on p. 67 in [ Fe ].
Definition 6.1. Let triv be the one-dimensional representation of $H_{C}(q)$ that is defined by sending the $T_{i}$ to 1 . The multiplicity of triv $\in(\bar{A})_{\text {irr }}$ in a decomposition series of $\bar{X}_{\tau}$ will be denoted by $\delta_{\tau}\left(q_{0}\right)$. The multiplicity of triv in $\bar{X}_{\tau}$ as a submodule (i.e., the multiplicity of triv in the socle of $\bar{X}_{\tau}$ ) will be denoted by $\Delta_{\tau}\left(k_{0}\right)$.

This definition makes sense because by $\left[\mathrm{Fe}\right.$, Theorem 17.7] the number $\delta_{\tau}\left(q_{0}\right)$ depends on $\tau$ and $q_{0}$ only. In fact, these decomposition numbers [Fe, p. 67] have a different interpretation in terms of representation theory of $A$ by virtue of a theorem of Brauer. In our situation we have a one-to-one correspondence between principal indecomposable modules of $A$ and $\bar{A}=H_{G}\left(q_{0}\right)$ (since $[\mathrm{Fe}$, Theorem 13.7] applies). Let $U$ denote the principal indecomposable module of $A$ that corresponds to triv $\in(A)_{\text {irr }}$ (hence $\bar{U}$ is principal indecomposable for $\bar{A}=H_{G}\left(q_{0}\right)$ and $\left.U / \operatorname{rad}(U)=\bar{U} / \operatorname{rad}(\bar{U})=\operatorname{triv}\right)$. We have
Theorem 6.2 (Brauer, see [Fe, Theorem 17.8]).

$$
U_{\mathscr{H}} \cong \bigoplus_{\tau \in \widehat{G}} \delta_{\tau}\left(q_{0}\right)\left(X_{\tau}\right)_{\mathscr{H}} .
$$

Corollary 6.3. If $k_{0}$ is such that $H_{G}\left(q_{0}\right)$ is not semisimple, then there exists at least one $\tau \in \widehat{G}, \tau \neq$ triv such that $\delta_{\tau}\left(q_{0}\right) \neq 0$.
Proof. Suppose that $\delta_{\tau}\left(q_{0}\right)=0$ if $\tau \neq$ triv. Clearly $\delta_{\text {triv }}\left(q_{0}\right)=1$ and by Theorem 6.2 we obtain that $U_{\mathscr{H}} \cong(\text { triv })_{\mathscr{H}}$. This implies that $U=t r i v$, and we thus conclude that triv is principal. This contradicts the results of Yamane in [Y].
Remarks 6.4. 1. $\quad \delta_{\tau}\left(q_{0}\right)=0$ if $\Psi_{\tau}\left(q_{0}^{-1}\right) \neq 0$, since Yamane proved that $\Psi_{\tau}\left(q_{0}^{-1}\right) \neq 0$ implies that $\bar{X}_{\tau}$ is principal and irreducible.
2. Of course $\Delta_{\tau}\left(k_{0}\right) \leq \delta_{\tau}\left(q_{0}\right)$ and $\Delta_{\tau}\left(k_{0}\right)=0$ if $k_{0}>0$.

Proposition 6.5. Assume $\tau \neq$ triv and $k_{0} \notin \frac{1}{2} \mathbf{N}$. Then $\operatorname{dim}_{\mathbf{C}} S_{\tau}\left(k_{0}\right)=d_{\tau} \Delta_{\tau}\left(k_{0}\right)$. Proof. Choose an explicit unitary matrix realization $M_{\tau}$ of $\tau$ on $\mathbf{C}^{d_{\tau}}$ (where $d_{\tau}$ is the dimension of the representation space of $\tau$ ), and let ( $\left.\overline{\mathscr{V}} \boldsymbol{\tau}, \overline{\nabla^{\tau}}\left(k_{0}\right)\right)$ be the associated connection as above. Let $F \subset S\left(k_{0}\right)$ be a copy of $\tau$ embedded in $S\left(k_{0}\right)$. There exists a 1-dimensional space of column vectors $\left(f_{1}, \ldots, f_{d_{r}}\right)^{t}\left(f_{i} \in\right.$ $F$ ) such that

and $T_{\xi}\left(k_{0}\right) f=0 \forall i$ implies $\nabla_{\xi}^{\tau}\left(k_{0}\right)\left(f_{1}, \ldots, f_{d_{\tau}}\right)^{t}=0$. Hence $\sigma=\left(f_{1}, \ldots, f_{d_{\tau}}\right)^{t}$ is in $\left(\mathscr{V}^{\tau}\right)^{\nabla^{\tau}\left(k_{0}\right)}$ and because of (6.1) we see that $\sigma$ is fixed for the monodromy action. This sets up a one-to-one correspondence between $\left(Y_{\tau}\left(k_{0}\right)\right)^{\text {triv }}\left(=\left(\overline{X_{\tau}}\right)^{\text {triv }}\right)$ and vectors $\left(f_{1}, \ldots, f_{d_{\tau}}\right)^{t}$ of elements $f_{i} \in S\left(k_{0}\right)$ satisfying (6.1). Namely, suppose on the other hand that we are given $\sigma=\left(f_{1}, \ldots, f_{d_{\tau}}\right)^{t} \in\left(\mathscr{V}^{t}\right)^{\nabla^{\tau}\left(k_{0}\right)}$ that is trivial for monodromy. The exponents along the walls for the equation $\nabla_{\xi}^{\tau}\left(k_{0}\right) \sigma=0$ are 0 and $-2 k$. Since we assume that $k \notin \frac{1}{2} \mathbf{N}$ we may conclude that $f_{i}$ extends holomorphically along the walls, and that (6.1) holds. Finally we consider the equation $\left(\sum_{i=1}^{N} x_{i} \nabla_{i}^{\tau}\left(k_{0}\right)\right) \sigma=0$. It follows that $f_{i}$ is homogeneous of degree $-k_{0} \lambda_{\tau}$. Hence $-k_{0} \lambda_{\tau} \in \mathbf{N}, f_{i} \in \mathscr{P}_{-k_{0} \lambda_{r}}$, and $f_{i}$ satisfies $T_{\xi}\left(k_{0}\right) f_{i}=0$ $(\forall i)$. The result follows easily from this one-to-one correspondence.

Corollary 6.6. If $\tau \neq \operatorname{triv}$ then $\operatorname{dim}_{\mathrm{C}}\left(S_{m, \tau}\right) \leq d_{\tau} \delta_{\tau}\left(\exp \left(\frac{2 \pi i m}{\lambda_{\tau}}\right)\right)$. Hence $m \mapsto$ $\operatorname{dim}_{\mathbf{C}}\left(S_{m, \tau}\right)$ is bounded by a function that is periodic in $m$ with period $\lambda_{\tau}$.
Proof. $S_{m, \tau}=S_{\tau}\left(-\frac{m}{\lambda_{\tau}}\right)$.
Remark 6.7. We hope that in fact equality holds. This would be very satisfying, since this would mean that the equations of Corollary 3.8 completely describe the decomposition of $(U)_{\mathscr{H}}$.

## Examples 6.8.

1. $\tau=$ sign representation. Then $\delta_{\tau}(q)=1$ if $q=-1$, and zero otherwise. Moreover $\lambda_{\tau}=|R|$, so $q=\exp \left(\frac{2 \pi i m}{\lambda_{\tau}}\right)=-1$ iff $m=\left(p-\frac{1}{2}\right)|R| \quad(p \in \mathbf{N})$. On the other hand, if we let $\pi=\prod_{\alpha \in R_{+}} \alpha^{*}$ denote the fundamental alternating polynomial, then

$$
T_{\xi}\left(\frac{1}{2}-p\right) \pi^{2 p-1}=\left(\partial_{\xi}-(1-2 p) \sum_{\alpha \in R_{+}}(\alpha, \xi) \frac{1}{\alpha^{*}}\right) \pi^{2 p-1}=\left(\pi^{2 p-1} \partial_{\xi}\right) 1=0
$$

Hence $\operatorname{dim}_{\mathrm{C}}\left(S_{m, \tau}\right)=1$ if $m=\left(p-\frac{1}{2}\right)|R|$ and zero otherwise.
2. The dihedral cases. According to [CIK], the two-dimensional representations for $H_{I_{2}(m)}(q)$ can be defined explicitly as follows. Let $\sigma_{1}, \sigma_{2}$ be the standard generators. Then put $\pi_{j}\left(\sigma_{1}\right)=\left(\begin{array}{cc}1 & -q \\ 0-q\end{array}\right)$ and $\pi_{j}\left(\sigma_{2}\right)=\left(\begin{array}{cc}-q & 0 \\ -2-\left(\zeta^{j}+\zeta^{-j}\right) & 1\end{array}\right)$ where $\zeta=\exp \left(\frac{2 \pi i}{m}\right)$ and $j=1, \ldots, \frac{m-1}{2}$ (if $m$ is odd) or $j=1, \ldots, \frac{m}{2}-1$ (if $m$ is even). From this we find that $\delta_{\pi_{j}(q)=1}$ if $q=\zeta^{ \pm j}$ and zero otherwise (if $q=\zeta^{ \pm j}$ then $\left.\pi_{j}\left(\sigma_{i}\right)(q, q+1)^{t}=-q(q, q+1)^{t}(i=1,2)\right)$. Furthermore, it is easy to see that $\lambda_{\pi_{j}}=m(\forall j)$. Hence we infer from $q_{j}^{ \pm}=\zeta^{ \pm j}=\exp \left(-2 \pi i\left(\frac{m_{j}^{ \pm}}{m}\right)\right)$ that $m_{j}^{ \pm}=m p \pm j \quad(p \in \mathbf{N})$. By Corollary 6.6 we see that $\pi_{j}$ can occur in $S_{n}$ only if $n=m p \pm j$ for some $p \in \mathbf{N}$ and that the multiplicity is at most 1 . According to the results of $\S 5$ this multiplicity equals 1 for all $n$ of the form $n=m p \pm j$ ( $p \in \mathbf{N}$ ). Hence. equality holds in Corollary 6.6 in this example.
3. The symmetric groups. We discuss some conjectures for the irreducible representations of $G=S_{n}$ (the Weyl group of type $A_{n-1}$ ) which appear in the space of singular polynomials. Recall that such representations correspond to partitions $\mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{j}\right)$ with $\mu_{i} \in \mathbf{Z}_{+}, \mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{j}>0$ and $n=|\mu|=\sum_{i} \mu_{i}$. We will use $\mu$ as the label for the representation so that


The conjecture is that the partitions $\mu$ for which $S_{\mu}\left(k_{0}\right) \neq(0)$ for some $k_{0}$ are those with three or more (nonzero) parts of the form $\mu=$ ( $s d-1, d-$ $1, \ldots, d-1, r)$ with $s=1,2,3, \ldots, 0<r \leq d-1$ and $k_{0}=-j / d$ with $\operatorname{gcd}(j, d)=1 \quad(j \geq 1)$, and all of the two-part partitions $\left(\mu_{1}, \mu_{2}\right)$ with $k_{0}=$ $-j /\left(\mu_{1}+1\right)$ for $\operatorname{gcd}\left(j, \mu_{1}+1\right)<\left(\mu_{1}+1\right) / \mu_{2}$. Here gcd denotes greatest common divisor.

The evidence for this conjecture comes from the Specht modules for the Hecke algebra $H_{S_{n}}(q)$ constructed by Dipper and James [DJ1, DJ2]. Because of our different defining relations (we use generators $T_{1}, T_{2}, \ldots, T_{n-1}$ satisfying $T_{i}^{2}=q 1+(1-q) T_{i}, T_{i} T_{i+1} T_{i}=T_{i+1} T_{i} T_{i+1} \quad(1 \leq i \leq n-2), T_{i} T_{j}=T_{j} T_{i}$ for $1 \leq i<i+2 \leq j \leq n-1$, so that the eigenvalues of the generators are 1 and $-q$, rather than $q$ and -1 ), our partition labels are the transposes of those in [DJ1, DJ2].

For each partition $\mu$, Dipper and James construct an $H_{S_{n}}(q)$-module $M^{\mu}$ whose basis vectors correspond to certain tableaux with shape $\mu$, and then an irreducible submodule $S^{\mu}$, the Specht module. The action of the generators $T_{i}$ on this module is defined by the so-called Garnir relations. We are concerned with the existence of an $H_{S_{n}}(q)$-invariant element of the dual of $S^{\mu}$, that is, one which annihilates $v-T_{i} v$ for each basis element $v$ of $S^{\mu}$ and $1 \leq i \leq n-1$. From the Garnir relations one can show that the desired property holds exactly when the Gaussian polynomial (in the parameter $q$ ) $\left[\begin{array}{c}\mu_{j}+1 \\ i\end{array}\right]_{q}=0$ for each (nonzero) part $\mu_{j}$ and $1 \leq i \leq \mu_{j+1}$ (provided $\mu_{j+1}>0$ ). The coefficient of $q^{l}$ in the Gaussian polynomial $\left[\begin{array}{c}m \\ i\end{array}\right]_{q}=\prod_{l=1}^{i}\left(\frac{q^{m+1-l}-1}{q^{I}-1}\right)$ is the number of subsets $E$ of size $i$ of the set $\{1,2, \ldots, m\}$ for which $\mid\left\{\left(n_{1}, n_{2}\right) \mid n_{1} \in E, n_{2} \in E^{c}, n_{1}>\right.$ $\left.n_{2}\right\} \mid=l$. This is related to the action of $T_{i}$ on $S^{\mu}$.

For a partition $\mu$, let $Z(\mu)$ be the common zero set of $\left\{\left.\left[\begin{array}{c}\mu_{j}+1 \\ i\end{array}\right]_{q} \right\rvert\, 1 \leq i \leq\right.$ $\left.\mu_{j+1}\right\}$. Then $Z(\mu)=\varnothing$ except for the partitions described above. Let $P(j)=$ $\left\{q \in \mathbf{C} \mid q^{j}=1\right.$ and $q^{s} \neq 1$ for any $\left.s=1,2, \ldots, j-1\right\}$ (that is, the primitive $j$ th roots of unity). For $\mu=(s d-1, d-1, \ldots, d-1, r)$ (with $s \geq 1,0<$ $r \leq d-1), Z(\mu)=P(d)$. For $\mu=\left(\mu_{1}, \mu_{2}\right), Z(\mu)$ is the union of all $P(d)$ such that $d$ divides $\left(\mu_{1}+1\right)$ and $d>\mu_{2}>0$.

It is not difficult to see that for each $n$ and $\mu_{1} \leq n-1$ and each divisor $d$ of $\mu_{1}+1$ there is exactly one partition $\mu(|\mu|=n)$ with $P(d) \subset Z(\mu)$, and so each zero of $\left(q^{\mu_{1}+1}-1\right) /(q-1)$ is associated to a unique $\mu$. Recall the equation $q=-e^{2 \pi i k}$

Several tasks remain to be done to prove our conjecture. One must establish a correspondence between the Specht modules and the monodromy representation $Y_{\mu}$ (see the beginning of $\S 6$ ), and further show that there is a function with trivial monodromy (a singular polynomial) exactly when the dual of the Specht module has an invariant vector, as decribed above.

Another problem is to prove the existence of singular polynomials in $S_{\mu}(k)$ for the appropriate degrees of homogeneity, that is, $-k \lambda_{\mu}$ (see (1.2) for the definition of $\lambda_{\mu}$ ). The zero-set of each factor of the Poincare series $\prod_{d=2}^{n}\left(\left(q^{d}-1\right) /(q-1)\right)$ of $S_{n}$ corresponds to the union of zero-sets $Z(\mu)$ with $\mu_{1}=d-1$. By use of Young's formula we see that

$$
\lambda_{\mu}=\left(n-\mu_{1}\right)\left(\left(\mu_{1}+1\right)+l\left(\mu_{2}+1\right)\right)-\mu_{2}\left(\mu_{2}+1\right) l(l+1) / 2
$$


$(l+2)$ parts, and this supports the conjectured link to the singular values $-j / d$, $\operatorname{gcd}(j, d)=1\left(\right.$ when $\left.\mu_{1}=s d-1, \mu_{2}=d-1\right)$.
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