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## 1. Introduction

The purpose of this paper is to study the solutions $u^{\varepsilon}=\left(u_{1}^{\varepsilon}, \ldots, u_{m}^{\varepsilon}\right)$ of a family of singularly perturbed systems of elliptic equations and their asymptotic limits.

The common characteristic of these problems is that in the singular limit, the components of the solutions of these systems group in different blocks and the supports of the different blocks become disjoint. In a special case CLLL, CR the limit gives rise to a multiple scalar-valued harmonic function, and a free boundary problem between components.

To illustrate the basic problems involved and our main results we start with two examples.

Example A. The simplest example, which appears in population dynamics and particle systems, concerns the case in which each component segregates from the other; see [BS, CR]. In this case the $\varepsilon$-system reads as follows: In the domain $\Omega \subset R^{n}$, we consider the following system of equations:

$$
\begin{cases}\Delta u_{i}^{\varepsilon}=\frac{1}{\varepsilon} \sum_{j \neq i} u_{i} u_{j}, & \text { in } \partial \Omega,  \tag{1.1}\\ u_{i}^{\varepsilon}=f_{i} \geq 0 & \text { for } i \neq j . \\ f_{i} f_{j}=0 & \end{cases}
$$

As $\varepsilon$ goes to zero, we expect the vector $u^{\varepsilon}$ to converge to a nonnegative solution vector (i.e., each component is nonnegative) $u=\left(u_{1}, \ldots, u_{m}\right)$ that satisfies $\left(\sup u_{i}\right)^{0} \cap\left(\sup u_{j}\right)^{0}=\varnothing$ and $\left.\Delta u_{i}\right|_{\left(\sup u_{i}\right)^{0}}=0($ see $[\mathrm{CR})$. If we have only two components $u_{1}, u_{2}$, then $\Delta\left(u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right) \equiv 0$ and hence also for the limit $\Delta\left(u_{1}-u_{2}\right) \equiv 0$. That is, we can recover $u_{1}, u_{2}$ as $\omega^{+}, \omega^{-}$where $\omega$ is the harmonic function with data $f_{1}-f_{2}$ along $\partial \Omega$.

If the number of variables is larger (say three), then we may have $u_{1}$ extending into $-u_{2},-u_{2}$ into $u_{3}$, and $u_{3}$ into $-u_{1}$, and hence we need to repeat the cycle

[^0]once more in order to again reach $u_{1}$. That is the case for the solution
$$
r^{3 / 2} \cos \frac{3}{2} \theta=\operatorname{Re}\left(z^{3 / 2}\right)
$$
that goes around the origin twice.
In general, in $\mathbb{R}^{n}$, what we should expect for the scalar-valued two-components limiting case is that one has an $n-2$ dimensional filament replacing the origin and a double-valued harmonic function that lives in the "two leaves" Riemann surface that goes around the "filament."

This is what we plan to prove in this paper, at least in the measure theoretical sense: There is a closed "singular set" $S$ of Hausdorff dimension $n-2$, where $|u|$ decays of order $|u(x)| \leq[d(x, S)]^{3 / 2}$; and outside of $S$, if $\left|u\left(x_{0}\right)\right|=0$, in a neighborhood of $x_{0}$ there are exactly two nonzero components, $\left(u_{1}, u_{2}\right)$, and $u_{1}-u_{2}$ is harmonic.

Example B. A more interesting and delicate problem occurs when the grouping is nontrivial. Such a problem arises in the theory of harmonic maps into singular spaces and also in a more general segregation of competing species; see CLLL, CTV3, CTV4.

In this case the limiting map $\left(u_{1}, \ldots, u_{m}\right)$ is supposed to be a map from $\Omega$ into a special set in $R^{m}$, which is not all of $R^{m}$ but is a disjoint family of orthonormal subspaces $R^{k_{1}}, R^{k_{2}}, \ldots, R^{k_{\ell}}$ of $R^{m}$ with

$$
\bigoplus R^{k_{j}}=R^{m}
$$

(e.g., a line and a plane). We expect that as before the different groups $\left(u_{1}, \ldots, u_{k_{1}}\right)$, $\left(u_{k_{1}+1}, \ldots, u_{k_{1}+k_{2}}\right)$, etc., will have disjoint supports.

The corresponding $\varepsilon$-system is the Euler-Lagrange equations for singularly perturbed variational integrals. For example, $u^{\varepsilon}$ 's are minimizers of

$$
\begin{equation*}
\int_{\Omega}\left[\left|\nabla u^{\varepsilon}\right|^{2}+2 F_{\varepsilon}\left(u_{\varepsilon}\right)\right] d x \tag{1.2}
\end{equation*}
$$

where $F_{\varepsilon}(u)=\sum_{i<j} \frac{\beta_{i j}}{\varepsilon} u_{i}^{2} u_{j}^{2}$ with $\beta_{i j} \geq 0$ and $u^{\varepsilon}=f$ on the boundary of $\Omega$ such that each component of $f$ is nonnegative. We should point out that the nonnegativity of the components of $f$ immediately implies the nonnegativity of each of the components of $u^{\varepsilon}$. For most of the discussion in this article, we do not need this nonnegativity assumption, but it simplifies part of the arguments for the regularity of free boundaries between supports of components (or blocks of components) of a vector-valued solution $u^{\varepsilon}$. Otherwise, the zero set of each component of $u^{\varepsilon}$, which, as we shall see, at the limit becomes a nodal set of the corresponding components, also enters the picture, since at the limit each component of the solution is a harmonic function on the domain of its definition. Its structure and its geometric measure were studied much earlier; see [L3].

For the above problem, the picture we now have in mind is still pretty much the same as before: There is an $(n-2)$ dimensional closed filament $S$ where at least three supports of disjoint components converge, outside of which, near any other point $x_{0}$ for which $u\left(x_{0}\right)=0$, there are exactly two subdomains that are supports of two components (or two blocks) of the limiting solution $u$, say $\Omega_{k_{i}}, \Omega_{k_{j}}$, separated by a smooth free boundary.

The main result of this paper states roughly that, away from this closed subset $S \subseteq \Omega$ of the Hausdorff dimension $\leq n-2$, the free interfaces between various components (or blocks of components) of $u$ are, in fact, $C^{1, \alpha}$ smooth hypersurfaces.

We point out that M. Conti et al. in CTV, CTV2] studied similar singularly perturbed systems related to some optimal partition problem for nonlinear eigenvalues and Nehari type problems. Besides the case of two components, the behavior of solutions as well as the regularity of free interfaces were, however, not settled. One can easily apply our results to those problems studied in CTV, CTV2. Recently in CTV3, CTV4 the Lipschitz regularity of the limiting solutions as well as the regularity of the free boundaries in the case of two dimensions were also established.

We also point out that, due to the special forms of the equations in Example A, we find that using the maximum principle and the viscosity solutions method is more effective for Example A, and that will be discussed in more detail in a forthcoming article [CL2]. The present article will be focused on Example B for which we use the variational method. For a special case of the limiting problem, each component becomes a scalar-valued function (no nontrivial grouping; the limits of these systems have already been studied, e.g., in CLLL), and it becomes an optimal partition problem; see BBH , CTV, CTV2]. For this latter problem, the authors have recently proved in CL the regularity of free interfaces of optimal partition problems for the eigenvalues of the Laplacian operator on $\Omega$ with the Dirichlet boundary conditions; see CL.

Organization of the paper. This paper is organized as follows. We shall discuss only problems of the type from Example B. Problems of the type described in Example A will be studied in CL2. We start with some uniform estimates for a solution $u_{\varepsilon}$ of singularly perturbed systems, and they are discussed in Section 2. These estimates allow one to pass to the limits to obtain the limiting free boundary problems. In Section 3 we introduce the Almgren monotonicity formula and discuss a few easy consequences. It gives some preliminary control on the vanishing order of the solutions as well as the Lipschitz continuity of solutions. We discuss homogeneous blow-ups and classifications of homogeneous degree 1 blow-ups in Section 4. This leads to the flatness of free boundaries. The main regularity theorem for free boundaries is described in Section 4 and proved in Section 5.

## 2. UNIFORM ESTIMATES FOR $u^{\varepsilon}$

For problem (1.1), the uniform Hölder continuity of $u^{\varepsilon}$ (and in some cases uniform Lipschitz estimates) was established in CR ; see also CTV, CTV2 for related discussions. Here we present some uniform estimates for the minimizers of (1.2) that would be sufficient to allow us to pass to the limit.

Let $u_{\varepsilon}$ be a solution of $-\Delta u_{\varepsilon}+\operatorname{grad} F_{\varepsilon}\left(u_{\varepsilon}\right)=0$ in $\Omega \subseteq \mathbb{R}^{n}$. Here $u_{\varepsilon}=$ $\left(u_{\varepsilon}^{1}, \ldots, u_{\varepsilon}^{m}\right)$,

$$
\begin{gathered}
F_{\varepsilon}(u)=\frac{1}{\varepsilon} \sum_{i<j} \beta_{i j}\left(u^{i} u^{j}\right)^{2}, \quad u \in \mathbb{R}^{m}, \quad \varepsilon>0,0 \leq \beta_{i j} \leq \beta<\infty \\
F_{\varepsilon}^{-1}\{0\}=\bigoplus_{j=1}^{\ell} R^{k_{j}}=\sum
\end{gathered}
$$

We shall call the vector formed by components of $u$ with image in one of $R^{k_{j}}$ the $k_{j}{ }^{\text {th }}$ block of $u$.

Lemma 2.1. Let

$$
E(r)=\frac{1}{r^{n-2}} \int_{B_{r}\left(x_{0}\right)}\left(\left|\nabla u_{\varepsilon}\right|^{2}+2 F_{\varepsilon}\left(u_{\varepsilon}\right)\right) d x
$$

Then $E(r) \uparrow$ in $r$, for all $B_{r}\left(x_{0}\right) \subset \Omega$.
Proof. Let $x_{0}=0$. It suffices to verify that

$$
\begin{equation*}
\left.\frac{d}{d r} E(r)\right|_{r=1} \geq 0 \tag{2.1}
\end{equation*}
$$

whenever $B_{1}(0) \subseteq \Omega$. Note that by a scaling the general case $r>0$ can be reduced to this particular case, and it suffices to show that (2.1) with $F_{\varepsilon}$ may be replaced by $F_{\lambda}$, for some $\lambda>0$.

Let $u_{\varepsilon}^{r}(x)=u_{\varepsilon}(r x)$; then

$$
E(r)=\int_{B_{1}}\left[\left|\nabla u_{\varepsilon}^{r}(x)\right|^{2}+2 r^{2} F_{\varepsilon}\left(u_{\varepsilon}^{r}\right)\right] d x
$$

Thus

$$
\left.\frac{d}{d r} E(r)\right|_{r=1}=\int_{B_{1}}\left[2 \nabla u_{\varepsilon} \cdot \nabla \dot{u}_{\varepsilon}+4 F_{\varepsilon}\left(u_{\varepsilon}\right)+2 F_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right) \cdot \dot{u}_{\varepsilon}\right] d x
$$

where $\dot{u}_{\varepsilon}=\left.\frac{d}{d r}\right|_{r=1} u_{\varepsilon}^{r}=x \cdot \nabla u_{\varepsilon}(x)$. Using the equation $-\Delta u_{\varepsilon}+F_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)=0$ and integrating by parts, one has

$$
\left.\frac{d}{d r} E(r)\right|_{r=1}=\int_{\partial B_{1}} 2 u_{\varepsilon r}^{2}+\int_{B_{1}} 4 F_{\varepsilon}\left(u_{\varepsilon}\right) \geq 0
$$

Let $e_{\varepsilon}(x)=\left|\nabla u_{\varepsilon}\right|^{2}+2 F_{\varepsilon}\left(u_{\varepsilon}\right)$.
We note that if we use Remark 2 below, then (set $u^{\varepsilon}=u$ below to simplify the notation)

$$
0 \leq \Delta \frac{u_{i}^{2}}{2}=\left|\nabla u_{i}\right|^{2}+\sum_{j \neq i} \beta_{i j} \frac{u_{i}^{2} u_{j}^{2}}{\varepsilon}
$$

Since the energy bounds, we have $u_{\varepsilon}=u \in L_{\text {loc }}^{\infty}(\Omega)$. This combined with the above inequality implies, for any $B_{2 R}(x) \subset \Omega$,

$$
\begin{equation*}
\int_{B_{R}(x)} \frac{e_{\varepsilon}(y)}{|x-y|^{n-2}} d y \leq C(R)\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(B_{2 R}(x)\right)}^{2}<\infty \tag{2.2}
\end{equation*}
$$

From (2.2), one deduces that

$$
\int_{0}^{R} \frac{E(r)}{r} d r \leq C(R)\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(B_{2 R}\right)}^{2}
$$

Here $E(r)$ is the normalizer energy defined in Lemma 2.1. Hence, for a suitable small $r_{0}$ one has $E\left(r_{0}\right) \leq \delta\left(n, C_{0}\right) \ll 1$. One can choose such $r_{0}$ uniformly on each compact subset of $\Omega$.

Suppose one has the following Bochner type inequality: $\Delta e_{\varepsilon}(x) \geq-c_{0} e_{\varepsilon}^{2}$ in $\Omega$. Then via an argument such as that in [Sc] or [L p. 77], one could derive the uniform Lipschitz estimate for $u_{\varepsilon}$. But at present, we are not able to verify the above Bochner type inequality. In other words, the uniform (in $\varepsilon$ ) Lipschitz continuity of solutions to singularly perturbed systems remains unknown, and the uniform Hölder estimates as presented in CR still seem to be the best uniform regularity result for the solutions $u_{\varepsilon}$ in general. Similar issues also exist for the
case $F_{\varepsilon}(u)=\frac{1}{\varepsilon} \sum_{i \neq j} u_{i} u_{j}\left(u_{i} \geq 0\right)$, but that will be discussed in CL2 where a different method is used as we mentioned in the Introduction.

Remark 1. As $\varepsilon$ goes to zero, since

$$
\Delta u_{i}^{+} \geq \frac{1}{\varepsilon} \sum_{j \neq i} u_{i}^{+} \beta_{i j} u_{j}^{2} \geq 0
$$

one deduces that

$$
\int_{B_{r}} \sum_{j \neq i} \frac{u_{i}^{+} \beta_{i j} u_{j}^{2}}{\varepsilon}=\int_{B_{r}} \Delta u_{i}^{+} \leq C r^{-2} \int_{B_{2 r}} u_{i}^{+} d x, \quad \text { for all } B_{2_{r}} \subset \Omega
$$

Note the final quantity remains bounded independently of $\varepsilon$.
Remark 2. As in Remark 1, since

$$
0 \leq \frac{\Delta u_{i}^{2}}{2}=\left(\nabla u_{i}\right)^{2}+\sum_{j \neq i} \frac{u_{i}^{2} u_{j}^{2} \beta_{i j}}{\varepsilon}
$$

we have that

$$
\int_{B_{r}}\left[\left(\nabla u_{i}\right)^{2}+\sum_{j \neq i} \frac{u_{i}^{2} u_{j}^{2} \beta_{i j}}{\varepsilon}\right]
$$

is locally uniformly bounded by

$$
C r^{-2} \int_{B_{2 r}}\left(u_{i}\right)^{2} d x, \quad \text { for all } B_{2_{r}} \subset \Omega
$$

Lemma 2.2. Let $v, w$ be two nonnegative subharmonic functions in $B_{1}$. Assume that $0 \leq v, w \leq 1$ and

$$
\int_{B_{1}(0)} v w<\varepsilon
$$

Then $v(0)$ or $w(0)<\varepsilon^{\theta}$.
Proof. Suppose not, i.e., $v w(0)>C \varepsilon^{\theta}$. In particular both $v(0), w(0)>C \varepsilon^{\theta}$. On the other hand, we must have the Lebesgue measure of the sets to satisfy

$$
\left|\left\{v>\varepsilon^{1 / 4}\right\} \cap\left\{w>\varepsilon^{1 / 4}\right\}\right|<\varepsilon^{1 / 2}
$$

In particular, for any ring $\Gamma_{k}=B_{2^{-k}} \backslash B_{2^{-(k+1)}}$ for which $2^{-n k}>C \varepsilon^{1 / 2}$, we have that either

$$
\left|\left\{v>\varepsilon^{1 / 4}\right\}\right| \quad \text { or } \quad\left|\left\{w>\varepsilon^{1 / 4}\right\}\right|<\frac{3}{4}\left|\Gamma_{k}\right| .
$$

Therefore, in each of these rings, if we start from the bound $v, w \leq 1$ on $B_{1}$, the maximum of $\left(v-\varepsilon^{1 / 4}\right)^{+}$or $\left(w-\varepsilon^{1 / 4}\right)^{+}$decreases by a fixed constant (from the mean value theorem) multiple from $B_{2^{-k}}$ to $B_{2^{-(k+1)}}$. But there are $|\log \varepsilon|$ of these rings, therefore either $v(0)$ or $w(0)<\varepsilon^{\theta}$ for some small $\theta$.

If we apply the above lemma to the square of components of the solutions $u^{\varepsilon}$, we obtain the following.

Corollary 2.3. $u_{i}^{\varepsilon} u_{j}^{\varepsilon}$ converge uniformly to zero, i.e.,

$$
\left(u_{i}^{+\varepsilon} u_{j}^{+\varepsilon}\right) \leq \varepsilon^{\theta}
$$

whenever $\beta_{i j}$ is positive.

Corollary 2.4. $\int_{B_{r}} F_{\varepsilon}\left(u_{\varepsilon}\right) d x$ converges to zero.
Proof. Since either $\left|u_{i}\right|$ or $\left|u_{j}\right| \leq \varepsilon^{\theta}$,

$$
\frac{1}{\varepsilon} \sum_{i<j} u_{i}^{2} u_{j}^{2} \beta_{i j} \leq C \varepsilon^{\theta} \sum_{i<j} \frac{\left(u_{i}^{ \pm} u_{j}^{2}+u_{j}^{ \pm} u_{i}^{2}\right) \beta_{i j}}{\varepsilon}
$$

Therefore, by Remark 1, one has

$$
\int_{B_{r}} F_{\varepsilon}\left(u_{\varepsilon}\right) \leq C \varepsilon^{\theta}
$$

Corollary 2.5. The limiting vector $u$ satisfies
(a) $u_{i} u_{j} \equiv 0$ if $i \neq j$ and $\beta_{i j}$ is positive.
(b) $u_{i}$ is harmonic in the interior of the set $D_{i}=\left\{u_{j}=0\right.$ for $\left.\beta_{i j}>0\right\}$.

## 3. Almgren's monotonicity formula and its consequences

We start by discussing a classical monotonicity formula for multiple-valued harmonic functions due to Almgren A]. In the simplest case, that of a harmonic function, it reads: Let $u$ be harmonic in $B_{1}, u(0)=0$; then

$$
N(r)=\frac{r D(r)}{H(r)} \quad \nearrow \quad \text { in } r
$$

where

$$
D(r)=\int_{B_{r}}|\nabla u|^{2} \quad \text { and } \quad H(r)=\int_{\partial B_{r}} u^{2}
$$

Note that a similar fact remains true for solutions to a much wider class of second order elliptic equations; see GL.

In our case, we must substitute $u^{2}=|u-0|^{2}$ by the distance in the singular space $\sum \equiv F_{\varepsilon}^{-1}\{0\} \equiv \bigoplus_{j=1}^{\ell} R^{k_{j}}$ where $u$ lives; i.e., $d_{\Sigma}(p, q)=|p-q|^{2}$ if both $p$ and $q$ are in the same $R^{k_{j}}$, and $d_{\Sigma}(p, q)=|p|+|q|$ if $p$ and $q$ are in different $R^{k_{j}}$ 's.

Suppose $u: \Omega \subseteq \mathbb{R}^{n} \rightarrow \Sigma$ is a finite energy minimizing harmonic map and let $p=u\left(x_{0}\right)$; then

$$
D(r)=\int_{B_{r}\left(x_{0}\right)}|\nabla u|^{2} d x, \quad H(r)=\int_{\partial B_{r}\left(x_{0}\right)} d_{\Sigma}^{2}(u(x), p)
$$

## Lemma 3.1.

$$
N(r)=\frac{r D(r)}{H(r)} \nearrow \quad i n r
$$

for $r \in\left(0, d\left(x_{0}, \partial \Omega\right)\right)$.
Proof. We follow the same proof as for the harmonic functions case; see GL.
The usual energy monotonicity formula for harmonic maps (say energy minimizing) says that

$$
\begin{equation*}
\frac{d}{d r}\left(\int_{B_{r}}|\nabla u|^{2} d x / r^{n-2}\right)=\frac{2 \int_{\partial B_{r}} u_{\rho}^{2}}{r^{n-1}} \geq 0 \tag{3.1}
\end{equation*}
$$

(see [Sc]). Next, by a direct calculation, one has

$$
\begin{equation*}
\Delta_{x} d_{\Sigma}^{2}(u(x), p) \geq 2|\nabla u|^{2}(x) \tag{3.2}
\end{equation*}
$$

Integrating by parts, one derives from (3.2) that

$$
\begin{equation*}
\frac{d}{d r} H(r)=\frac{n-1}{r} H(r)+\int_{\partial B_{r}} \frac{d}{d \rho} d_{\Sigma}^{2}(u(x), p) \geq \frac{n-1}{r} H(r)+2 D(r) . \tag{3.3}
\end{equation*}
$$

(3.1) and (3.3) imply that $N^{\prime}(r) \geq 0$.

An important feature of Almgren's monotonicity formula is that it controls the "degree" at the origin of the "first" homogeneous term in the Taylor expansions. For instance, if $u$ is a homogeneous harmonic polynomial $P$ of degree $k$, then

$$
N(r) \equiv k
$$

So the monotonicity of $N(r)$ implies on one hand that oscillation "increases with" $r$, but on the other, since, in the case of a harmonic function $N(0)=N\left(0, x_{0}\right)$ corresponds to the degree of the leading Taylor polynomial of $u$ at $x_{0}$, this implies semicontinuity: If for instance

$$
N\left(r, x_{0}\right) \leq k+\frac{1}{2}
$$

since $N(r, x)$ is continuous in $x$, we have $N(r, x) \leq k+\frac{3}{4}$ for $x$ close to $x_{0}$, and thus $N(0, x) \leq k+\frac{3}{4}$ for $x$ near $x_{0}$ (see GL). That is, the order of a zero $x_{0}$ of a harmonic function is upper-semicontinuous in $x_{0}$.

The following corollary was proved in some cases in CTV3 and CTV4 for such limiting problems; also see [CL2] for a different proof.

Corollary 3.2. u is Lipschitz.
Proof. We have that $u$ is approximate differentiable almost everywhere in the $L^{2}$ sense [L2, p. 36]. At any such point $x$, where $u$ is approximate differentiable, $N(0, x) \geq 1$; hence by the upper-semicontinuity of the vanishing order, $N\left(0^{+}, x_{0}\right) \geq$ 1 for any $x_{0}$. But

$$
\frac{d}{d r} \log \left(\frac{H(r)}{r^{n-1}}\right) \geq \frac{2 N(r)}{r} \geq \frac{2 N\left(0^{+}\right)}{r}
$$

therefore

$$
\frac{H(r)}{r^{n-1}} \leq \frac{H(R)}{R^{n-1}}\left(\frac{r}{R}\right)^{2}
$$

However, for $R=1$,

$$
H(1)=\int_{\partial B_{1}} d^{2}(u(x), p) \leq C
$$

Since $d^{2}$ is subharmonic, this implies

$$
\left.d^{2}\right|_{B_{r / 2}(p)} \leq \frac{H(r)}{r^{n-1}} \leq C r^{2}
$$

Lemma 3.3. The set where all $u_{i}$ 's vanish has empty interior unless $u \equiv 0$.
Proof. It is an easy consequence of a much stronger result that could be drawn from the Almgren monotonicity formula; see GL.

## 4. Flatness of the phase transition

In the previous sections we verified the convergence of energy minimizers of the variational integrals

$$
\int_{\Omega}\left(\left|\nabla u_{\varepsilon}\right|^{2}+2 F_{\varepsilon}\left(u_{\varepsilon}\right)\right) d x
$$

with given Dirichlet boundary condition $\left.u_{\varepsilon}\right|_{\partial \Omega}=f$ as $\varepsilon \rightarrow 0$. Here $f$ is a map from $\partial \Omega$ into $\Sigma$. The limits are energy minimizing harmonic maps $u: \Omega \rightarrow \Sigma$ with the same Dirichlet boundary condition $\left.u\right|_{\partial \Omega}=f$ such that $u$ is locally uniformly Lipschitz continuous inside $\Omega$. Our aim in this section and the next is to study the set $\Gamma=\{x \in \Omega: u(x)=\underline{0}\}$. As we noted in Lemma 3.3, one can deduce that the Lebesgue measure of $\Gamma$ is zero unless $u \equiv 0$.

To avoid some additional complications from the nodal sets of harmonic functions given by various components of $u$, we should simply consider the case when each component of $u$ is nonnegative. Note that this is the case for various applications; see CR, CLLL, CTV, CTV2. Such nonnegativity of components of $u$ can be easily deduced when the Dirichlet boundary value $f$ also verifies such conditions.

We first want to establish a gap in the values of the vanishing order function $N(x)$ for $x \in \Gamma$; that is, as pointed out before, the smallest possible value of $N(x)$ is 1 , which we shall show corresponds to the linear behavior of each component of $u$ near $x$, and the next one is $N(x)=1+\delta_{n}$ for some positive dimensional constant $\delta_{n}$. Here for convenience, we let $N\left(u, x_{0}, r\right)$ be as defined in Lemma 3.1, and $N\left(u, x_{0}\right)=\lim _{r \rightarrow 0^{+}} N(u, x, r)$. In the case where the dependence of $u$ is clear, we should simply drop $u$ in the above notation; instead we have have $N\left(x_{0}\right)$ and $N\left(x_{0}, r\right)$.

Lemma 4.1. For each $x_{0} \in \Gamma$, let

$$
N\left(x_{0}\right)=\lim _{r \rightarrow 0} N\left(x_{0}, r\right)
$$

Then either $N\left(x_{0}\right)=1$ or $N\left(x_{0}\right) \geq 1+\delta_{n}$ for a positive dimensional constant $\delta_{n}$.
Proof. Let $x_{0} \in \Gamma$; thus $u\left(x_{0}\right)=\underline{0} \in \mathbb{R}^{m}$. Define
$u_{\lambda}(x)=\frac{u\left(x_{0}+\lambda x\right)}{\left\|u\left(x_{0}+\lambda x\right)\right\|_{L^{2}\left(B_{1}\right)}}, \quad x \in B_{1}(0) \subseteq \mathbb{R}^{n}, \quad \lambda$ is a positive small number.
It is easy to check that the corresponding function $N\left(u_{\lambda}, x_{0}, r\right)$ for $u_{\lambda}$ satisfies $N\left(u_{\lambda}, 0, r\right)=N\left(u, x_{0}, \lambda r\right)$. Thus as $\lambda \rightarrow 0^{+}$, one has $u_{\lambda}(x)=\bar{u}(x)$ weakly in $B_{2}(0)$ up to a subsequence; see L3]. For $\bar{u}$, which is an energy minimizing harmonic map from $B_{1}$ into $\Sigma$, one has $N(\bar{u}, 0, r) \equiv N\left(x_{0}\right) \geq 1$. We remark that the minimum value of $N(x)$ is 1 , because that is the case in a dense set (in fact, at all differentiable points of $u$, which is a.e. by Rademacher's theorem), and $N(x)$ is upper-semicontinuous.

It is now easy to check (from the proof of Lemma 3.1) that $\bar{u}$ is homogeneous of degree $N\left(x_{0}\right)$; that is, $\bar{u}(x)=r^{\alpha} g(\omega)$, where $\omega=\frac{x}{|x|} \in \mathbb{S}^{n-1}$ and $\alpha=N\left(x_{0}\right)$. Hence we want to show that either $\alpha=1$ or $\alpha \geq 1+\delta_{n}$ for some $\delta_{n}>0$. We consider two possibilities:
(i) If the image of $g\left(\mathbb{S}^{n-1}\right)$ lies in at least three distinct components (those $\mathbb{R}^{k_{j}}$ 's) in $\Sigma$, then $\mathbb{S}^{n-1}$ would divide into at least three subdomains (the pre-images of these distinct components of $\Sigma)$. There is at least one such subdomain $A$ that has the volume $A \leq \frac{1}{3}$ volume of $\mathbb{S}^{n-1}$. Since $\bar{u}$ is a homegoneous harmonic map from
$B_{1}^{n}(0)$ into $\Sigma, g(\omega)$ must be an eigenfunction (vector) of the Laplacian $\Delta_{\mathbb{S}^{n-1}}$ on $A$ with zero Dirichlet boundary condition; that is,

$$
\Delta_{\mathbb{S}^{n-1}} g+\lambda g=0 \in A \quad \text { and } \quad g=0 \text { on } \partial A
$$

By the separation of variables, one has $\alpha^{2}+(n-2) \alpha-\lambda=0$. A simple eigenvalue estimate (using symmetrization) yields $\lambda \geq \lambda_{n} \geq n-1+\eta_{n}$ for some positive dimensional constant $\eta_{n}$. Thus $\alpha \geq 1+\delta_{n}$ follows.
(ii) If the image $g(\omega)$ is contained in the union of at most two components of $\Sigma$, then if $g(\omega)$ is always contained in one component of $\Sigma, \bar{u}$ is simply a harmonic function (may be vector valued). Thus the vanishing order $N\left(x_{0}\right)$ is either 1 or not less than 2.

If the image of $g(\omega)$ lies in exactly two components of $\Sigma$, then $\mathbb{S}^{n-1}$ would divide into exactly two components $A_{1}$ and $A_{2}$ so that $g(\omega)$ would be an eigenvector of $\Delta_{\mathbb{S}^{n-1}}$ on $A_{1}$ and $A_{2}$, respectively, with zero Dirichlet boundary conditions; that is,

$$
\left\{\begin{array}{ll}
\Delta_{\mathbb{S}^{n-1}} g+\mu_{j} g=0 & \text { in } A_{j}, \\
g=0 & \text { on } \partial A_{j},
\end{array} \quad \text { for } j=1,2\right.
$$

One must have $\mu_{1}=\mu_{2}$ since both give the characteristic exponent $\alpha$ (the homogeneity of $\bar{u})$.

We note that we only consider the case when each component of $u$ is nonnegative (and hence would be true for each component of $\bar{u}$ and $g$ ). Suppose $g_{j}, 1 \leq j \leq k$, are components of $g$ supported in $A_{1}$, and $g_{j}, k+1 \leq j \leq \ell$, are those components of $g$ supported in $A_{2}$. Then, using the nonnegativity (and the simplicity of the first eigenfunctions of $\Delta_{\mathbb{S}^{n-1}}$ on subdomains of $\mathbb{S}^{n-1}$ ), we may conclude that $g_{j}=\lambda_{j} g_{1}$ for $1 \leq j \leq k$, and $g_{j}=\lambda_{j} g_{k+1}$ for $k+1 \leq j \leq \ell$. For convenience, we assume that $g_{1}$ and $g_{k+1}$ are not identically zero.

Sub-Lemma 4.1. The function $v_{1}=\left(\sum_{j=1}^{k} \lambda_{j}^{2}\right)^{1 / 2} \bar{u}_{1}$ extends crossing $\partial \Omega_{1} \cap \partial \Omega_{2}$ harmonically into $-v_{2}=-\left(\sum_{k+1}^{\ell} \lambda_{j}^{2}\right)^{1 / 2} \bar{u}_{k+1}$. Here $\Omega_{1}$ and $\Omega_{2}$ are cones over $A_{1}$ and $A_{2}$ with vortex at the origin $\underline{0}$.

The proof of the lemma follows simply from the fact that $v_{1}$ and $v_{2}$ are harmonic, respectively, in $\Omega_{1}$ and $\Omega_{2}$. Moreover, since $\bar{u}=r^{\alpha} g(w)$ is an energy minimizing harmonic map from $\bar{B}_{1}=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}$ into $\Sigma$, and the image of $g\left(\mathbb{S}^{n-1}\right)$ is contained in two half-line segments, the first variation calculation leads to $\left|\frac{\partial v_{1}}{\partial \nu}\right|^{2}=\left|\frac{\partial v_{2}}{\partial \nu}\right|^{2}$ on $\partial \Omega_{1} \cap \partial \Omega_{2}$ in the pointwise sense. Thus if one defines

$$
v= \begin{cases}v_{1} & \text { in } \Omega_{1} \\ -v_{2} & \text { in } \Omega_{2}\end{cases}
$$

$v$ is harmonic in $B_{1}$ in a weak sense.
From Sub-Lemma 4.1 one concludes that $\alpha$ must be 1 , and thus $\Omega_{1}$ and $\Omega_{2}$ are half-balls in $B_{1}^{n}$.

Remark. If $\mathbb{S}^{n-1}$ is divided into two subdomains $A_{1}$ and $A_{2}$ such that $\Delta_{\mathbb{S}^{n-1}}$ has the same first eigenvalues on both $A_{1}$ and $A_{2}$ with respect to the Dirichlet boundary conditions, that is, $\mu_{1}=\mu_{2}$, and if the corresponding characteristic values are the same $\alpha=1$, that is, $\mu_{1}=\mu_{2}=$ first eigenvalue on the hemisphere of $\Delta_{\mathbb{S}^{n-1}}$ with respect to the zero Dirichlet boundary conditions as in our case, then $A_{1}$ and $A_{2}$ are hemispheres. This follows by a symmetrization argument.

Corollary 4.2. If $N\left(x_{0}\right)>1$ for $x_{0} \in \Gamma$, then $N\left(x_{0}\right) \geq \gamma_{0}$, the eigenvalue of the spherical cap of volume $\leq \frac{1}{3}$ volume of $\mathbb{S}^{n-1}$; in particular, $\gamma_{0} \geq \frac{3}{2}$.
Corollary 4.3. If $N\left(x_{0}\right)=1$, components of $\bar{u}$ are simply given by

$$
\begin{aligned}
& \bar{u}_{j}=\lambda_{j} x_{1}^{+} \quad(1 \leq j \leq k), \\
& \bar{u}_{j}=\lambda_{j} x_{1}^{-} \quad(k+1 \leq j \leq \ell),
\end{aligned} \quad \text { with } \quad \sum_{j=1}^{k} \lambda_{j}^{2}=\sum_{k+1}^{\ell} \lambda_{j}^{2}
$$

We define $\Gamma^{*}=\{x \in \Gamma: N(x)=1\}$. We start with the following observation. If $x_{o} \in \Gamma^{*}$, then $N\left(x_{0}\right)=1$, and then there is a $\delta_{0}>0$ such that for all $x \in B_{\delta_{0}}\left(x_{0}\right) \cap \Gamma$, one has $N(x) \leq 1+\delta_{n / 2}$. This follows from the upper-semicontinuity of $N(x)$ in $\Omega$. By Lemma 4.1, one must have $N(x) \equiv 1$ for all $x \in \Gamma \cap B_{\delta_{0}}\left(x_{0}\right)$; that is, $\Gamma \cap B_{\delta_{0}}\left(x_{0}\right) \subseteq \Gamma^{*}$ or equivalently $\Gamma^{*}$ is relatively open in $\Gamma$.

Next we want to investigate the property of $\Gamma^{*}$ near a point $x_{0} \in \Gamma^{*}$. Since $N\left(x_{0}\right)=1$, each homogeneous blow-up of $u$ at $x_{0}$ (that is a subsequential limit of $u_{\lambda}(x)$ as $\left.\lambda \rightarrow 0^{+}\right)$is of degree 1 . However, such homogeneous blow-ups may not be unique.

For each $\vec{e} \in \mathbb{S}^{n-1}$, we let $T(e, \varepsilon)$ be the $\varepsilon$-strip in the $\vec{e}$-direction passing the origin $\underline{0}$, that is,

$$
T(\stackrel{\rightharpoonup}{e}, \varepsilon)=\left\{x \in B_{1}^{n}(0):|x \cdot \stackrel{\rightharpoonup}{e}| \leq \varepsilon\right\}
$$

Lemma 4.4 (Flatness of the free boundary). Let $u: B_{2} \rightarrow \sum$ be an energy minimizing map with $f_{\partial B_{2}}|u|^{2}=1$. Then for every $\varepsilon \in(0,1)$, there is a $\delta(\varepsilon)>0$ such that if $N(\underline{0}, 2) \leq 1+\delta(\varepsilon), \underline{0} \in \Gamma^{*}$, then $u$ can be well-approximated by linear functions in $B_{1}^{n} \mid T(e, \varepsilon)$ for some $\vec{e} \in \mathbb{S}^{n-1}$ (cf. Corollary 4.3). Here $u$ is wellapproximated by linear functions in $B_{1}^{n}(0) \mid T(e, \varepsilon)$ means

$$
\begin{gathered}
\left|u(x)-\ell_{\varepsilon}^{ \pm}(x)\right|_{C^{1}} \leq \varepsilon \quad \text { for } x \in B_{1}^{ \pm}(0) \backslash T(e, \varepsilon) \\
B_{1}^{ \pm}(0)=\left\{x \in B_{1}(0): x \cdot \vec{e} \lessgtr 0\right\}, \quad \text { and for some } \\
\ell_{\varepsilon}^{ \pm}(x)=\vec{a}_{\varepsilon}^{ \pm}(x \cdot \vec{e}) \quad \text { where } \vec{a}_{\varepsilon}^{+}=\left(\lambda_{1}, \ldots, \lambda_{k}\right), \vec{a}_{\varepsilon}^{-}=\left(\lambda_{k+1}, \ldots, \lambda_{\ell}\right)
\end{gathered}
$$

Proof. The conclusion of the above lemma follows easily by a contradiction argument. One notes that the homogeneous degree 1 map $u: B_{2}^{n}(0) \rightarrow \Sigma$ must be given by a two-component linear map (see the proof of Corollary 4.3).

We note that due to normalization one can assume $1 \leq\left|\vec{a}_{\varepsilon}^{ \pm}\right| \leq 3$.
Remark. (a) Let $u: B_{2}^{n}(0) \rightarrow \Sigma$ be an energy minimizing harmonic map such that $N(\underline{0}, 2) \leq 1+\delta, \underline{0} \in \Gamma^{*}$. Then for all $x \in \Gamma \cap B_{2 / 3}^{n}(\underline{0})$, one has $N(x, 1) \leq 1+c(\delta)$. Here $c(\delta) \rightarrow 0^{+}$as $\delta \rightarrow 0+$.
(b) From (a) one concludes: If $u: B_{2} \rightarrow \Sigma$ is energy minimizing with $N(\underline{0}, 2) \leq$ $1+\delta, \underline{0} \in \Gamma^{*}$, then for any $x \in \Gamma \cap B_{2 / 3}^{n}(0), 0<r<1$, one has $N(x, r) \leq$ $1+c(\delta)$. In particular, when $\delta$ is sufficiently small, a proper scaled of $u$ at every point $x \in \Gamma \cap B_{2 / 3}^{n}(\underline{0})$, and for every scale $\lambda, 0<\lambda<1$, can be well-approximated by two linear functions in $B_{\lambda}(x) \backslash\left\{x+T\left(e_{\lambda}, \varepsilon \lambda\right)\right\}$; cf. Corollary 4.3
More precisely we have the following.
Corollary 4.5. For any $\varepsilon>0$, there is a $\delta(\varepsilon)>0$, such that if $u: B_{2} \rightarrow \Sigma$ is harmonic and $N(\underline{0}, 2) \leq 1+\delta(\varepsilon)$, then for any $0<r<1$, the function $u_{x, r}(y)=$
$\frac{u(x+r y)}{\|u(x+r y)\|_{L^{2}\left(B_{1}\right)}}, x \in B_{2 / 3}$, can be well-approximated by two linear vector-valued functions

$$
\ell_{r}^{ \pm}(y)=\vec{a}_{r}^{ \pm} y \cdot \vec{e}_{r}
$$

in $y \in B_{1}(0) \backslash T\left(e_{r}, \varepsilon\right)$, for some $\vec{e}_{r} \in \mathbb{S}^{n-1}$, and $\vec{a}_{r}^{ \pm}$are as given in Lemma 4.4 with $\frac{1}{3} \leq\left|a_{r}^{ \pm}\right| \leq 3$. Here $\left\|u_{x, r}(y)\right\|_{L^{2}\left(B_{1}\right)}=1$.

Theorem 4.6. Under the same assumptions as those in Lemma 4.4, there is $\theta_{0}=$ $\theta_{0}(n) \in(0,1)$ such that $\Gamma \cap B_{\theta_{0}}(\underline{0})$ is a bi-Hölder embedded topological $(n-1)$ dimensional ball.

Proof. It is clear from the conclusion of Lemma 4.4 and the remark above that, for all $x \in \Gamma \cap B_{2 / 3}(0), 0<r<1, \Gamma \cap B_{r}(x)$ is contained in a strip $T\left(\vec{e}_{r}, \varepsilon r\right)$ passing the point $x$, for some $\varepsilon=\varepsilon(\delta) \ll 1$, so long as one assumes $\delta$ is sufficiently small. Moreover, for each pair of points $Y_{1}, Y_{2}$ in $B_{r}^{+}(x) \backslash T\left(\vec{e}_{r}, \varepsilon r\right)$ and $B_{r}^{-}(x) \backslash T\left(\vec{e}_{r}, \varepsilon r\right)$, respectively, so that $\pi_{e}\left(Y_{1}\right)=\pi_{e}\left(Y_{2}\right)$, where $\pi_{e}: \mathbb{R}^{n} \rightarrow\left\{x \in \mathbb{R}^{n}: x \cdot \vec{e}=0\right\}$ is the orthogonal projection, there is a point on the $\overline{Y_{1} Y_{2}}$ segment which is in $B_{r}(x) \cap \Gamma$ (cf. Lemma 4.1). Therefore, the Hausdorff distance between $\Gamma \cap B_{r}(x)$ and $T\left(\vec{e}_{r}, \varepsilon r\right) \cap B_{r}(x)$ is less than $2 \varepsilon r$. In other words, $\Gamma \cap B_{2 / 3}(0)$ satisfies the Reifenberg condition (see [M]). Reifenberg's topological disc theorem implies that $\Gamma \cap B_{\theta_{0}}(0)$, for some $\theta_{0}(n)>0$, is a bi-Hölder image of $B_{\theta_{0}}^{n-1}(0)$.

In the next section we shall show a "clean-up lemma" that says, mainly, that if $N(\underline{0}, 1) \leq 1+\delta$ for a small enough $\delta$, then on $B_{1 / 2}$ there are exactly two components, say $\Omega_{1}$ and $\Omega_{2}$, separated by a $C^{1, \alpha}$ surface $S=\partial \Omega_{1} \cap \partial \Omega_{2}$.

We are now ready to show the interface regularity. Our main theorem is the following:

Theorem 4.7. (a) If $N\left(0^{+}\right)=1$ at $x_{0}$, then in a neighborhood of $x_{0}, B_{r}\left(x_{0}\right)$, there are exactly two components $\Omega_{1}, \Omega_{2}$, and $\partial \Omega_{1} \cap \partial \Omega_{2}$ is a $C^{1, \alpha}$ hypersurface.
(b) The closed set where $N\left(0^{+}\right)>1$ has Hausdorff dimension $n-2$.

Proof of Part (b). Let $\Gamma=\{x \in \Omega: u(x)=0\}, \Gamma^{*}=\{x \in \Gamma: N(x)=1\}$. Then we have shown that for any $x \in \Gamma \mid \Gamma^{*}, N(x) \geq 1+\delta_{n}$ for some $\delta_{n}>0$. Since $N(x)$ is upper-semicontinuous in $x$, it is then easy to see that $\Gamma \mid \Gamma^{*}$ is closed in $\Omega$. We want to show that the Hausdorff dimension of $\Gamma \mid \Gamma^{*} \leq n-2$.

For this purpose, we shall adopt the notions $N(x, u)=N(x), \Gamma_{u}, \Gamma_{u}^{*}$, etc., to represent their dependence on $u$. We first note that, for a ball $B_{R}\left(x_{0}\right) \subset \Omega$, the set of all harmonic maps ( $\neq$ constant) $u$ from $B_{R}\left(x_{0}\right)$ into the singular space $\Sigma$ with $N\left(u, x_{0}, R\right) \leq N_{0}$, for some $N_{0} \in R_{+}$, is compact in the following sense. If $\left\{u_{i}\right\}$ is a sequence of such harmonic maps from $B_{R}\left(x_{i}\right)$ into $\Sigma$ with $N\left(u_{i}, x_{0}, R\right) \leq N_{0}<\infty$, then there is a subsequence $\left\{u_{i}^{\prime}\right\}$ such that $u_{i}^{\prime} \hookrightarrow u_{\infty}$ weak* in $W_{\text {loc }}^{1, \infty}\left(B_{R}\left(x_{0}\right)\right) \cap$ $H_{\text {loc }}^{1}\left(B_{R}\right)$, such that $u_{\infty}: B_{R}\left(x_{0} \rightarrow \Sigma\right.$ is a harmonic map with $N\left(u_{\infty}, x_{0}, R\right) \leq N_{0}$. In particular $u_{\infty} \neq$ constant.

Next, we consider the family of relative closed subsets of $B_{R}\left(x_{0}\right), S_{u} \equiv \Gamma_{u} \backslash$ $\Gamma_{u}^{*} \equiv\left\{x \in B_{R}\left(x_{0}\right): N(x, u) \geq 1+\delta_{n}\right\}$, for $u: B_{R}\left(x_{i}\right) \rightarrow \Sigma$ harmonic and $N\left(u, x_{0}, R\right) \leq N_{0}$. From the compactness of such harmonic maps, we see that this family $\mathcal{F}=\left\{E\right.$ closed, $\left.E \subset S_{u}\right\}$ is compact in the Hausdorff metric (see, e.g., L2, pp. 56-57]).

We are now in the position to apply the Federer dimension reduction principle to show that $S_{u}$ has Hausdorff dimension $\leq n-2$, for each $S_{u} \in \mathcal{F}$.

We assume, without loss of generality, that $R=1$ and $x_{0}=0$ (via a suitable normalization). Then we easily observe that $\mathcal{F}$ has the following two properties:
(i) If $E \in \mathcal{F}, E_{x, \lambda}=\frac{E-x}{\lambda} \cap B_{1}(0) \in \mathcal{F}$ for all $x \in B_{1}$ and $0<\lambda<1$.
(ii) Let $E_{i} \in \mathcal{F}$ and $E_{i} \rightarrow E_{*}$ in the Hausdorff distance; then $E_{*} \in \mathcal{F}$ (see, e.g., [L2, pp. 56-58]).
Finally we check that for $n=1, \mathcal{F}=\{\varnothing\}$. Indeed, if there is a solution of $u_{x x}=0$ on an interval with $u(a)=u_{x}(a)=0$, for some $a$ in this interval, then $u \equiv 0$. Therefore, by applying the dimension reduction principle (see LL2, pp. 4952]), we conclude that for $n=2$, each $S_{u} \in \mathcal{F}$ consists of isolated points, and for general $n \geq 3$, the Hausdorff dimension of $S_{u} \leq n-2$.

Remark. One can also show directly that for $n=2$, each $S_{u} \in \mathcal{F}$ consists of isolated points as follows. Consider the measurable function $g(\zeta)=\left(u_{x}^{2}-u_{y}^{2}\right)-2 i u_{x} \cdot u_{y}$; then it is well-known (see $[\mathbf{S c}]$ ) that $g$ is holomorphic in $B_{1}$. Thus either $g \equiv 0$ or the zeros of $g$ are isolated. The case $g \equiv 0$ would imply that $u$ is conformal. The conclusion that $S_{u}$ is isolated follows. In fact, using the compactness of $\mathcal{F}$, one can locally bound the number of points of $S_{u}$ in $\Omega$.

## 5. Proof of Theorem 4.7(a)

The proof is divided into two key steps.
Step 1. If $N\left(0^{+}\right)$is close to 1 (hence it has to be 1 ), then there is an $r_{0}>0$ such that $B_{r_{0}}(0)=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}$ with $u\left(\bar{\Omega}_{j}\right)$ are contained in some $\mathbb{R}^{k_{j}^{\prime}}$ component of $\sum=\bigoplus_{j=1}^{\ell} R^{k_{j}}$ for $j=1,2$.

This step is accomplished by the so-called "clean-up" lemma below. From this step and discussions in the previous section (in particular Corollary 4.5 and Theorem (4.6), one can easily verify that both $\Omega_{1}$ and $\Omega_{2}$ are the so-called NTA domains; see JK.

Step 2. To show that the quotient $\frac{\partial u_{i}}{\partial \nu} / \frac{\partial u_{j}}{\partial \nu}$ is Hölder continuous for any two nonvanishing components of the limiting map $u$ supported in a given $\Omega_{\ell}(\ell=1,2)$. Moreover, we can renormalize the jump conditions of $\left|\frac{\partial v_{1}}{\partial \nu}\right|$ and $\left|\frac{\partial v_{2}}{\partial \nu}\right|$ in such a way that they are almost equal to 1 in a geometrically decaying sequence of balls $B_{2^{-k}}\left(x_{0}\right)$ for all $x_{0}$ in $B_{r_{0} / 2}(\underline{0})$, rendering the free boundary a $C^{1, \alpha}$ graph.

In some sense Step 2 would be a consequence of the boundary Harnack inequality (for NTA domains) and some other facts for which we shall offer a more direct argument.

Lemma 5.1 (Clean-up). Let $\underline{0} \in \Gamma^{*}$ and let $u$ be as in Lemma 4.4. Then $u$ maps $B_{1}(0)$ into at most two different components of $\Sigma$. In other words, one may assume that $u_{j}(x) \equiv 0$ for all $u_{j}$ in other components of $\Sigma$.

Proof. Since $\underline{0} \in \Gamma^{*}$ and $N(0,2) \leq 1+\delta$, Lemma 4.4 implies that there are exactly two distinct components $L_{1}, L_{2}$ in $\Sigma$ such that $u\left(B_{3 / 2}(\underline{0}) \backslash T(\vec{e}, \varepsilon)\right) \subseteq L_{1} \cup L_{2}$, for an $\varepsilon=\varepsilon(\delta) \rightarrow 0^{+}$as $\delta \rightarrow 0^{+}$. Moreover, for every $x \in \Gamma \cap B_{1}(\underline{0})$, one has $u\left(B_{1 / 2}(x) \backslash T(\vec{e}, \varepsilon)\right) \subseteq L_{1} \cup L_{2}$.

Thus, to verify the conclusion of Lemma 5.1, it suffices to show the following statement: If $\underline{0} \in \Gamma^{*}, N(0,1 / 2) \leq 1+\tilde{\delta}$ for a sufficiently small $\tilde{\delta}$, and

$$
u\left(B_{1 / 2}(\underline{0}) \backslash T(\stackrel{\rightharpoonup}{e}, \varepsilon)\right) \subseteq L_{1} \cup L_{2}
$$

for some $\varepsilon=\varepsilon(\tilde{\delta})$ and $\vec{e} \in \mathbb{S}^{n-1}$, where $L_{1}$ and $L_{2}$ are two distinct components in $\Sigma$, then for any $r \in(0,1 / 2)$,

$$
u\left(B_{r}(0) \backslash T(\vec{e}, \varepsilon r)\right) \subseteq L_{1} \cup L_{2}
$$

for the same two components $L_{1}$ and $L_{2}$ in $\Sigma$.
The above fact follows easily from the following observation. For each $r \in(0,1)$, there will be two distinct lines $L_{1}^{r}$ and $L_{2}^{r}$ in $\Sigma$, such that $u\left(B_{r}(0) \backslash T(\vec{e}, \varepsilon r)\right) \subseteq$ $L_{1}^{r} \cup L_{2}^{r}$. The problem is, of course, that such $L_{1}^{r}$ and $L_{2}^{r}$ may be dependent on $r$ in general. However, it is obvious that $L_{1}^{r}$ and $L_{2}^{r}$ depend on $r$ continuously. There are finitely many choices of such $L_{1}^{r}$ and $L_{2}^{r}$ in $\Sigma$, thus the choice of $L_{1}^{r} \cup L_{2}^{r}$ will be fixed for all $0<r<1$ by the continuity. The conclusion of the clean-up lemma follows.

Remark. As a consequence of the above proof, one also has the "uniqueness of images of homogeneous blow-up maps of degree 1 ". That is, for each $x \in \Gamma^{*}$, let $u_{*}$ be a homogeneous blow-up of $u$ at $x$, and suppose $u_{*}\left(B_{1}(0)\right) \subseteq L_{1} \cup L_{2}$ for two distinct components $L_{1}, L_{2}$ in $\Sigma$. Then for any homogeneous blow-up $\widetilde{u}$ of $u$ at $x$, $\widetilde{u}\left(B_{1}\right) \subset L_{1} \cup L_{2}$.

Remark. There is another way to look at the clean-up lemma, Lemma 5.1. In fact, from Lemma 4.4 and Corollary 4.5, it is not hard to see that there are two components $\Sigma_{1}, \Sigma_{2}$ in $\Sigma$, and two subdomains $\Omega_{1}=\Omega_{+}, \Omega_{2}=\Omega_{-}$of $B_{1}(\underline{0})$ such that for any $x_{0} \in B_{1 / 2}(\underline{0})$ with $u\left(x_{0}\right)=\underline{0}$ and $0<r<\frac{1}{2}$,

$$
D_{r}^{ \pm} \equiv B_{r}\left(x_{0}\right) \cap\left\{\left\langle x-x_{0}, \nu\right\rangle^{ \pm} \geq \varepsilon r\right\} \subset \Omega_{ \pm}
$$

for some unit vector $\nu=\nu\left(x_{0}, r\right)$, where $u\left(\Omega_{1}\right) \subseteq \Sigma_{1}, u\left(\Omega_{2}\right) \subseteq \Sigma_{2}$. We want to show that there is no such $\Omega_{3} \subseteq B_{1}(\underline{0})$, that $u\left(\Omega_{3}\right) \subseteq \Sigma_{3}$ (another component of $\Sigma)$, and that $\Omega_{3} \cap B_{1 / 2} \neq \varnothing$. Otherwise we would be able to find $0 \leq v \leq 1$ subharmonic in $B_{1}$ so that $v \equiv 0$ on the set $\left\{\left|\left\langle x-x_{0}, \nu\left(x_{0}, \frac{1}{2}\right)\right\rangle\right| \geq \varepsilon\right\} \cap B_{1 / 2}\left(x_{0}\right)$ for any $x_{0} \in B_{1 / 2}$ with $v\left(x_{0}\right)=\underline{0}$; thus in $B_{1 / 4}\left(x_{0}\right), 0 \leq v \leq e^{-c / \varepsilon}$. In particular, for a very large $M, v \leq 2^{-M}$ on $B_{1 / 4}\left(x_{0}\right)$. As a consequence, for any $x_{0} \in B_{1 / 2}$ with $v\left(x_{0}\right)=\underline{0}$ one has

$$
\sup _{B_{2}-k}\left(x_{0}\right)=2^{-M k}
$$

via a simple iteration, and the properties of $\Omega_{1}, \Omega_{2}$ described above. Therefore

$$
\int_{B_{2-k-1}\left(x_{0}\right)} \Delta v d x \leq c_{0} 2^{(-M+2) k}
$$

and since we may assume $(M-2)>n+1$, we have that $\Delta v \equiv 0$ in $B_{1 / 2}(\underline{0})$. Thus $v \equiv 0$ in $B_{1 / 2}(\underline{0})$ by the maximum principle.

From the "clean-up" lemma and Theorem 4.6, one see that $B_{1}^{n}(0)=\Omega_{1} \cup \Omega_{2}$, $\Omega_{1}$ and $\Omega_{2}$ are separated by $\Gamma$ which satisfies the Reifenberg flatness condition. It is then relatively easy to check that $\Omega_{1}$ and $\Omega_{2}$ are NTA domains in the sense that they satisfy both corkscrew and Harnack chain conditions; see JK.

Proof of Step 2. We adapt some of the notation introduced in the proof of SubLemma 4.1. In particular, we denote the support of $u_{j}$ by $\bar{\Omega}_{1}$ for $1 \leq j \leq k$ and the support of $u_{j}$ by $\bar{\Omega}_{2}$ for $k+1 \leq j \leq \ell$. Here $B_{1}(0)=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}$. By [JK], one concludes that $\frac{u_{j_{1}}}{u_{j_{2}}}$ is Hölder continuous in $\bar{\Omega}_{1}$ (respectively, in $\bar{\Omega}_{2}$ ) whenever $1 \leq j_{1}, j_{2} \leq k\left(k+1 \leq j_{1}, j_{2} \leq \ell\right.$, respectively $)$.

From Corollary 4.3, we can define, for $x_{0} \in \partial \Omega_{1}\left(=\partial \Omega_{2}\right) \cap B_{1}(0)$, the quantities $\lambda_{j}\left(x_{0}\right), j=1, \ldots, \ell$, such that

$$
\sum_{j=1}^{k} \lambda_{j}^{2}\left(x_{0}\right)=\sum_{j=k+1}^{\ell} \lambda_{j}^{2}\left(x_{0}\right) .
$$

Similarly, we can define $u^{+}=v_{1}, u^{-}=v_{2}$ as in Sub-Lemma 4.1. After a normalization we can assume $\left|\frac{\partial u^{+}}{\partial \nu}\right|^{2}=\left|\frac{\partial u^{-}}{\partial \nu}\right|^{2}=1$ at a given point $x_{0}$ (say the origin) on $\Gamma=\partial \Omega_{j}(j=1,2)$. Moreover,

$$
\left|\left|\frac{\partial u^{+}}{\partial \nu}\right|-\left|\frac{\partial u^{-}}{\partial \nu}\right|\right|(x) \leq c\left|x-x_{0}\right|^{\alpha}
$$

for $x \in \Gamma \cap B_{1 / 2}\left(x_{0}\right)$, by [JK] and Corollary 4.3.
Our final goal is to prove that in the balls, for some $0<r_{0}<1, B_{r_{0}^{k}}\left(x_{0}\right)$, $k=2,3 \ldots, u^{+}-u^{-}$becomes geometrically close to its harmonic replacements

$$
\begin{cases}\Delta h_{k}=0 & \text { in } B_{r_{0}^{k}}\left(x_{0}\right) \\ h_{k}=u^{+}-u^{-} & \text {on } \partial B_{r_{0}^{k}}\left(x_{0}\right)\end{cases}
$$

This latter statement further implies that the measurements of the flatness of $\partial \Omega^{ \pm}$ decrease geometrically, and hence the $C^{1, \beta}$ regularity of $\Gamma=\partial \Omega^{ \pm}$.

To begin, we consider a harmonic function in $B_{1}$ so that $\left|h-t x_{1}\right|_{L^{\infty}\left(B_{1}\right)} \leq \varepsilon$ for some $\frac{1}{2} \leq t \leq 1$. Then, in $B_{1 / 2}$,

- $\left|\nabla h-t \vec{e}_{1}\right|(x) \leq c \varepsilon \quad \forall x \in B_{1 / 2}$.
- $\left|D^{2} h\right|(x) \leq c \varepsilon \quad \forall x \in B_{1 / 2}$.
- The level set $\{h=0\} \cap B_{1 / 2}$ is analytic.
- In $B_{r_{0}}\left(\right.$ for a suitably small $\left.r_{0}>0\right)$ for some linear function $\ell,|h-\ell|(x) \leq$ $c \varepsilon r_{0}^{2}$.
- After a renomalization to a ball of radius $1,|\widetilde{h}-\widetilde{\ell}|_{L^{\infty}\left(B_{1}\right)} \leq c \varepsilon r_{0} \leq \frac{\varepsilon}{4}$.

In the last step the renormalization from $B_{r}$ to $B_{1}$ of a function $f$ is simply the function $\widetilde{f}(x)=\frac{1}{r} f(r x)$.

Keeping these simple observations in mind, we proceed with our proof of Step 2.
We note that in $B_{k}=B_{r_{0}^{k}}\left(x_{0}\right)$ the function $\sigma^{+}=\left(1+c r_{0}^{k \alpha}\right) u_{+}-u_{-}$is subharmonic. This follows from the facts that both $0 \leq u_{ \pm}$are harmonic in $\Omega_{ \pm}$ and $\left|\frac{\partial u_{-}}{\partial \nu}\right| \leq\left|\frac{\partial u_{+}}{\partial \nu}\right|+c r_{0}^{k \alpha}$ with $u_{ \pm}=0$ on $\Gamma=\partial \Omega_{ \pm}$. Similarly the function $\sigma^{-}=\left(1+c r_{0}^{k \alpha}\right) u_{-}-u_{+}$is also subharmonic in $B_{k}$. Therefore the harmonic extension $h_{k}$ of $u_{+}-u_{-}$on $B_{k}$ satisfies

$$
\left|h_{k}-\left(u_{+}-u_{-}\right)\right|_{L^{\infty}\left(B_{k}\right)} \leq c r_{0}^{k \alpha}\left\|u_{ \pm}\right\|_{L^{\infty}\left(B_{k}\right)}
$$

In particular, $\left|h_{k+1}-h_{k}\right|_{L^{\infty}\left(B_{k+1}\right)} \leq c r_{0}^{k \alpha}\left\|u_{ \pm}\right\|_{L^{\infty}\left(B_{k}\right)}$. The Lipschitz regularity of $u$ implies that $\left\|u_{ \pm}\right\|_{L^{\infty}\left(B_{k}\right)} \leq c r_{0}^{k}$. Thus $\left\|\widetilde{h}_{k+1}-\widetilde{h}_{k}\right\|_{L^{\infty}\left(B_{r_{0}}\right)} \leq c_{*} r_{0}^{k \alpha}$ after the renormalization, which makes the ball $B_{k}$ become the unit ball.

It is now clear that if $\widetilde{h}_{k}$ differs from a linear function $\widetilde{\ell}_{k}$ by $\varepsilon_{k}$ on $B_{1}$, then $\widetilde{h}_{k+1}$ differs from a linear function $\widetilde{\ell}_{k+1}$ on $B_{1}$ (where we consider all functions being renormalized to be defined on $B_{1 / r_{0}}$ ) by the amount $c \varepsilon_{k} r_{0}+c r_{0}^{k \alpha-1}$; that is,

$$
\left|\widetilde{h}_{k+1}-\widetilde{\ell}_{k+1}\right|_{L^{\infty}\left(B_{1}\right)} \leq c \varepsilon_{k} r_{0}+c r_{0}^{k \alpha-1}
$$

Since one may initially assume that $|h-\ell|_{L^{\infty}\left(B_{1}\right)} \leq \varepsilon$ for any given positive $\varepsilon>0$, one concludes from the iterative estimates above that, for any given $\varepsilon_{0}>0$, one may find $r_{0}$ and $\varepsilon$ sufficiently small so that one has for $h_{0}=h, \ell_{0}=\ell, h_{k}, \ell_{k}, k \geq 1$, as above,

$$
\left|\widetilde{h}_{k}-\tilde{\ell}_{k}\right|_{B_{1}} \leq \varepsilon_{0} 2^{-k}, \quad k=1,2, \ldots
$$

Here $\widetilde{h}_{k}, \widetilde{\ell}_{k}$ are renormalizations from $B_{r_{0}^{k}}$ to $B_{1 / r_{0}}$.
We therefore conclude that

$$
\left|v-\ell_{k}\right|_{L^{\infty}\left(B_{r_{0}}^{k+1}\right)} \leq r_{0}^{k}\left[\varepsilon_{0} 2^{-k}+c r_{0}^{k \alpha}\right] \quad \text { where } \quad v(x)= \begin{cases}u_{+}(x), & x \in \Omega_{+}, \\ -u_{-}(x), & x \in \Omega_{-}\end{cases}
$$

Thus the measurements of the flatness of $\Gamma=\{x: v(x)=0\}$ decrease geometrically on balls $B_{r_{0}^{k}}\left(x_{0}\right), k=1,2, \ldots$, for every $x_{0} \in B_{1 / 2}(\underline{0}) \cap \Gamma$; hence $\Gamma$ is of class $C^{1, \beta}$ for some $\beta>0$, and our proof is complete.
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