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When a reader processes a sentence, several levels of
analysis are required for comprehension, including, but
not limited to, recognitionof the perceptual input, retrieval
of individual word meanings, parsing for grammatical
structure, assignment of thematic roles, and drawing in-
ferences on the basis of general world knowledge. The
reader computes and integrates this information quickly
and easily, yet the actual processes that govern language
comprehension are still elusive, despite decades of re-
search. One influential approach proposes that compre-
hension is achieved, in part, via the activation of stereo-
typical precompiled structures of knowledge, such as
scripts and schemas (e.g., Bower, Black, & Turner, 1979;
Schank & Abelson, 1977), or of more general situations
(cf. Ferretti, McRae, & Hatherell, 2001; Sanford & Gar-
rod, 1981; Traxler, Foss, Seely, Kaup, & Morris, 2000;
Zwaan & Radvansky, 1998). According to more formal
script /schema theories, understandingrequires the activa-
tion of a script, using script headers (e.g., a restaurant) and
then the subsequent “filling in” of the slots of the script

(e.g., agents, patients, instruments, etc.) on the basis of in-
formation available from the discourse. However, the rigid
structure of scripts exposes several problems for such pro-
posals, such as the level of detail of a stored script, how
much information is activated when a script is instantiated,
and how comprehension progresses when subsequent in-
formation has no apparent relation to a script (see Bower
et al., 1979; Whitney, Budd, Bramucci, & Crane, 1995).

A more flexible alternative views language compre-
hension as an incremental process of constraint satisfac-
tion (e.g., Taraban & McClelland, 1988), in which there
is a dynamic interaction between the streaming linguis-
tic input and the activation of generalized situations. On
this view, comprehension is achieved via an incremental
word-by-word construction of a situational representa-
tion of the discourse context—a running discourse model
of comprehension that is continuously updated, revised,
and refined to satisfy the accumulating constraints im-
posed by the text and general world knowledge (e.g.,
Sanford & Garrod, 1981; see also Johnson-Laird, 1983).1
A linguistic stream will tap a general situation whenever
there is enough available information to do so, and the
situation that is invoked will contain information corre-
sponding to the linguistic input itself, as well as other in-
formation specific to the situation. The evoked situation
provides a domain of reference for interpreting subse-
quent information, yet simultaneously, each new lexical
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In two experiments, we examined the influence of situation-evoking stimuli on the resolution of lex-
ical ambiguity. In Experiment 1, we examined situation-evoking stimuli at an early NP position. Read-
ers were asked to establish whether specific entities were likely to participate as agents in contextu-
ally defined situations. Naming latenciesdemonstrated that defined situations headed by likely agents
evoked a domain of reference that included only the situation-appropriate meaning of a targeted lexi-
cal ambiguity. In contrast, defined situations headed by unlikely agents evoked a domain of reference
that did not include either meaning of the intended ambiguous word. In Experiment 2, we examined
situation-evoking stimuli at a later direct object position. The specificityof the theme/patient role filler
was manipulated, where the linguistic expressions were either specific or general with respect to a
given contextual situation. The results showed that contexts with specific situation-evoking stimuli
were rated as strongly biased and provided a domain of reference for the immediate resolution of lex-
ical ambiguity, whereas contexts with nonspecific role fillers were rated as ambiguous and provided a
domain of reference that was supportive of both meanings of an ambiguous word. The results were dis-
cussed within a contextual-feature–sensitive model of language processing.
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entry will incrementally update the situational model
and, thus, refine the domain of reference (e.g., Altmann
& Kamide, 1999; Schwanenflugel & Shoben, 1985; Se-
divy, Tanenhaus, Chambers, & Carlson, 1999).

When the situational model is updated, the domain of
reference may be maintained, elaborated, and refined or
may be completely revised, depending on the compati-
bility of incoming lexical information (see Zwaan &
Radvansky, 1998). Consider, for example, the following
sentence frames:

1a. The astronomer knew the name of the _____.

1b. The astronomer liked the flavor of the _____.

In both sentences, it is likely that when the agent “as-
tronomer” is processed, a situational-levelrepresentationis
triggered, with features associated with astronomer being
computed, such as ,stars. ,space. ,moon. ,etc..,
as part of its domain of reference. When “knew the name
of the” is processed in 1a, features such as ,understand.
,possess knowledge. ,identity. are mapped onto the
semantic representation. The semantic trajectory of the
evolving reference domain of 1a remains on course, and
readers will expect referring expressions that are related to
an astronomer (e.g., star) to complete the sentence. How-
ever, in 1b, the reference domain must be substantially re-
vised in order to incorporate referents that will be com-
patiblewith the modifier “flavor.” It is extremely unlikely
that readers would expect a linguistic expression that is
related specifically to an astronomer to complete the
sentence. Thus, although an activated situation provides
a reference domain for the interpretation of subsequent
linguistic information, the fate of the evolving situational
representation is determined by the actual linguistic
input. The appropriate situation model of the context will
be derived through continuous refinements and revisions
via an incremental process of constraint satisfaction.

The importance of situation-based knowledge for lex-
ical processing has been demonstrated by McRae, Hare,
Ferretti, and Elman (2001), who showed that discourse
entities (agents, patients, instruments) primed verbs via
event schemas. It was proposed that generalized events
are organized in such a way that the participants in an
event can be used to activate the event structure and, con-
sequently, to activate the verb that is typically associated
with the event. In addition,Hess, Foss, and Carroll (1995)
found that the speed of processing of a sentence-final
word depended more on the fit of the word with the over-
all situational context than on lexical associates imme-
diately prior to the final word. Finally, situational knowl-
edge can be used to interpret locallyneutral and nonspecific
information (see Sanford & Garrod, 1981).

Situation-Based Knowledge and the Resolution
of Lexical Ambiguity

An important tool used to study language comprehen-
sion is lexical ambiguity, or words with multiple distinct

meanings (e.g., a mammal bat vs. a baseball bat). How
ambiguous words are resolved in context is a nontrivial
question, since an understanding of this issue can pro-
vide answers to fundamental questions regarding the ar-
chitecture of the language comprehension system and the
roles that discourse context and general world knowledge
playduring languageprocessing.The early seminal research
of Swinney (1979) and Seidenberg, Tanenhaus, Leiman,
and Bienkowski (1982) supported a language system that
is modular in architecture (Fodor, 1983), in which the im-
mediate activationof word meanings proceeds without in-
fluence from discourse context and general world knowl-
edge.This early evidencewas contradictedby later research
(e.g., Paul, Kellas, Martin, & Clark, 1992; Simpson &
Krueger, 1991; Van Petten & Kutas, 1987), which showed
that context can have an immediate influence on ambigu-
ity resolution, thus supporting an interactive-activation
viewpoint (e.g., McClelland, 1987) in which discourse
context and world knowledge can immediately influence
the resolution of lexical ambiguity. More recent research
has suggested that the resolution of lexical ambiguity de-
pends on the factors of meaning frequency, type of con-
text used, and context strength. For example, Tabossi,
Colombo,and Job (1987) and Paul et al. (1992) have dem-
onstrated that feature-denoting contexts could be used to
prime probe words representing those features of am-
biguous words. And in a series of studies, Rayner and
colleagues (e.g., Dopkins, Morris, & Rayner, 1992;Duffy,
Morris, & Rayner, 1988; Rayner, Pacht, & Duffy, 1994)
have shown that an intricate relationship exists between
meaning frequency and biasing context in lexical ambi-
guity resolution (see also Hogaboam & Perfetti, 1975).
Briefly, these researchers have shown that lexical activa-
tion is ordered by meaning frequency but that a biasing
context can reorder the availability of the various mean-
ings. However, they argued that context cannot override
the influenceof meaning frequency, or minimally does so
(e.g., Wiley & Rayner, 2000). In contrast, Simpson and
Krueger (1991) have demonstrated that a strongly biased
context could lead to the activation of only the contextu-
ally appropriate meaning of an ambiguous word. Finally,
Kellas and colleagues (e.g., Martin, Vu, Kellas, & Met-
calf, 1999; Vu, Kellas, Metcalf, & Herman, 2000; Vu,
Kellas, & Paul, 1998)have established that ambiguity res-
olution dependson a complex interactionamong meaning
frequency, context type, and strength of the biased con-
text. Critically, it was found that although meaning fre-
quency does play an important role, its effect can be elim-
inated, depending on context strength.2 However, the
fundamental argument of whether the language system is
modular or interactive remains despite decades of lan-
guage research.3

Perhaps a more productive approach is to identify the
factors that will influence the resolution of lexical ambi-
guity. In addition to the factors of meaning frequency,
type of context, and strength of context, Vu et al. (1998)
have found that the lexical entries in a simple subject–
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verb–object sentence can provide unique sources of con-
straint on ambiguity resolution. For example,

2a. The man located the bat.

2b. The slugger located the bat.

2c. The biologist located the bat.

By manipulating the specificity of the subject noun, Vu
et al. (1998) demonstrated that strong biasing contexts
immediately activated the contextually appropriate
meaning of an ambiguous word (i.e., wood and flying for
Sentences 2b and 2c, respectively), whereas ambiguous
contexts activated both meanings (Sentence 2a). Intra-
lexical priming was excluded as a possible explanation
for the data, on the basis of the results of four control ex-
periments (see Vu et al., 1998, as well as the General
Discussion section below). Instead, the data were inter-
preted within a constraint-based feature framework in
which incremental processing of words produces an
evolving featural representation that, in turn, constrains
activation of contextually relevant features of the am-
biguousword. Since the stimulus set differed only with re-
spect to the subject noun, Vu et al. (1998) proposed that
the resolution process was achieved because of situation-
based knowledge associated with nouns. Because a spe-
cific subject noun represents a human capable of any
activity, “The slugger located the bat” is literally an am-
biguous sentence. We theorized that the subject noun in-
voked a situational representation wherein the specific
referent of the subject noun was established in relation to
the expected activities of that referring agent (e.g., a
slugger searching for his baseball bat). However, no em-
pirical evidence was provided to substantiate claims that
situation-basedknowledge affected ambiguity resolution.

The primary goal of the present research was to demon-
strate that readers possess situation-based knowledge for
the entities that participate as agents in contextually de-
fined situations and that these agents, therefore, can be
used to evoke a domain of reference that will include
only the contextually appropriate meaning of an am-
biguous word. A second goal was to show that situation-
evoking stimuli can be used at different grammatical po-
sitions in a linguistic stream to trigger situation-based
knowledge, to enable the resolution of lexical ambiguity.
Sanford and Garrod (1981) have proposed that a dis-
course situation can be invoked early or late, depending
on the specificity of the words making up a text, stating
that “we use a linguistic input to call up representations
of situations or events from long-term memory as soon
as we have enough information to do so” (p. 115). Fol-
lowing Sanford and Garrod, we suggest that situation-
based knowledge can be tapped early or late, as deter-
mined by the location of a specific situation-evoking
stimulus in a linguistic stream. We evaluated situation-
evoking stimuli at two grammatical positions (head sub-
ject noun and direct object) to determine each position’s
relative effectiveness in triggering situation-basedknowl-

edge. To avoid a sentence complexity or sentence length
confound, the same syntactic structure (i.e., NP 1 V 1
DO 1 PP) was used in both experiments. Recent re-
search by McRae et al. (2001) suggests that our evalua-
tion should be successful, since they demonstrated that
event structures can be accessed via agents, patients, in-
struments, and even locations. Lancaster and Barsalou
(1997) also demonstrated that event representations are
organized in such a way that they can be retrieved by dif-
ferent elements participating in the event and that the use
of one source of information (agent) to tap into the event
structure led to the retrieval of other sources of informa-
tion (patient).

EXPERIMENT 1

In Experiment 1, we examined situation-evoking stim-
uli at an early NP position, by selecting specific agents
that we used in the on-line lexical ambiguity resolution
experiment to drive readers’ expectations toward spe-
cific situations or classes of situations. These situation-
evoking agents were derived empirically by asking par-
ticipants in a norming task to rate nouns according to
their fit as agents that would lead to these specific situ-
ations (see the Method section for full details). For ex-
ample, for the frame “. . . knew the name of the star,” de-
fined in its dominant meaning of celestial body, readers
established “the astronomer” as an agent likely to be part
of the situation and “the counterfeiter” as an unlikely
agent. Since an astronomer was likely to participate in
the contextual situation whereas a counterfeiter was not,
we assumed that the readers had knowledge about the en-
tities, actions, and objects that participated in general sit-
uations. If elements of a situation are organized together,
the processing of one element should trigger the situa-
tion and enable access to the other, related elements.

Our assumption was tested with an off-line comple-
tion task and an on-line naming experiment. If readers’
situation-based knowledge for “. . . knew the name of the
star” includes an astronomer as a highly likely partici-
pant in the event, then reciprocally, when “The as-
tronomer knew the name of the . . .” is processed, simi-
lar situation-type representations should be triggered
that will enable access to the celestial meaning of star.
Consequently, the domain of reference that is established
will constrain the readers to generate completions that
are generally clustered with situational activities associ-
ated with an astronomer. In the naming experiment, if
situation-based knowledge about astronomer-type activ-
ities are activated, a domain of reference will be pro-
vided that will include the semantic attributes of the con-
textually appropriate meaning of the terminal ambiguous
word “star,” and thus the probe word representing the ce-
lestial meaning should be primed. In contrast, processing
of “The counterfeiter knew the name of the . . .” will ac-
tivate a domain of reference that will not include the se-
mantic attributes of either meaning of the ambiguous
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word. For sentence contexts that are headed by agents
that are unlikely to participate in the described situa-
tions, the incompatibility between the situation-based
knowledge evoked by an agent and the meanings acti-
vated by the sentence-final ambiguity will lead the lan-
guage processor to settle on the most frequent meaning
of the ambiguous word because, pragmatically, this is the
meaning that is most likely intended.Note that for agents
that are not likely to participate in the defined situations,
the dominant and subordinate situational bias distinction
is a nominal one. The situations triggered by sentence
frames headed by these agents are so unrelated to the up-
coming ambiguity that the bias distinction is nonfunc-
tional and the pattern of priming is predicted to be the
same for nominally “dominant” and “subordinate” situ-
ational primes (i.e., dominated by meaning frequency).

Method
Participants . Forty-eight undergraduate volunteers from intro-

ductory psychology courses from the University of Kansas partic-
ipated in the naming experiment for class credit. Another 164 par-
ticipants from Saint Mary’s College and the University of Kansas
provided normative data. All the participants were native English
speakers with normal or corrected-to-normal visual acuity.

Stimuli. Eighty ambiguous sentence frames were constructed
with the structure NP 1 V 1 DO 1 PP, using a transitive verb, a
theme/patient in direct object position, and a prepositional phrase
terminating with an ambiguous word (e.g., “_______ knew the
name of the star”). The ambiguous nature of these frames was es-
tablished by prior research using both off-line and priming mea-
sures (Vu, Kellas, & Metcalf, 2000). The ambiguous words had dis-
tinct noun/noun meanings and were selected from the association
norms of Nelson, McEvoy, Walling, and Wheeler (1980) and Twil-
ley, Dixon, Taylor, and Clark (1994). The range of meaning fre-
quency for the ambiguous word corpus was .52–.98, with a mean of
.73 for the dominant sense. The procedure for defining polarity was
adopted from Rayner and Frazier (1989), in which probability val-
ues were based only on the two alternatives used in the study. Re-
sponses other than the two alternatives were eliminated, so that
probability computation summed to 1.00 in all cases.

Stimulus pretesting. There were two aspects of the experimen-
tal stimuli that required normative data, due to the following as-
sumptions. The first is that a sentence frame such as “. . . knew the
name of the star,” defined in its dominant sense of celestial body,
will reference a situation that will include an astronomer as a highly
likely participating agent. When the frame is defined in its subor-
dinate sense, readers will establish a director as a highly likely par-
ticipating agent. Second, if situation-based knowledge includes
clusters of information about entities, actions, and objects that par-
ticipate in certain situations, then, reciprocally, the processing of
the agent plus the predicate fragment (“The astronomer knew the
name of the . . .”) should activate similar situation-type representa-
tions that will impose constraints on what is expected to fulf ill the
thematic role of the object of the prepositional phrase.4

Situation-evoking agents. Situation-evoking agents were estab-
lished via a norming method that provided the situation and asked
the participants to rate the degree to which potential agents were
expected to participate in the situation. However, we used the re-
sults of this norming study to provide an agent in a sentence-initial
position and then investigated the influence of this agent on com-
putations that occurred later in a sentence that duplicated the situ-
ation used in the norming study. Because our focus is the on-line
data, we will use the term situation-evoking agent in lieu of ex-
pected and unexpected agents for the remainder of the article (after
the Method section).5

McRae, Ferretti, and Amyote’s (1997) methodology for determin-
ing agent typicality for verb concepts was adopted, in which the par-
ticipants established entities that were highly expected to participate
as agents in certain situations. For each sentence frame, five potential
agents were provided to complete the frame in its dominant-situation
bias, and another five agents were provided for the subordinate-
situation bias. All agents were initially selected on the basis of agree-
ment among three judges. The agents were selected to include at least
one agent that was highly expected to participate in the defined sit-
uation and one agent that would be an unexpected participant. The
other three agents were selected so as to vary in their degree of ex-
pectedness. Two lists were constructed, with 80 ambiguous frames
per list (40 in the dominant and 40 in the subordinate reading, with
no repetition of ambiguous frames) and five agent fillers per am-
biguous frame. For each ambiguous sentence frame, the partici-
pants were provided with (1) an intended definition of the terminal
ambiguous word and (2) the five potential agents. The participants
were asked to read and understand the def inition and sentence
frame and then to rate each of the five listed agents on the degree
to which each agent would be expected to participate in the situa-
tion described by the sentence frame (see Example 1).

Example 1

star: any of the celestial bodies that can be seen at night from Earth.

The ____________ knew the name of the star.

very very
unexpected expected

counterfeiter 1 2 3 4 5 6 7
theoretician 1 2 3 4 5 6 7
navigator 1 2 3 4 5 6 7
astronomer 1 2 3 4 5 6 7
geographer 1 2 3 4 5 6 7

star: a performer widely acknowledged as outstanding.

The ____________ knew the name of the star.

very very
unexpected expected

cheerleader 1 2 3 4 5 6 7
confectioner 1 2 3 4 5 6 7
director 1 2 3 4 5 6 7
paramedic 1 2 3 4 5 6 7
photographer 1 2 3 4 5 6 7

The two lists were reversed to avoid potential order effects, and
the four subsets were given to four groups of 12 participants to rate.
On the basis of the participants’ ratings of agent expectancy, for
each unique ambiguous word, four agents were selected from the
highest and lowest scores on the expectancy scale (very expected,
dominant M 5 6.42, SD 5 0.56, subordinate M 5 6.38, SD 5 0.50;
unexpected, dominant M 5 1.72, SD 5 0.40, subordinate M 5
1.71, SD 5 0.50).

Reference domain and noun filler sentence completion .
Since research has demonstrated that entities, actions, and objects
are clustered around event structures (e.g., Lancaster & Barsalou,
1997; McRae et al., 2001), we assumed that processing a specific
agent that was established as a highly likely participant of a con-
textually defined situation would evoke a similar situational repre-
sentation that would allow access to other situation-based informa-
tion. The activated situation provides a domain of reference for the
interpretation of subsequent information (see Sanford & Garrod,
1981), and as long as the new information is compatible with and
does not conflict with the current information, the situational rep-
resentation will be updated accordingly, without need for the acti-
vation of a new situation (see Zwaan & Radvansky, 1998). Thus, the
situational representation that is evoked when “the astronomer” is
encountered will be maintained with the processing of “. . . knew
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the name of the . . .” The question arises as to what extent the spe-
cific agent, along with the predicate phrase leading up to the object
of the preposition, will evoke a similar situational representation
with a domain of reference that will contain the targeted lexical am-
biguity and/or the intended meaning of the ambiguous word. Fol-
lowing Taraban and McClelland’s (1988) procedure for pretesting
participants’ expectations for prepositional phrase noun fillers, we
had the participants perform a modif ied Cloze task. Importantly,
however, rather than have the participants complete the sentence
fragment with the first word that came to mind, we gave explicit in-
structions for generating constrained Cloze completions. The in-
structions included a definition of a situation and a discussion of
how situations often include typical characters, objects, place, time,
and so forth and the relationships among the entities involved. The
participants were asked to read each sentence fragment without the
sentence-final ambiguity, to consider carefully the typical situa-
tion(s) in which the specific agent likely would be found, and to use
that information to determine the noun filler that would be most
likely to terminate the sentence frame.

We predicted that sentence frames headed by specific agents that
were established as highly likely agents in the norming study (e.g.,
“The astronomer knew the name of the . . .”) would lead the partic-
ipants to generate sentence completions that would be part of a re-
stricted domain of reference that included either the actual am-
biguous words and the probe words used or semantically related
referents. For sentence frames headed by specific agents that were
established as unlikely agents (e.g., “The counterfeiter knew the
name of the . . .”), situational representations would be evoked that
would lead the participants to generate completions that would be
typically clustered with these agents (e.g., bank, criminal, currency ,
etc.) but would not include the critical ambiguous words, probe
words, or words semantically related to the ambiguous words in the
domain of reference.

The 320 experimental sentences were separated into two sets of
160, with pairs of dominant sentences alternating with pairs of sub-
ordinate sentences for each set and with the sentence-final ambi-
guity removed. Two groups of 18 participants were each given a
packet of 160 sentence frames to perform the noun filler comple-
tion task. For sentence frames headed by agents that were likely to
participate in the originally defined situations, the completion data
showed that 69.7% of the generated responses were related to the
intended domain of reference (of that, 11.6% of the completions
were the actual ambiguous and probe words used), whereas 30.3%
were unrelated. In contrast, for agents that were unlikely to partic-
ipate in the original situations, only 3.5% of the data were related
to the targeted reference domain (0.2% were the ambiguous and
probe words used), whereas 96.5% of the responses were unrelated.
Overall, the noun filler completions showed that agents that were
likely to participate in specifically defined situations that included

one meaning of an ambiguous word can, in turn, be used to gener-
ate similar domains of reference that include the intended meaning
of the ambiguous words.

Naming task. Although the norming task established expected
agents, in the present naming experiment, it is the sentence-initial
agent that drives expectations. Because expected agent might mis-
lead the reader and because our primary focus was the on-line ex-
periment, we adopted the more neutral term agent likelihood to de-
scribe the agent-independent variable. Each of the 80 ambiguous
sentence frames was paired with a likely dominant biased agent, a
likely subordinate biased agent, an unlikely “dominant” agent, and
an unlikely “subordinate” agent, for a total of 320 experimental sen-
tence primes. For each ambiguous word, two lexical associates were
selected as probe words, one representing a dominant and the other
a subordinate meaning of an ambiguous word. Unrelated conditions
were created by re-pairing related primes and probes. Thus, the ex-
periment was a 2 3 2 3 2 3 2 within-subjects design, with factors
of agent likelihood (likely or unlikely) 3 situation type (dominant
or subordinate) 3 probe dominance (dominant or subordinate) 3
probe relatedness (related or unrelated). In order for each prime and
probe to appear only once per participant, with each participant ex-
posed to all the conditions, 16 stimulus lists were constructed. Each
list consisted of an equal number of 16 possible prime–probe con-
ditions, using five ambiguous words per condition, resulting in a
total of 80 experimental trials per list. In addition, 36 novel sen-
tences with unique ambiguous words were constructed for use as
practice trials. These practice trials were representative of the experi-
mental conditions and were identical for all the participants. Table 1
contains an example of the stimuli used for each of the conditions.

The probes were equated across conditions on number of letters
(dominant, M 5 4.93, SD 5 1.42; subordinate, M 5 5.11, SD 5
1.64), syllables (dominant, M 5 1.38, SD 5 0.62; subordinate, M 5
1.49, SD 5 0.70), bigram frequency (dominant, M 5 5,271.0, SD 5
3,748.5; subordinate, M 5 5,228.0, SD 5 3,975.8; from Solso &
Juel, 1980), and frequency of occurrence in the English language
(dominant, M 5 107.9, SD 5 163.3; subordinate, M 5 110.7, SD 5
261.4; from Francis & Ku†cera, 1982). There was no reliable differ-
ence found for any variable (all ps . .20).

Apparatus. The stimuli were presented on an IBM-compatible
486 personal computer with an NEC Multisync-Plus color monitor.
A Shure microphone (Model 515SB), attached to a Grason-Stadler
E7300A-1 voice-operated relay (VOR), was interfaced with the
computer to signal verbal responses. Stimulus presentation was
synchronized to the refresh rate of the monitor, and response times
were measured to the nearest millisecond from the onset of the
probe to the triggering of the VOR by a vocal response.

Procedure . All the participants were tested individually in a
dimly lit room and were seated approximately 60 cm from the com-
puter monitor, so that probes subtended an average visual angle of

Table 1
Examples of Prime and Probe Stimuli in Experiment 1

Probes

Situation Primes Related Unrelated

Dominant
Likely: The astronomer knew the name of the star. sky church
Unlikely: The counterfeiter knew the name of the star.

Subordinate
Likely: The director knew the name of the star. movie head
Unlikely: The confectioner knew the name of the star.

Dominant
Likely: The rabbi discussed the damage to the temple. church sky
Unlikely: The astronomer discussed the damage to the temple.

Subordinate
Likely: The physician discussed the damage to the temple. head movie
Unlikely: The vegetarian discussed the damage to the temple.
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about 1.6º horizontally and 0.5º vertically. The participants com-
pleted the experiment in about 20 min.

The stimuli were presented in a cumulative manner (see Just,
Carpenter, & Woolley, 1982) in which the words making up a sen-
tence context were presented one at a time across the computer
screen, with the words remaining visible until the final word was
displayed. This unfolding procedure has been employed success-
fully in previous studies in which on-line language processing was
examined (e.g., Dell, McKoon, & Ratcliff, 1983; Greene, McKoon,
& Ratcliff, 1992; Paul et al., 1992; Vu, Kellas, et al., 2000; Vu et al.,
1998). For the present research, a 235-msec presentation rate was
employed that was comparable to the presentation rates used in
other on-line research on reading comprehension, from 250 msec
(e.g., Dell et al., 1983; Duffy, Henderson, & Morris, 1989; Greene
et al., 1992) to 500 msec (e.g., Stanovich & West, 1983). This pre-
sentation rate is also within the range for first-pass eye fixations
(~200–250 msec) found for critical words in reading comprehen-
sion research in which eye-tracking methodology has been used
(e.g., Duffy et al., 1988).

For each trial, a series of word-length lines, each separated by a
single space, was presented for 1 sec. The lines served as a warn-
ing signal and as location and length cues for the words constitut-
ing the upcoming sentence. Each sentence was presented beginning
at the left side and vertical center of the computer screen. Sentence
primes were displayed in lowercase letters (with the exception of
the first letter of the first word, which was capitalized). The partic-
ipants were instructed to read the presented sentences silently and
to read for comprehension. Immediately following the sentence-
f inal ambiguous word (0-msec interstimulus interval [ISI] ), the
sentence was removed, and a probe word was displayed six charac-
ter spaces to the right of where the sentence had previously ended.
Probe words were presented in uppercase letters in order to be vi-
sually distinguishable from the sentences. The participants were in-
structed to name the probe word aloud as quickly and as accurately
as possible. To safeguard against the strategy of not reading for com-
prehension, the participants were asked to answer wh-comprehension
questions on a random 50% of the trials.

Naming responses were monitored for accuracy. Response errors
included incomplete responses, mispronunciatio ns, extraneous
noises, and artificial delays resulting from responses that initially
failed to trigger the VOR. All the trials were separated by a 2,500-
msec intertrial interval, and responses to the first 36 naming trials
constituted practice and were not examined.

Results
Naming latencies that were above 1,400 msec and

below 300 msec were removed (0.40%), and response er-
rors constituted another 2.24% of the data. Comprehen-
sion accuracy was 85%.

Mean correct latencies were submitted to an agent
likelihood (likely or unlikely) 3 situation type (domi-
nant or subordinate) 3 probe dominance (dominant or
subordinate) 3 probe relatedness (related or unrelated)
analysis of variance (ANOVA) for repeated measures,
with both participants (F1) and items (F2) as random fac-
tors. All effects reported were significant at p , .05, un-
less otherwise indicated.Mean latencies, percentageof er-
rors, and the magnitude of priming are shown in Table 2.

Table 2 shows that naming latencies for contextually
appropriate probe words following highly likely domi-
nant and subordinate biased situations were facilitated
relative to unrelated conditions, whereas latencies for
contextually inappropriate probes were not. In contrast,
naming latencies for dominant probe words were facili-
tated following nominally “dominant” and “subordi-
nate” biased situations, as compared with unrelated con-
ditions. Subordinate probe words were not primed by
either the “dominant” or the “subordinate” biased situa-
tions. This description is supported by the following sta-
tistical outcomes.

On the basis of a priori predictions, the three-way sit-
uation type 3 probe dominance 3 probe relatedness
interaction was examined for each level of agent likeli-
hood separately. For very likely agents, analyses revealed
reliable effects of probe relatedness and probe domi-
nance, which was qualified by a situation type 3 probe
dominance 3 probe relatedness interaction [F1(1,47) 5
4.85, MSe 5 2,320.6; F2(1,79) 5 4.55, MSe 5 3,953.5].
No other main effects or interactions were significant.
The three-way interaction was examined further by eval-
uating probe dominance 3 probe relatedness for each
level of situation type separately. For the dominant bi-
ased situation, there was an effect of probe relatedness
that was qualified by the interaction of probe dominance
and probe relatedness [F1(1,47) 5 5.27, MSe 5 1,766.8;
F2(1,79) 5 4.14, MSe 5 4,166.6]. As is indicated in
Table 2, contextually appropriate dominant probes were
facilitated following dominantly biased situations, rela-
tive to unrelated probes [t(47) 5 3.92, p , .01]. On the
other hand, contextually inappropriate subordinate
probes were not facilitated relative to unrelated probes
[t(47) 5 0.67, p . .20]. An examination of the subordi-

Table 2
Mean Naming Latencies (in Milliseconds), Percentages of Error, and Magnitude of Priming

(Unrelated 2 Related) for Experiment 1

Probe Relatedness

Agent Probe Related Unrelated

Likelihood Bias Dominance M %E M %E Priming

Likely Dom Dom 665 0.8 699 2.1 34*
Sub 688 4.2 694 1.3 6*

Sub Dom 698 3.3 708 2.5 10*
Sub 677 3.3 703 2.9 26*

Unlikely Dom Dom 705 1.7 732 4.6 27*
Sub 705 1.7 702 2.1 23*

Sub Dom 701 3.3 734 3.8 34*
Sub 709 2.9 722 1.7 13*

Note—Dom, dominant; Sub, subordinate. *Significant, p , .05
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nate biased situations showed an opposite pattern of acti-
vation. The results showed that contextually appropriate
subordinate probes were facilitated relative to unrelated
probes [t(47) 5 2.35, p , .05]. In contrast, responses to
dominant probes were not facilitated relative to unre-
lated probes [t(47) 5 0.95, p . .50].

Analysis for unlikely agents showed an effect of probe
relatedness [F1(1,47) 5 9.94, MSe 5 2,945.1; F2(1,79) 5
8.05, MSe 5 4,556.3] and a probe dominance 3 probe re-
latedness interaction [F1(1,47) 5 4.72, MSe 5 3,268.7;
F2(1,79) 5 9.77, MSe 5 3,918.6], but the situation type 3
probe dominance 3 probe relatedness interaction was not
significant [F1(1,47) 5 0.33, MSe 5 1,815.0; F2(1,79) 5
0.01, MSe 5 3,455.4]. Planned comparisons showed that
for dominant biased situations, dominant probes were fa-
cilitated,as compared with unrelatedprobes [t(47) 5 2.10,
p , .05], but subordinate probes were not [t(47) 5 0.50,
p . .50]. For subordinate biased situations, the differ-
ence between dominant probes and unrelated probes was
significant [t(47) 5 3.54, p , .01], but not that between
subordinate probes and unrelated probes [t(47) 5 1.37,
p . .15].6

Discussion
The norming study confirmed that readers possess

knowledge regarding the likelihood of various agents for
specific situations. Experiment 1, the on-line naming
study, showed that these situation-evoking agents, which
were placed in the sentence-initial position, triggered sit-
uational representations that included the targeted lexical
ambiguity, as well as words related to the intended mean-
ing of the lexical ambiguity. Agents that were likely to par-
ticipate in their respective dominantor subordinate biased
situations activated appropriate domains of reference for
the resolution of lexical ambiguity. In contrast, unlikely
agents tapped into situations that were not immediately
compatible domains of reference for interpreting the final
ambiguity. For example, when “The counterfeiter knew
the name of the . . .” was processed, situation-basedknowl-
edge led the reader to expect concepts related to a coun-
terfeiter to fill the object of the prepositional phrase.7
When star was processed, neither of its meaningssatisfied
the situational-level constraint. The dominant meaning
ramped up faster, due to meaning frequency, and the lan-
guage processor settled on this probabilistically intended
meaning.

EXPERIMENT 2

Sanford and Garrod (1981) theorized that a situation
is evoked as early as possible, but only when there is suf-
ficiently specific information to do so. When situations
are evoked, it is important to use salient cues in order to
facilitate retrieval of relevant information from long-term
memory. Linguistic expressions can activate situation-
specific knowledge, and the type of situation that is ac-
tivated dependson the specificity of the roles and actions
involved. Thematic roles instantiated with general terms
will activate only poorly defined situations or no situa-

tion at all, and the reader must await further information
before establishing an appropriate domain of reference.
However, more specific thematic role fillers will activate
a situation rich with information for interpreting subse-
quent linguistic expressions. This suggests that a situa-
tion can be evoked further into a linguistic stream than
at the (well-accepted) verb position or the agent position.

In Experiment 2, we used situation-evoking stimuli at
a later direct object position to examine lexical ambigu-
ity resolution. The same syntactic structure as that in Ex-
periment 1 (NP 1 V 1 DO 1 PP) was used, and all the
words leading up to the direct object were general terms.
The specificity of the theme/patient role filler was ma-
nipulated, where the linguistic expressions were either
specific or general with respect to a given contextual sit-
uation. The predictions were that contexts with specific
situation-evoking stimuli (e.g., “She knew the galaxy of
the star”) would produce a strongly biased sentence con-
text that would activate a restricted domain of reference
that included only attributes of the intended meaning of
an ambiguous word; however, contexts with nonspecific
role fillers (e.g., “She knew the name of the star”) would
produce an ambiguous situation with a broad domain of
reference that was supportive of both meanings of an
ambiguous word. Thus, naming latencies to probe words
were expected to show that both meanings of an am-
biguous word would be primed following ambiguous
contexts. In contrast, only the contextually appropriate
meaning would be primed following strongly biased
contexts (dominant or subordinate).

Method
Participants. Forty-eight undergraduate volunteers from intro-

ductory psychology courses participated in the naming experiment
for class credit. An additional 108 participants provided strength-
of-context ratings. All the participants were native English speak-
ers with normal or corrected-to-normal visual acuity.

Stimuli. One hundred fifty-eight ambiguous words with distinct
noun/noun meanings were selected from the association norms of
Nelson et al. (1980) and Twilley et al. (1994). Three sentence con-
texts (strong dominant biased, strong subordinate biased, and am-
biguous) were constructed for each homonym, resulting in a total
of 474 sentences. The structure of all three context types was iden-
tical, with an ambiguous word terminating the prepositional phrase.
Across the three context types, only the noun phrase fulfilling the
theme/patient role of the direct object was free to vary, whereas all the
other constituents were identical. Thus, the bias of the sentence con-
texts was determined only by the manipulation of the theme/patient
role fillers. Two lexical associates were selected as probe words for
each homonym, one representing the dominant and the other a sub-
ordinate meaning of the ambiguous word.

The particular bias of the experimental sentences was initially
agreed upon by three judges. The sentences were subsequently di-
vided into three sets of 158 each, with no repetition of an ambigu-
ous word in any set and each set containing an approximately equal
number of dominant, subordinate, and ambiguous sentences. For
each set, presentation of the 158 sentences was reversed for one half
of the participants to avoid potential order effects. All six subsets
were presented to six groups of 18 participants each for normative
bias ratings. The participants rated the degree to which each sen-
tence was biased toward the associatively related probe words on a
9-point scale (where 1 represented a strong bias toward the dominant
meaning and 9 represented a strong bias toward the subordinate
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meaning). Strict criteria were used in selecting the experimental
stimuli from the participants’ ratings. For each sentence triad to be
selected, strongly biased dominant sentences had to be rated be-
tween 1.00 and 3.00 (M 5 1.72, SD 5 0.48), ambiguous sentences
between 3.10 and 6.90 (M 5 4.84, SD 5 0.32), and strongly biased
subordinate sentences between 7.00 and 9.00 (M 5 8.13, SD 5
0.51). The nonoverlapping distributions ensured clear boundaries
between prime conditions. On the basis of the above criteria, 84
sentence triads (252 sentences) were selected for study.

Each sentence prime (dominant, subordinate, or ambiguous) was
paired with two related probe words (dominant or subordinate). The
ambiguous words and the probe words were identical to those in
Experiment 1. The stimulus characteristics were identical to those
in Experiment 1, including meaning frequency. Unrelated condi-
tions were created by re-pairing related primes and probes. In order
for each prime and probe to appear only once per participant, with
each participant exposed to all conditions, 12 stimulus lists were
constructed. Each list consisted of an equal number of 12 possible
prime–probe conditions, using seven homonyms per condition, re-
sulting in a total of 84 experimental trials per list. In addition, 36
sentences with unique homonyms were taken from the remaining
158 rated sentences, for use as practice trials. The 36 practice trials
were representative of the experimental conditions and were iden-
tical for all the participants. Table 3 contains an example of the
stimuli used for each of the conditions.

Apparatus and Procedure. The apparatus and procedure were
the same as those in Experiment 1.

Results
Two participants were replaced due to a high rate of

comprehension errors (.40%), and 2 participants were
replaced due to excessive naming errors (.10%). Re-
sponse errors constituted only 5.3% of the data, and
comprehension accuracy was 90.9%.

Mean correct naming latencies were submitted to a
prime type (ambiguous, dominant bias, or subordinate
bias) 3 probe dominance (dominant or subordinate) 3
probe relatedness (related or unrelated) ANOVA for re-
peated measures, with both participants (F1) and items
(F2) as random factors. All effects reported were signif-
icant at p , .05, unless otherwise indicated. Mean laten-
cies, percentages of errors, and the magnitude of prim-
ing are shown in Table 4.

Table 4 shows that naming latencies for contextually
appropriate probe words following both strongly biased
dominant and subordinateprimes were facilitated relative
to unrelated conditions, whereas latencies for contextu-
ally inappropriate probes were not. In contrast, naming
latencies for both dominant and subordinate probe words
were facilitated following ambiguous primes, as com-

pared with unrelated conditions. This description is sup-
ported by the following statistical outcomes.

Analyses revealed reliable effects of probe related-
ness, probe dominance, and prime type. However, these
effects were qualified by the prime type 3 probe domi-
nance 3 probe relatedness interaction [F1(2,94) 5 3.35,
MSe 5 1,356.74; F2(2,166) 5 3.20, MSe 5 3,747.13].
No other interactions were significant. The three-way
interaction was examined further by evaluating probe
dominance 3 probe relatedness for each prime type sep-
arately. For the dominant prime condition, there was a
significant effect of probe relatedness [F1(1,47) 5 5.69,
MSe 5 973.02; but F2(1,83) 5 2.04, MSe 5 4,632.86,
p 5 .16], qualified by a probe dominance 3 probe relat-
edness interaction [F1(1,47) 5 5.01, MSe 5 1,272.62;
but F2(1,83) 5 2.27, MSe 5 4,166.68, p 5 .14]. As is in-
dicated in Table 4, dominant probes were facilitated fol-
lowing strongly biased dominant primes, relative to un-
related probes [t(47) 5 2.89, p 5 .006]. On the other
hand, subordinate probes were not facilitated relative to
unrelated probes [t(47) 5 0.26, p 5 .800].

An examination of the subordinate prime condition
showed an opposite pattern of activation. There were ef-
fects of probe relatedness [F1(1,47) 5 15.33, MSe 5
995.59; F2(1,83) 5 6.85, MSe 5 4,413.69] and probe
dominance [F1(1,47) 5 6.32, MSe 5 1,623.45;F2(1,83) 5
3.64, MSe 5 5,604.12,p 5 .06], which were qualified by
an interaction of probe dominance and probe relatedness
[F1(1,47) 5 5.60, MSe 5 934.31; F2(1,83) 5 3.34, MSe 5
4,418.48, p 5 .07]. Here, subordinate probes were facil-
itated relative to unrelatedprobes [t(47) 5 3.99, p , .001].
Responses to dominant probes, however, were not facil-
itated [t(47) 5 1.35, p 5 .185].

Finally, for the ambiguous prime condition, the only
reliable effect was that of probe relatedness [F1(1,47) 5
14.20,MSe 5 1,659.91;F2(1,83) 5 7.65, MSe 5 4,993.25].
This outcome indicated that responses to probes related
to both meanings of an ambiguous word were facilitated,
relative to unrelated probes [dominant, t(47) 5 3.63, p 5
.001; subordinate, t(47) 5 2.39, p 5 .021].

Discussion
The results of Experiment 2 confirmed that situation-

evoking stimuli occurring later at the direct object posi-

Table 3
Examples of Prime and Probe Stimuli in Experiment 2

Probes

Situation Primes Related Unrelated

Amb: She knew the name of the star.
Dom: She knew the galaxy of the star. sky church
Sub: She knew the wife of the star. movie head
Amb: He discussed the damage to the temple.
Dom: He discussed the pilgrimage to the temple. church sky
Sub: He discussed the injury to the temple. head movie

Note—Amb, ambiguous; Dom, dominant; Sub, subordinate.

Table 4
Mean Naming Latencies (in Milliseconds), Percentages of
Errors, and Magnitude of Priming (Unrelated 2 Related)

for Experiment 2

Probe Relatedness

Prime Probe Related Unrelated

Type Type M %E M %E Priming

Ambiguous Dom 645 4.5 666 4.2 21*
Sub 647 3.3 664 5.1 17*

Dominant Dom 651 7.4 674 6.8 23*
Sub 658 5.7 657 6.3 21*2

Subordinate Dom 670 3.9 672 7.1 2*
Sub 645 3.6 666 6.3 21*

Note—Dom, dominant; Sub, subordinate. *Significant, p , .05.



1310 VU, KELLAS, PETERSEN, AND METCALF

tion can evoke a situational representation that provides
an appropriate domain of reference for the resolution of
a lexically ambiguous word. Specific role f illers pro-
duced strongly biased dominant and subordinate con-
texts that placed constraints on what meaning of an am-
biguous word could fulfill the thematic role of the object
of the prepositional phrase. For the sentence, “She knew
the galaxy of the star,” when the terminal ambiguous
word was processed, its dominant meaning of a celestial
body satisfied the situational constraints imposed by the
prior context, and the ambiguity was resolved. In con-
trast, sentence contexts with more general role fillers
were rated as being ambiguous, and no situational con-
straints were placed on the ambiguous word. When the
sentence “She knew the name of the star” was processed,
no specific situation was activated, and thus, no con-
straining frame of reference was provided to resolve the
lexical ambiguity.

The specific theme/patient role fillers of Experiment 2
and the specific agent role fillers that were likely to par-
ticipate in specificallydefined situations in Experiment 1
demonstrated a similar pattern of priming—activationof
only the contextually appropriate meaning of an ambigu-
ous word. However, the pattern of priming for nonspecific
role fillers (Experiment 2) differed from that of specific
agents that were not likely to participate in a specifically
defined situation (Experiment 1). In Experiment 1, prim-
ing of probe words was dominated by meaning frequency,
but in Experiment 2, a pattern of multiple activation or-
dered by meaning frequency emerged. The results are in-
triguing, since the two experiments share the same am-
biguous sentence frames (e.g., “. . . knew the name of
star”).

We propose that situation-based knowledge and se-
mantic specificity of the role fillers may play a role in
explainingthe different patternsof activation.In a sentence
such as “She knew the name of the star,” there is no com-
mitment made to a specific situation when “she” is pro-
cessed. The semantic representation is general, ,female.
,animate., and incremental interpretation of the sub-
sequent constituents adds only more general features to
the evolving representation. No expectations are estab-
lished, and without any processing constraints on up-
coming words, when the ambiguous word star is pro-
cessed, both of its alternative meanings will map equally
well with the general text representation (a female know-
ing the name of a celestial body or a performer). Thus,
the sentence is rated as being ambiguous and primes
both meanings of the ambiguous word. For the sentence
“The counterfeiter knew the name of the star,” although
it is literally ambiguous, a commitment is a made to a spe-
cific situation when “the counterfeiter” is processed. The
initial representation would include, at least, ,person.
,criminal. ,money. ,fraud. ,etc... This specific
header should be sufficient to tap into situation-based
knowledge that readers have about counterfeiters. Thus,
counterfeiter-type activities are expected that will pro-
vide processing constraints on what a counterfeiter

should know, such as banks, money, other criminals, and
so forth (see note 7). When the fragment “The counter-
feiter knew the name of the . . .” is processed, it is highly
likely that concepts associated with counterfeiting are
expected to fill the thematic role of the object of the
prepositional phrase. These concepts are preactivated by
the prior context. However, when the ambiguous word
“star” is processed, its alternative meanings (sky and
movie) are so unexpected that the language processor
will quickly commit to the dominant meaning, since that
meaning is most probabilistically and pragmatically in-
tended.

GENERAL DISCUSSION

The results of Experiments 1 and 2 demonstrated that
situation-evoking stimuli can occur at an early head NP
or later in a linguistic stream, at the DO position, and can
tap into situational structures to provide a domain of ref-
erence for the interpretation of subsequent (ambiguous)
linguistic information. In Experiment 1, readers estab-
lished likely and unlikelyparticipating agents for specif-
ically defined contextual situations that included one
meaning of an ambiguous word. Agents that were likely
to participate in a defined situation evoked a domain of
reference that included semantic attributes that over-
lapped with the contextually appropriate meaning of the
terminal lexical ambiguity. Unlikely agents of a defined
situation evoked a domain of reference that did not share
semantic attributes with either meaning of the ambigu-
ous word. In these situations, meaning frequency domi-
nated the resolution process. Experiment 2 indicated that
the specificity of the f iller selected to instantiate the
theme/patient role determined whether a sentence was
strongly biased and evoked a specific situation to resolve
the lexical ambiguity or whether the context was am-
biguous and supported both meanings of the ambiguous
word.

The results of the present research are compatible
with, and extend, our previous work. Vu et al. (1998) em-
ployed a systematic componential analysis of linguistic
contexts to determine the linguistic sources of constraint
on the resolution of lexical ambiguity.With a simple ma-
nipulation of the specificity of the verb or the subject
noun, we demonstrated that each linguistic component
provided a unique source of constraint on lexical pro-
cessing, via situational representations, and that the de-
gree of constraint that was imposed on ambiguity reso-
lution depended on the specificity of the component.
Thus, combining the present research and that of Vu
et al. (1998), we have tracked situation-evoking stimuli
across the agent position, the verb position, and the di-
rect object position in simple sentences. We have pro-
vided strong corroborating evidence for Sanford and
Garrod’s (1981) proposals that (1) language comprehen-
sion requires the activationof a situation to provide a do-
main of reference for interpreting subsequent informa-
tion, (2) this situation can be evoked at any point of a



SITUATION-EVOKING STIMULI AND LEXICAL AMBIGUITY 1311

linguistic stream, as long as there are specific linguistic
expressions, and (3) the reference domain will be up-
dated, refined, and revised with the processing of subse-
quent information. We interpret our results within the
framework of a contextual-feature–sensitive model in-
stantiated as a constraint satisfaction network concate-
nated incrementally across words making up a sentence
context.8

Contextual-Feature–Sensitive Model and
Incremental Processing

We start with the assumption that language compre-
hension occurs incrementally and that semantic memory
is represented as a landscape of activated features. Words
are represented by clusters of features, and each feature
(or set of features) participates in the meaning of many
words. The pattern of activation across the network is
initially at baseline (or as much as can be with constant
external input and internal thoughts) until a linguistic
input is encountered. When a word is processed, the
landscape of the network will change (become activated)
to reflect the input. The area of activationwill be broadly
dispersed or more focused and narrow, depending on the
specificity of the input. As more words are analyzed, the
landscape will change dynamically to reflect each addi-
tional input. Presumably, the processing of each word ac-
tivates a pattern of features that is constrained, in cas-
cade, by prior discourse, its grammatical function, and
its thematic role, as well as by general world knowledge,
and that represents the meaning of that word at that point
in time (cf. Kawamoto, 1993; McClelland, St. John, &
Taraban, 1989). These features are simultaneously
mapped onto a semantic representation of the discourse.
The discourse representation is modified with the map-
ping of each constituent, in that semantic features that
are relevant for the ongoing discourse remain activated,
while less salient or inappropriate features are damp-
ened. In addition, situation-based knowledge about enti-
ties and events may be incorporated with the context, and
this information will impose further constraints on the
evolving representation (e.g., Johnson-Laird, 1983; San-
ford & Garrod, 1981). During stimulus analysis of a
word form, a pattern of activation representing all the
features of a word is initially computed, due to bottom-
up priority (cf. Marslen-Wilson, 1987). However, the se-
mantic representation that has been computed for the
prior context will have preactivated features that may be
shared with an upcoming word. When a subsequent word
is processed, its semantically related features will par-
tially overlap with the discourse representation, in a con-
vergence of top-down and bottom-up processing, and
these features are quickly computed to a recognition
threshold. Thus, the spotlight of activation can become
increasingly more concentrated on a delimited set of spe-
cific features and, consequently, can restrict the domain
of reference. But the activation is sensitive to the prior-
ity of the most recent linguistic input. That is, although
incremental processing may constrain the activation and

interpretation of a subsequent word, it is the actual lexi-
cal entry that determines the fate of the evolving repre-
sentation. Context can project the next appropriate word
only via activated features, which may or may not be re-
alized by the input. If the lexical entry shares activated
features with the situational representation, processing
will be expedited; if not, resolution of the meaning of the
sentence will be delayed by the increased time for the
network to settle. Following a sentence, the message-
level representation, in combination with content-based
expectancies for constituent structure and thematic role
assignment (Taraban & McClelland, 1988), will guide
the interpretation of the first content word in the next
clause or sentence. The process continues incrementally
to develop a running discourse-level representation. In
our view, text processing is a matter of a concatenation
of individual processing episodes.

In recent years we have proposed a contextual-feature–
sensitive model of language processing to provide a
framework for our research (e.g., Kellas, Paul, Martin,
& Simpson, 1991; Martin et al., 1999; Paul et al., 1992;
Vu, Kellas, et al., 2000; Vu et al., 1998). According to
this constraint-based architecture, the understanding of
the intended meaning of an ambiguous word (or the in-
tended sense of a polysemous word) is sensitive to the
context in which it occurs. A context must be strongly
biased in order to emphasize the intended meaning; if a
context is ambiguous or weakly biased, there is no com-
mitment to a specific semantic interpretation, and mul-
tiple meanings (and/or senses) will be available. Incre-
mental processing of words will combine constraints
from multiple sources of information (sentential and
extrasentential) that will converge on an ambiguity. De-
pending on the number and the strength of the con-
straints, a context can be computed that will be neutral
(allowing a single frequent meaning to dominate), am-
biguous and supportive of multiple meanings, strongly
biased and constraining one meaning, or completely pre-
dictive so that only one word will satisfy the constraints.9
Theoretically,when all sources of information and, thus,
all constraints converge at a single point in time and se-
mantic space, an upcoming word’s meaning is rendered
predictable. Thus, multiple activation, activationof mul-
tiple meanings ordered by frequency, or selective activa-
tion is possible, depending on the constraints imposed
on the computationalprocess. It is this dynamic multiple-
constraint process that provides the mechanism for am-
biguity resolution in Experiments 1 and 2.

A potential alternative explanation for the pattern of
priming found in Experiments 1 and 2 is that of in-
tralexical priming from content word(s) in the experi-
mental sentences to the probe words. However, as we
have argued elsewhere (e.g., Vu et al., 1998), although
word-based priming occurs with lexical associates in
isolation, the magnitude and duration of priming found
in discourse processing extends beyond that of simple
intralexical priming. For example, Foss (1982), Gough,
Alford, and Holley-Wilcox (1981), and O’Seaghdha
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(1989) have all demonstrated that priming of two lexical
associates diminishes with the intervention of one or
more unrelated lexical items. In addition, Vu et al.
(1998) found contextual priming of the probe target “sta-
tion” following the context “The soldier patrolled the
base.” An argument was made that the presence of the
lexical associates “soldier” and “patrolled” primed “sta-
tion.” In a strong demonstration against word-based
priming, Vu et al. (1998) conducted one experiment in
which the sentence representation was modified (“The
soldier patrolled the streets”) and another experiment in
which semantic and syntactic coherence was eliminated
(“soldier the the patrolled base”). In both experiments,
the lexical associates and probes were maintained, but in
neither control experiment could intralexical priming ex-
plain the results of the formal experiments. Alterna-
tively, it has been suggested that soldier primes base,
which, in turn, primes station. However, this associative
priming hypothesis is problematic, because base is asso-
ciatively related to both meanings of the ambiguity
(dominant, safe, as in the baseball sense; subordinate,
station, as in the military sense). If one assumes that the
associative connection is stronger for the dominant sense
than for the subordinate sense, the associative priming
hypothesis predicts that safe should be more strongly
primed than station or that, minimally, both senses
should be primed. However, the empirical effect was that
only the subordinate sense of the ambiguity was primed
in strong subordinately biased contexts but that multiple
meaning frequency ordered activation occurred for the
scrambled version. A strong associative priming hy-
pothesis predicts identical outcomes for both normal and
scrambled versions, and this did not occur. Even if the
associative hypothesis were ensconced within a spread-
ing activation account, there would still be the problem
of selective activation. In a semantic network such as that
proposed by Collins and Loftus (1975), the concept node
representing base, when activated, should spread activa-
tion to related concept nodes (safe, station). To account
for a selective outcome, it would be necessary, at mini-
mum, to have inhibitory connections between compet-
ing nodes. This would require a modification to the
model. In the present research, it seems unlikely that the
addition of a simple prepositional phrase would sub-
stantially alter the outcome. Strictly speaking, however,
the present research did not employ scrambled sen-
tences, so we have relied on logical extension. It may
well be that an associative priming and/or spreading ac-
tivation framework can be proposed to account for the
present outcome. However, as a general model, there will
be some very subtle effects that will have to be accom-
modated. For example, Ferretti (2000) demonstrated that
a verb in its imperfective aspect “was skating” primed a
location “arena,” whereas a verb in its perfect aspect
“had skated” did not prime the location. A spreading ac-
tivation account of intralexcial priming cannot obviously
account for these results. Evidence against word-based
priming in linguistic contexts has been provided by nu-

merous researchers, using different methodologies, in-
cluding behavioral measures (e.g., Foss & Speer, 1991;
Hess et al., 1995; Simpson, Peterson, Casteel, & Burgess,
1989), eye tracking (e.g., Dopkins et al., 1992; Traxler
et al., 2000), and ERPs (e.g., Coulsonet al., 2000), to name
a few (see also McRae et al., 2001, for theoretical discus-
sions against traditional word-based priming as a viable
mechanism by which to explain situation-based priming).

Finally, it has been suggested that our results and sub-
sequent interpretation may be compromised because the
naming paradigm may not be suitably sensitive for in-
vestigating the time course of ambiguity resolution. Al-
though this may or may not be true, we submit that there
is currently no single paradigm that will provide an un-
equivocal examination of the temporal resolution of lex-
ical ambiguity. A preferred methodology that is often
cited is that of eye tracking and gaze durations. However,
analysis of gaze durations does not reveal what mean-
ings have been activated while a reader fixates on an am-
biguous word. It is logical to assume that longer gaze du-
ration on an ambiguous word reflects activation of
multiple meanings, yet this is an inference drawn in the
absence of direct evidence.Moreover, research by Rayner
and Well (1996) and Altarriba, Kroll, Scholl, and Rayner
(1996) demonstrated that the pattern of data from eye
fixations was corroborated by naming latencies. Martin
et al. (1999) used self-paced reading as an analogue to
gaze durations, along with a naming task, and provided
evidence for context sensitivity in ambiguity resolution.
This research was replicated by Binder and Rayner
(1998), using gaze durations. There are several issues
that separate Binder and Rayner (1998) from Martin
et al.; however, in terms of methodology, the replication
confirms the validity of the naming task as a sensitive
on-line measure of language processing. Unfortunately,
there is no current methodology that can isolate the pure,
discrete processing stages that are required of strict mod-
ularity. Even ERP data suggest that meaning integration
can begin before the completion of word recognition
(e.g., Van Petten, Coulson,Rubin, Plante, & Parks, 1999).
Thus, at this point, it is impossible to conclusively de-
termine whether the language system is one of immedi-
ate interactivity or fast modularity.

Conclusion
Our past and present research provides strong empir-

ical support for a contextual-feature–sensitive model of
language processing. We have found that agent roles,
verbs, theme/patient roles, meaning frequency, strength
of context, and discourse-level information all can affect
the processing and resolution of an ambiguous word. We
have even demonstrated that information from a prior
processing episode can affect the processing of an am-
biguous word in a current episode (Martin et al., 1999;
Vu, Kellas, et al., 2000). The present results demonstrate
that language comprehension is achieved, in part, by a
dynamic interaction between the streaming linguistic
input and the activationof referential situations.Situation-
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evoking stimuli are necessary to trigger a situational rep-
resentation and provide a frame of reference for the in-
terpretation of subsequent text. The situation can be ac-
tivated at any point in a linguistic stream, so long as the
evoking stimulus is specific and is continuously updated
from incremental processing of the text. Our componen-
tial analysis of linguistic contexts has demonstrated that
a single lexical alteration can bias the language proces-
sor to favor one, the other, or both meanings of an am-
biguous word. In future research, we want to demon-
strate that situation-based knowledge alone can set up
processing constraints and guide language processing.
For example, given the situation “The bullet hit the man
in the heart /leg. He immediately ____,” participants
should expect and respond faster to the verb “died” than
“fell” when the bullet strikes the man in the heart. How-
ever, processing speed should be reversed for the verbs
when the man is struck in the leg. Any processing dif-
ference would be based solely on the general world knowl-
edge that participants possessed about the consequence
of bullets striking specific body parts.
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NOTES

1. We use the general terms situation, situation structure, and situa-
tional representation, rather than the formal terms script and schema
that are reserved for these theories (Bower et al., 1979; Schank & Abel-
son, 1977). However, a situation can certainly be realized as a script or
schema.

2. The research of Kellas and colleagues provides support for their
contextual-feature–sensitive model of language processing, whereas the
work of Rayner and colleagues provides evidence for their reordered-
access model. There are several theoretical differences between the
models, but the most fundamental difference concerns the fate of the
dominant meaning when a polarized homonym (an ambiguous word
with one highly dominant meaning) is processed in a subordinate bi-
ased context. For the Rayner group, a subordinate biased context will
activate the subordinate meaning of a polarized ambiguous word, but it
cannot preclude the dominant meaning from being activated. In con-
trast, according to the Kellas group,a stronglybiased subordinatecontext
can overwhelm the effect of meaning frequency, so that only the subor-
dinate meaning will be activated. This critical difference has created
quite a controversy, leading to several heated exchanges among the re-
searchers for the past few years. It is not the intent of the present article
to rekindle the controversy or argue the merits of each model. To do so
would belabor an already well-debated issue and, thus, detract from the
focus of the present research. We refer the reader to Binder and Rayner
(1998, 1999) and Rayner, Binder, and Duffy (1999), as well as Kellas
and Vu (1999), Martin et al. (1999), and Vu and Kellas (1999), for more
elaborate discussions.

3. It is very likely that this fundamental debate will continueunabated
and may never be resolved because, realistically, the selection-integration
hypothesis can always be argued in lieu of meaning activation, since the
temporal window for capturing multiple activation can always be short-
ened to preserve the principles of modularity (see also Carpenter,
Miyake, & Just, 1995).

4. Formally, this expression is part of the noun phrase of a preposi-
tional phrase. Henceforth, we will use the term prepositional phrase
noun filler, because it clearly refers to the word of interest (see Taraban
& McClelland, 1988).

5. We thank one anonymous reviewer for providing precise descrip-
tions and terminology that linked our off-line normative task with the
on-line naming task in Experiment 1. As the reviewer will note, we
adopted these descriptions almost verbatim, due to their clarity.

6. Due to a large number of cells with zeros for entries, a formal
analysis of the error rates was not conducted. However, an inspection of
Table 2 provides no evidence of a speed–accuracy tradeoff between
error rates and latencies. This conclusion was supported by the Pear-
son’s correlation coeff icient comparing naming latencies with error
rates (r 5 1.37). Similarly, formal error analyses were not conducted
for Experiment 2. However, as is shown in Table 4, there was no evi-
dence for a speed–accuracy tradeoff (r 5 1.24).

7. Indeed, for this example, the evoked domain of reference con-
strained noun filler completions, so that there was a cluster around
money (bank, treasurer, coin, president, etc.) and another cluster around
fraud (criminal, boss, agent, etc.).

8. We interpret our results within an interactive-activation framework
that proposes that meaning computation is context dependent. However,
other process models that assume fast integration following context-
independent multiple activation may be able to explain the data. Most
notably, Duffy et al.’s (1988) reordered-access model and Traxler and
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Foss’s (2000) facilitated integration model may explain the data if it is
assumed that the 0-msec ISI between sentence context and probe word
is enough time for the processes of selection and integration, following
context-independentactivation, to occur. However, it was not our intent
in this article to differentiate among these models. Our focus was to
show that ambiguity resolution may be achieved via situational con-
straints and to examine the influence of a situation-evoking stimulus at
different points in a linguistic stream.

9. Our model’s processing assumption that the subordinate meaning
of a polarized ambiguous word can be exclusively activated led one re-
viewer to question whether the model would predict that processing
time for ambiguous words would be as short as that for unambiguous
words in sufficiently strong contexts, since this would be contradictory
to other research. In particular, Rayner and colleagues (e.g., Rayner
et al., 1994) have consistently demonstrated that gaze durations for po-
larized ambiguous words in subordinate biased contexts are longer than
those for unambiguouscontrol words. It is our contention, however, that
in none of these studies did the researchers assess the impact of con-
textual strength on the ambiguous word or the unambiguous control
word. If the unambiguous controls fit better into their linguistic con-
texts than the ambiguous words into their contexts, control words
should be processed more quickly than the ambiguous words. Second,

the base level of activation of the subordinate meaning may be lower
than that of an unambiguous word, and so more processing cycles may
be needed for the activation level to reach threshold. Third, we would
submit that even a contextually matched unambiguouscontrol may still
be processed more quickly than a polarized ambiguous word in a sub-
ordinate biased context, because an unambiguousword has no alternate
at the meaning level that is competing for activation. In this situation,
longer processing time on the ambiguous word does not necessitate the
activation of multiple meanings. Finally, Martin et al. (1999) showed
that processing time for a polarized ambiguous word in a strong subor-
dinate biased context is equal to that for the same ambiguity in a strong
dominant biased context. Since Rayner and colleagues have always
demonstrated that processing time for an ambiguousword (polarized or
balanced) in a dominant biased context is equal to that for an unam-
biguous control, we interpreted our results as demonstrating that a
strong subordinate biased context can reduce processing time for a po-
larized ambiguous word (see, however, Binder & Rayner, 1998, 1999).
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