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Abstract—Large-scale integration of renewable energy sources
in power system leads to the replacement of conventional power
plants (CPPs) and consequently challenges in power system
reliability and security are introduced. This study is focused on
improving the grid frequency response after a contingency event
in the power system with a high penetration of wind power.
An energy storage system (ESS) might be a viable solution for
providing inertial response and primary frequency regulation. A
methodology has been presented here for the sizing of the ESS in
terms of required power and energy. It describes the contribution
of the ESS to the grid, in terms of inertial constant and droop.
The methodology is applied to a 12-bus grid model with high wind
power penetration. The estimated ESS size for inertial response
and primary frequency regulation services are validated through
real-time simulations. Moreover, it is demonstrated that the ESS
can provide the response similar to that provided by the CPPs.

Index Terms—Energy storage, Frequency response, Inertia,
Primary frequency regulation, Stability, Wind power generation.

I. INTRODUCTION

THE concern for climate change, sustainability and energy

security has driven the development of renewable energy

sources (RESs) industry. Large RESs, especially wind and

photovoltaic power plants, have been installed in Europe

and USA. As the penetration of RES is growing in the

power system network, the fossil-fuel based conventional

power plants (CPPs) are getting decommissioned [1]. Such

a replacement of CPPs by wind and photovoltaic power

plants affects the power system behavior. The CPPs are based

on synchronous generators, which inherently exhibit inertial

response (IR) to sudden frequency deviations. Further, if

spinning reserves are available, they participate in the load-

frequency regulation as defined by their droop characteristics.

Unlike, the CPPs, the RES-based plants are connected to

the grid through power electronic converters [2]. Such power

electronic interfaces decouple the grid frequency from the

speed of the rotating machines in wind power plants (WPPs).

Moreover, the photovoltaic power plants (PVPPs) have static

dc generators. Therefore, the RES-based plants, by themselves,

neither provide the inertial response nor participate in load-

frequency regulation and their integration at large scale can

lead to loss of IR and primary frequency reserve (PFR).

WPPs and PVPPs are usually operated with maximal power

point tracking at maximal power. Some reserve has to be

maintained, if these plants are expected to provide IR or PFR.

Methods for providing IR and/or PFR from RES-based plants

by curtailing their power generation are proposed in [2]–[5].

However, by following this approach the RES maximal power

capability is not used, which is highly undesirable. According

to [2], [5], the WPPs can provide IR by using their stored

kinetic energy. However, there is only a momentary increase

in the output power, as it is accompanied by a decrease in

the rotor speed, and hence a change of the operating point.

The time duration of this support is usually very short in the

range of 10 seconds. Moreover, it might result in a second

frequency dip, while the rotor speed is recovering. Such an

event can be dangerous for the grid stability [6]. In [7], the

authors have investigated the use of the HVDC technology for

providing IR by varying the DC voltage. The use of demand

side management (DSM) technique for grid frequency support

is studied in [2]. Specifically for the IR, it can be realized by

multi-stage underfrequency load shedding [8] or by domestic

thermostatic load [9]. Moreover, the DSM approach is suitable

for providing PFR by thermostatically controlled loads [10] or

by heat pump water heaters [11], [12]. Nevertheless, DSM

would require additional infrastructure like smart devices

and communication infrastructure. Upcoming concepts such

as vehicle-to-grid and grid-to-vehicle are introducing electric

vehicles (EVs) as a source for frequency support [12], [13];

however, the infrastructure does not exist yet and the fleet of

EVs is currently too small to support the grid. Furthermore,

energy storage systems (ESSs), which offer a variety of storage

technologies [14], represent a suitable alternative for providing

both IR [15], [16], and PFR [11], [12], [17], [18]. This solution

might be economically more viable than the curtailment of

RESs or load shedding [19].

Tielens proposed providing IR and PFR from RESs ex-

tended by an ESS in [2]. In [16], the ESS was used for

the IR and it was sized to deliver arbitrarily chosen rated

power for at least 15 seconds. In order to size the ESS for

the IR in [15], a set of simulation for various ESS sizes was

performed and the final size was picked according to results

fulfilling the target limits of a rate of change of frequency

and minimum frequency in the system. Yue, in [20], used

a probabilistic approach in order to size the ESS for the

IR required for frequency variations caused by high solar

penetration in the system, which was carried out by performing

a high number of simulations. A control strategy for an

ESS providing IR and PFR in micro-grids was proposed

in [21]; however, sizing the ESS was out of the scope of that

investigation. To meet a specific frequency response, a number

of simulations with various ESS sizes were performed in [12]

and a relation between the ESS size and frequency deviation

was derived for the studied system. A methodology for sizing

a battery ESS, for providing PFR in a micro-grid, based on

battery overloading characteristics and power mismatch was
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introduced in [22]. Optimization of the ESS size to provide the

PFR was done and presented in [18] for the profit maximizing

at the ancillary service market. All the methodologies from

the aforementioned studies are based on multiple simulation

runs and optimization techniques. Furthermore, they do not

indicate their impact upon the overall frequency dynamics.

This work proposes an ESS sizing methodology using the

system parameters, namely the inertia constant H and the

power/frequency characteristic λ. These parameters are used

by the system operators to assess the overall system frequency

dynamics subsequent to a generator or load contingency [23].

The targeted value of inertia constant, Htarget, for the inertial

response and power/frequency characteristics, λtarget, are used

in the estimation of power and energy ratings of the ESS.

Afterwards, it is demonstrated through simulations that the

targeted frequency dynamics are achieved by the ESS system.

The theoretically estimated values were verified by real-time

simulations considering a realistic power system model.

The structure of the paper is as follows. Section II-A

provides a theoretical background regarding the frequency

response characteristics of the grid. The frequency response

metrics and limits are described in Section II-B. Section II-C

presents the proposed methodology for sizing the ESS. The

power system under study is presented in section III. Sec-

tion IV describes the modeling and the control strategy of

the ESS. The frequency services provided by an ESS and the

ESS sizing processes are presented in Section V. The obtained

results are discussed throughout Section VI and the paper is

concluded in Section VII. The governor and turbine models

are given in the Appendix.

II. GRID FREQUENCY RESPONSE AND ESS SIZING

METHODOLOGY

A. Grid Frequency Characteristics

Usually, there are several stages of frequency response

behavior subsequent to an event causing a power unbalance in

a grid. These stages are illustrated in Fig. 1 for the ENTSO-E

system [23]. The first stage is the IR, which is the inherent

releasing of energy at the synchronous machines. This stage

is followed by the PFR to stabilize the frequency to a steady-

state value with an allowed error from its nominal value.

The magnitude and time of deployment of these two services

influence the frequency nadir, which is the point of minimum

frequency in the grid frequency response. This point is relevant

to the frequency stability of the grid. Afterward, the secondary

frequency reserve (SFR) appears to relieve the PFR, and then,

the tertiary frequency reserve (TFR) re-schedules the previous

generation.

The scope of this work is to study the IR and PFR when

they are provided by an ESS. Moreover, the study is focused

on power-outage and underfrequency events and therefore, the

rate of change of frequency (ROCOF, df
dt

) is expressed and

presented only as an absolute number, with the meaning of

rate of fall of frequency. The effect of loads and damping are

neglected. Two main characteristics connected to the frequency

response are analyzed in this work: the inertial constant (H)

and power/frequency characteristic (λ). The inertia constant of

a synchronous machine is defined in [24] as:

Fig. 1. Stages of frequency response by European Network of Transmission
System Operators for Electricity (ENTSO-E) [18].

H =
Ekinetic

Srated

=
1

2

J · ω2

Srated

, (1)

where Ekinetic is the stored kinetic energy of a synchronous

machine rotor with the rotational speed (ω), moment of

inertia (J) and nominal power rating (Srated).

In a power system, containing n number of generating units,

the equivalent system inertia constant (Hsys) is obtained from:

Hsys =

∑n
i=1 Hi · Si

Ssys

, (2)

where Hi and Si are the inertia constant and the nominal

power of the i-th unit, respectively and Ssys is the rating of a

specific power system.

The swing equation (3), describes the relation of Hsys to the

ROCOF (df
dt

) in a system with the nominal frequency (f0) due

to a power deficit (∆Pb), which is caused by an unbalance be-

tween the active power generation (Pg) and demand (Pl) [24].
2Hsys

f0

df

dt
=

Pg − Pl

Ssys

=
∆Pb

Ssys

. (3)

The droop constant (R) describes the power versus fre-

quency characteristics of the generator speed governor setting

and it is defined in [25] as:

Ri = −
∆f

f0
/
∆Pi

Si

. (4)

Finally at the system level, the power/frequency character-

istic (λ) is given by (5), which determines the steady-state

frequency error [25].

λ = −
∆P

∆fss
=

n
∑

i=1

1

Ri

Si

f0
, (5)

where ∆fss is the steady-state frequency difference from the

nominal frequency (f0) with the change of the active power

demand (∆P ), Ri is the droop or regulation and Si is the

nominal power of the i-th generation unit.

These characteristics provide the fundamental estimation

about the frequency response in a grid, immediately and for

shorter time period, after an unbalance in the active power.

B. Frequency Response: Rate of change of frequency and

steady-state frequency

A generator contingency usually results in an instantaneous

power deficit and the frequency dynamics is observed. Theo-

retically, the initial ROCOF, df
dt

, and steady-state frequency

error, ∆fss, can be estimated by (3) and (5) using the system

inertia constant (H) and governor droop settings (R). Since
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these values continuously vary over the time, the worst case

values resulting from the most severe contingency might be

considered for the design purpose. These computations serve

as a simple and fast estimation of the system response and

later on for the ESS size estimation.

Alternatively, when the measurement data are available

from field measurements, df
dt

and ∆fss can be numerically

computed, and then the effective values of H and R can be

estimated. In this work, such measurements are obtained from

the real time simulation of the grid model, and hence referred

as simulated values.

The metrics for frequency response are based on the op-

erational requirements and grid codes. According to the grid

code from ENTSO-E [26], the df
dt

is important in connection

with the ROCOF protection relays and it should not be

greater than 0.5 Hz/s. This value of 0.5 Hz/s is used as the

reference point in this work. However, no relays are practically

implemented in the grid model. Generally, these relays protect

the distribution generation and violating of this limit might

cause generation loss. According to [27], a ROCOF relay

has a typical delay in the range of 50 ms to 500 ms and a

measuring windows from 40 ms to 2 s. In this study, the df
dt

for the simulation evaluation is computed as an average value

of derivation in a time period between 0 and 0.5 s after

the generation loss. The minimum instantaneous frequency

after loss of generation (fmin) is defined as 49.2 Hz [28].

A lower frequency for a certain time period would lead to

an underfrequency load shedding; in this case, the specific

requirements vary between countries [26], [29]. The minimum

acceptable quasi-steady-state frequency (fss) is considered as

49.8 Hz [28]. The fss is computed from the frequency of the

system in steady-state, since only the PFR has been considered

in the present work.

C. Methodology

Fig. 2 presents the methodology to identify the required ESS

size (power and energy ratings) for meeting the targets of the

provided services. For the sake of generality of the method, no

specific ESS technology has been considered here. It can be,

however, modified to include the specific characteristics (time

response, life-time considerations, etc) and limitations (power

and energy) of the ESS technology of interest.

The method uses the preliminary knowledge of the target

system, namely system size (Ssys), system inertia (Hsys), and

power/frequency characteristic (λsys). The user has to decide

the target power unbalance (∆P ) and/or ROCOF (df
dt

) for

which the ESS is going to be sized. These defined target values

lead to the target system inertial constant (Htarget) and target

system power/frequency characteristic (λtarget), according to

which the ESS is sized.

The target services demonstrated in this paper are frequency

response services: IR and PFR. They are percepted as ”high

power oriented,” with fast response and applicable for the short

time periods (up to 15 minutes). The other frequency response

services, e.g. SFR and TFR, are considered to be ”high energy

oriented” and they are usually required for longer time period.

They are beyond the scope of this paper.

The ESS sizing for the IR and/or PFR
Preliminary knowledge of the target system 

(Ssys, Hsys, sys, expected P, df/dt)

Define the target services and ES technology Does the target service(s)

include the IR?

Is HESS known?

Yes

Estimate KIR based on the desired responding 

df/dt or the behaviour of the ESS

No

Perform the simulation of the expected input 

to the ESS

Evaluate its behaviour and contributing HESS

Is the ESS contribution/

behaviour acceptable?

No

Compute necessary ESS power requirement 

according IR: (17) and/or PFR: (19)

Yes

No

Yes

Compute necessary ESS energy requirement 

according IR: (16) and/or PFR: (20)

The ESS is sized (power, energy)

Fig. 2. Flowchart of the used methodology.

TABLE I
THE OVERVIEW OF THE GENERATION UNITS IN THE PS0 AND THEIR

SELECTED PARAMETERS.

Power Power Active Droop Inertial Number

plant rating power (R) [-] constant of units

(S) [MVA] [MW] (H) [s] [-]

G1 750 525 0.0500 10.0128 3 / 2**

G2 640 400 0.0500 8.3213 4

G3 384 250 0.0500 6.9344 2

G4 474 300 0.0500 6.6722 3

Total 2248 1475 0.00111* 8.3010* -

Total** 1998 - 0.00125* 8.0868* -

*the recomputed equivalent value for the actual PS0

** after the loss of one unit of G1

III. THE POWER SYSTEM UNDER STUDY

The power system under study was based on the generic

12-bus system for wind power integration studies, presented

in [30]. It was modeled in RSCAD, and simulated in RTDS

system.

The base case power system (PS0) has four CPPs and no

WPPs as shown in Fig. 3. Its main parameters are summarized

in Table I, where the recomputed equivalent value for the

droop R is based on (5) and it was obtained as:

Rtotal =
1

λtotal
= f0

∑

n

i=1

Si
Ri

,

RPS0 = 50
750

0.05
+ 640

0.05
+ 384

0.05
+ 474

0.05

= 0.00111.
(6)

The recomputed inertial constant H for the system followed

directly (2), and specifically it was obtained as:

HPS0 = 10.0128·750+8.3213·640+6.9344·384+6.6722·474
2248

,

HPS0 = 8.3010 s.
(7)

The power/frequency characteristic λPS0 of this system is

899.2 MW/Hz before the contingency and 799.2 MW/Hz after

the contingency. The parameters for the governor and turbine

models of the CPPs are given in the Appendix.

In order to achieve 50 % wind power penetration, the base

power system, PS0, was modified by replacing the conven-

tional power plants with wind power plants. The modified

system was labeled as PS1. Four group of WPPs with a total
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TABLE II
THE OVERVIEW OF THE GENERATION UNITS IN THE PS1 AND THEIR

SELECTED PARAMETERS.

Power Power Active Droop Inertial Number

plant rating power (R) [-] constant of units

(S) [MVA] [MW] (H) [s] [-]

G1 750 525 0.0500 10.0128 3 / 2**

G2 320 200 0.0500 8.3213 2

WPP 1178 750 0 0 4

Total 2248 1475 0.00234* 4.5251* -

Total** 1998 - 0.00305* 3.8384* -

*the recomputed equivalent value for the actual PS1

** after the loss of one unit of G1
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Fig. 3. 12-bus grid model for PS0.
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Fig. 4. 12-bus grid model for PS1.

rating of 1178 MVA were connected to the system. The CPPs

G3 and G4 were completely removed and G2 was reduced

from 4 units to 2 units. The overview of generation units in

the PS1 is shown in Table II, the recomputed values were

obtained similarly as in (6) and (7). After these changes,

the theoretical value of power/frequency characteristic λPS1

of this system, computed according to (5), has reduced to

428 MW/Hz before the contingency and 328 MW/Hz after

the contingency. It was assumed that the WPPs do not provide

IR and PFR and their active power output remains constant

during the study. The overview of the 12-bus grid model in

the PS1 scenario is shown in Fig. 4.

A. Generator Contingency

The power system should be planned to withstand contin-

gencies like a loss of a major component [31]. In this work,

the outage of the biggest generation unit, G1, in the system has

min

0.8 1 1.2 1.4 1.6 1.8
49.7

49.8

49.9

50

min

Fig. 5. Frequency responses for the PS0 and PS1

A2 PS0

A2 PS1

df/dt limit

Time [s]
0.8 1 1.2 1.4 1.6 1.8

-0.6

-0.4

-0.2

0

PS0

PS1

Fig. 6. The
df

dt
for the PS0 and PS1

TABLE III
THE FREQUENCY RESULTS FOR THE SYSTEMS AFTER SUDDEN

GENERATION LOSS.

System Method df/dt [Hz/s] fmin [Hz] fss [Hz]

PS0 Estimation 0.27 - 49.78

PS0 Simulation 0.25 49.65 49.78

PS1 Estimation 0.57 - 49.47

PS1 Simulation 0.53 49.30 49.46

been considered as the most severe case according to the N-1

contingency for generation outage [23]. It has a nominal rating

of 250 MVA. Prior to the event it was producing 175 MW

active power in steady-state. The frequency response dynamics

was observed in the cases PS0 and PS1, and thus the effect of

increased wind power penetration in the frequency dynamics

was analysed. Afterwards, an ESS is sized to improve the

frequency response.

B. Initial System Studies

The outage of the 250 MVA unit in G1 in the power system

models PS0 and PS1 were simulated on the RTDS system.

The frequency response and the corresponding ROCOF for

these cases are illustrated in Fig. 5 and Fig. 6, respectively.

The frequency response metrics the df
dt

, fmin and fss were

computed theoretically and also from simulated data. The

obtained results are summarized in Table III, showing a

good agreement between the theoretically estimated and the

corresponding simulated values. Hence, the system indices

for (H) and (R) can be used for quick estimation of the

system dynamics. The simulated results are considered more

reliable since they account for the multiple machines and the

system network. Hence, the inertial constant of PS1 (HPS1) is
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recomputed using (3) and using the simulated values of the df
dt

(i.e., 0.53 Hz/s). The resultant HPS1 is then 4.13 s for the PS1.

The effect on the ROCOF, of introducing high wind power

penetration levels in the system, is shown in Fig. 6 and

Table III. The df
dt

in PS1 is approximately double of the value

in the case PS0. The simulated curves show that, in this case,

the ROCOF has a more oscillatory nature. The oscillations in

the frequency are caused by the generators swinging against

each other. The difference between fmin and the nominal

frequency is exactly two times higher in PS1 than in PS0.

Similarly, the fss difference is 2.4 times higher. When these

results are compared with the grid safety limits, one can

observe that the limits are violated for the fss in both systems.

However, in the case of PS0, there is a very small difference

from the target value. The df
dt

in the PS1 is exceeding the

allowed limits of 0.5 Hz/s and has to be reduced. The fmin

is not violated in any of the systems.

IV. ENERGY STORAGE SYSTEM

A. Modeling and control of the ESS

The ESS controller comprises two parts — one for the IR

control and the other for the PFR control, as shown in the

block diagram in Fig. 7. The two parts can be individually

enabled or disabled. The outputs pIR and pPFR are expressed

in pu and their negated sum is limited to ± 1 pu before scaling

by the nominal rating SESS to produce the power PESS to be

injected into the grid. The negated sum is used such that the

the power PESS is positive for falling frequency and negative

frequency deviation. Thus, the power injected by the ESS into

the grid due to the IR, pIR, and the PFR contribution, pPFR,

is given by,
PESS = SESS · (pIR + pPFR)

|PESS | ≤ SESS

(8)

The actual power exchanged at the ESS, Peff , differs

from the power injected into the grid due to charging and

discharging efficiency. If the charging efficiency is ηc and the

discharging efficiency is ηd, Peff is given by,

Peff =







PESS

ηd
, for PESS > 0 (9a)

PESS · ηc, for PESS < 0, (9b)

When Peff > 0 the ESS gets discharged, and it gets charged

when Peff < 0. The charging and discharging of the ESS

affects its actual state of charge, SOC, which is given by

SOC = SOCinitial −

∫

(Peff ) · dt

EESS

· 100, (10)

where SOCinitial is the initial state of charge. For the sake

of generalization, the SOC operation region is considered

from 0 % to 100 %. After providing the service, the ESS is

restored to the SOCinitial by the SOC re-establishing strategy

as described [32], [33].

B. Primary Frequency Reserve Control

The PFR control follows the UCTE definitions and stan-

dards for the continental Europe [28]. The nominal frequency

is 50 Hz. The PFR is activated, when frequency deviation

exceeds ±20 mHz from the nominal value. The total PFR

has to be linearly deployed within 30 s for a frequency

pIR
KIR

1    x  

1+0.05s0.001

-0.001df  x

dt

1  ̀ 

1+0.05s
f

pPFR

50.02

49.98 1     x

RESS·f0
 

-f0

0.034

-0.034

SESS

1

-1

 
PESS

IR

PFR

-

-

Fig. 7. Block diagram of the ESS control for IR and PFR services.
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deviation of ±200 mHz. The PFR provider has to be capable

of delivering the service at least for 15 minutes. The droop

RESS value is equal to 0.0036 in order to deliver the ESS

nominal power (SESS) at ±200 mHz frequency deviation.

However, the overall droop for the ESS reaches the constant

value of 0.0036 only in the regulated area. When the frequency

deviation exceeds ±200 mHz, the ESS gets limited by its

maximum power rating, and RESS varies according (4) as

shown in Fig. 8.

C. Inertial Response Control and Effective Inertia Contribu-

tion

The IR control of the ESS is based on a derivative con-

trol [15], in order to provide synthetic inertia. The deadband

prevents the ESS from reacting to small deviations in fre-

quency. First-order low-pass filters filter out the noise from the

derivative signal and prevent sudden jumps as well. Moreover,

these filters introduce an intentional time delay in the ESS

response, which allows the frequency deviation to be observed

over a larger part of the grid. Thus, other supportive units can

participate in the response as well [5].

The IR contribution of the ESS in the power system fre-

quency dynamics can be assessed, by reformulating the swing

equation (3), and defining the ESS inertial constant (HESS)

as follows:

HESS = pIR ·
f0
2

·

(

df

dt

)−1

. (11)

If the influence of the deadband in Fig. 7 is neglected, then

the inertial response is proportional to the rate of change of

frequency df
dt

as follows,

pIR =
KIR

(1 + sτ1) · (1 + sτ2)
·

(

df

dt

)

. (12)

where τ1 and τ2 are filtering time constants of 0.05 s

each. If these time constants are ignored, (11) can be further

approximated as,
pIR ≈ KIR ·

(

df

dt

)

. (13)

Thus, the inertial response can be approximated by a gain,

KIR as long as pIR ≤ 1 pu. Therefore, KIR can be initially

estimated according the desired ESS response. For example, if

the ESS has to provide the nominal power for df
dt

= 0.5 Hz/s,

then the KIR has to be equal to 2.
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The value of HESS is dependent on the IR control gain

KIR. For high values of KIR, the ESS output power might get

limited to its rated capacity |pIR| ≤ 1 pu, the corresponding

inertial constant would be lower. Thus, from (11) and (13) the

inertial constant HESS can be approximated as,

HESS ≈















f0
2

·KIR, for |pIR| ≤ 1 (14a)

f0
2

·

(

df

dt

)−1

, for |pIR| > 1 (14b)

Thus, according to (14) the HESS remains constant, as long

as |pIR| ≤ 1 and it starts to decrease for high values of

∣

∣

∣

df
dt

∣

∣

∣

when |pIR| ≤ 1.

The ESS inertial constant HESS is expressed as a function

of ∆P , which directly affects the df
dt

of the system. Fig. 9

provides an overview of the variation of HESS vs. ∆P for

different values of KIR. For KIR = 1 and 2, the simulated

values of HESS were found to be 19.81 s and 39.41 s respec-

tively in contrast to the values 25 s and 50 s obtained through

(14a); the fact that the inertia values were computed after the

contingency event when the delaying effect τ1 = τ2 = 0.05 s
cannot be ignored as approximated in (13). For KIR = 20,

the HESS is found to be 44.32 s for ∆P = 175 MW.

Based on the analysis of the obtained curves, three possible

approaches have been analysed. The first approach is for a gain

KIR = 1, where the HESS is constant for the whole range of

the simulated power change. The second approach considers

a gain KIR = 2, where the HESS remains constant only until

the change in the power is equal to the largest generation loss

in the studied system (175 MW) and after this point it has a

decreasing tendency. In the third approach, KIR is set at 20.

In this case, the IR gets limited to pIR = 1 pu as soon as
df
dt

> 0.05 Hz/s. The HESS was compute according to (14b).

For different values of power outage, ∆P , the value of HESS

varies as shown in Fig. 9. For KIR = 20, HESS has been

approximated by a function, which was fitted for a curve with

a coefficient of determination R2 value equal to 0.9991.

HKIR.20(∆P ) = 1.736 · 104 ·∆P 1.156. (15)

Such a function can be used in the frequency response analysis

of the system during contingencies.

The ESS power output for these three values of KIR , due

to the contingency of G1 which caused a power deficit of

175 MW, is shown in Fig. 10. The IR lasts for a few seconds as

shown in Fig. 1. The energy delivered by the ESS during the IR

can be obtained by integrating the area under the power curve

for the duration between the contingency event and the first

zero-crossing. The zero crossing indicates that df
dt

has changed

its sign and hence the need for IR is over in most of the

cases involving single contingency events. In the event of load

outage, the frequency will increase, and the ESS will have to

contribute to IR by absorbing power, i.e. pIR < 0, which

implies charging of the ESS.

The ESS should have stored energy ESSup so that it can

discharge and provide pIR > 0 during generator outages and

subsequent frequency fall, while it should be able to absorb

energy, ESSdn, by drawing power from the grid and get

charged. Therefore, accounting for the ESS efficiency and

IR

IR

IR

IR

IR

HKIR=20( P)=1.736·104· P-1.156

HKIR=2=39.41

HKIR=1=19.81

HKIR=20(175)=44.32

Fig. 9. Inertial constant of the ESS, HESS , for the different KIR dependent
on change in the power.

IR

IR

IR

Fig. 10. The ESS power output (pESS ) for selected KIR and for power
change of 175 MW.

10 % tolerance margin, the ESS nominal energy capacity is

given by,

EESS = ESSup + ESSdn = (
∫ e

b
pESS(t)dt · ηc+

+
∫ e

b
pESS(t)dt/ηd) · 1.1 · SESS ,

(16)

where, b is the beginning time of providing the IR. e is the

ending time of providing the IR, indicated by the first zero-

crossing of the ESS power output (pESS).

The ESS is controlled here using a derivative controller to

provide the IR in such a way, that it emulates the inertial

response of synchronous machine and its inertial constant

was determined. Alternative approaches for providing the IR,

which are different from that of a synchronous machine, were

proposed in [5], [34].

V. FREQUENCY RESPONSE SERVICES PROVIDED BY

AN ESS

According to the ENTSOE grid code, the maximum values

of the ROCOF

∣

∣

∣

df
dt

∣

∣

∣
≤ 0.5 Hz/s and of the steady state

frequency error |∆fss| ≤ 0.2Hz for the 50 Hz system under

study were selected as the design objective. The outage of

generator G1 and subsequent power deficit of ∆P = 175MW
is considered the biggest contingency event.

A generalized model of energy storage technology is con-

sidered. Losses are incurred during both the charging and dis-

charging of the ESS. Assuming equal charging and discharging

efficiency, i.e. ηc = ηd = η, gives the round-trip efficiency as

ηc · ηd = η2 [14], which was assumed to be 85%.

The actual contingency size depends upon the system

configuration. In this work, a contingency of 175 MW has

been considered as the biggest contingency event for both
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the load and generator outage. Therefore, the ESS is consid-

ered to provide identical services in the event of generator

contingency, which needs frequency support upwards and in

the event of load outage contingency, which needs frequency

support downwards. Therefore, for a round-trip efficiency of

η2 = 85%, the initial SOC level of the ESS has to be set at

SOCinitial = 54%.

The power system PS1 with an ESS for different scenarios

of IR and PFR services provided from the ESS are listed in

Table IV as PS1A - PS1E, together with the parameters of the

ESS and simulation results. The ESS output power profiles

are shown in Fig. 11 and the frequency profiles are presented

in Fig. 12.

A. The IR with ESS

The ESS in this subsection is considered to be used only

for providing IR. According to (2),

∣

∣

∣

df
dt

∣

∣

∣
≤ 0.5 Hz/s for

∆P = 175 MW implies a target inertial constant (Htarget)

of 4.4688 s. The power rating of the PS1 after the gen-

eration loss (SPS1), as shown in Table II, is 1998 MVA

and HPS1= 4.13 s, as computed in Section III-B. Selecting

KIR = 1, which relates to HESS = 19.81 s (Fig. 9), the

required size of the ESS can be estimated using (2) as follows,

SESS = SPS1 ·
Htarget−HPS1

HESS−Htarget
,

= 1998 · 4.4688−4.13
19.81−4.4688

,

= 44.13 MW.

(17)

The total energy supplied during the IR against the generator

outage was found to be 1.9222 · 10−4 pu. Assuming that the

ESS should be capable of absorbing the same energy amount

from the grid, and adding a margin of 10%, the nominal energy

rating of the ESS turns out to be 0.0187 MWh.

The power and energy ratings for the ESS for the three

representative values of KIR have been computed using (16)

and (17) and the results are summarized in Table IV.

For all PS1A, PS1B and PS1C, the df
dt

fulfils the operation

limits and the resulting ROCOF is even lower than expected.

In comparison to PS1A and PS1B, the case PS1C shows an

improvement in fmin. Even though the ESS got saturated

to 1 pu, the power was provided over a longer duration

(Fig. 11) due to the high value of KIR and it resulted in

a higher demand of energy. Nevertheless, the PS1C has the

lowest requirement for the ESS size, i.e. 16.99 MW. The

major limitation of the PS1C is the non-linear behavior of its

inertial constant, HESS , which varies with the size of power

TABLE IV
THE FREQUENCY RESULTS FOR THE SYSTEMS AFTER SUDDEN

GENERATION LOSS WITH THE ESS COMPENSATION.

Case Service SESS EESS df/dt fmin fss

[MW] [MWh] [Hz/s] [Hz] [Hz]

PS1A IRKIR=1 44.13 0.0187 0.46 49.32 49.46

PS1B IRKIR=2 19.37 0.0163 0.47 49.32 49.46

PS1C IRKIR=20 16.99 0.0269 0.47 49.35 49.46

PS1D PFR 98.5 49.5 0.52 49.33 49.78

PS1E
IRKIR=2

+PFR
98.5 49.6 0.34 49.40 49.78

mismatch (∆P ) in a contingency. In PS1B with KIR = 2, the

requirement for the ESS power rating is 14%, i.e. 2.38 MW,

higher than in PS1C, but the HESS parameter remains constant

during the operation. The energy requirement is lower by 39%.

In PS1A, the ESS is not optimally utilized, as with KIR = 1
and the HESS is only 19.81 s, so the ESS power rating

requirement of 44.13 MW is more than two times higher than

in the PS1C scenario. Even the energy rating is higher than

that in PS1B. Therefore, the case PS1B with KIR = 2 was

chosen to be used for providing IR+PFR services in the case

PS1E.

B. The PFR with ESS

In the case PS1D, the PFR is considered as the only service

provided by the ESS. The target value for the fss, after the

loss of 175 MW of active power generation, is 49.8 Hz. Fol-

lowing (5), the target power/frequency characteristic (λtarget)

is obtained as:

λtarget = −
175

−0.2
= 875MW/Hz. (18)

The value λPS1 = 328 MW/Hz in the system PS1 is

lower than λtarget. Therefore, λPS1 has to be increased by

the application of PFR service from the ESS. As the targeted

frequency is in the regulation area of the ESS, RESS is

considered constant and equal to 0.0036. The necessary power

size of the ESS for providing PFR was computed based on (5)

as follows:
SESS = (RESS · f0) · (λtarget − λPS1),

SESS = (0.0036 · 50) · (875− 328),

SESS = 98.5 MW.

(19)

The next step is to determine the required energy capacity

of the ESS which is necessary for providing PFR. The ESS

is assumed to be capable of equally providing upward and

downward frequency regulation for 15 minutes. Taking into

account the energy storage round-trip efficiency equal to 85 %,

the total energy of the ESS is computed as:

EESS =
treq·SESS ·

√
ηc

3600
+

treq·SESS

3600·
√
ηd

,

EESS = 900·98.5·
√

0.85
3600

+ 900·98.5

3600·
√

0.85
,

EESS = 49.5 MWh.

(20)

The PFR from the ESS was based strictly on grid code re-

quirements [28]. Different ESS technologies might be capable

to provide the PFR faster and more flexible as they may have

lower time constants and faster reaction time [14]. This can

further improve the grid stability.

C. The IR and PFR with ESS

Usually the IR and PFR stages are separated in time domain

as shown in Fig. 1. However, these two services may partially

or fully overlap. Consequently, sizing calculations have to

be done for both services, the IR and the PFR, but only

the higher power requirement is considered for the ESS size

determination. In the case PS1E, the requirement is imposed

by the PFR service, which is equal to 98.5 MW. Based on

the results from the IR sizing, only the KIR = 2 is taken

into account for calculations. The IR requirement for energy

has to be recomputed for the actual ESS nominal power. The
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IR 

PFR -

IR

PFR

IR-

PFR

Fig. 11. ESS power output per units of the power system rating after the
generation loss, 2248 MVA.

With Increasing PFR
With Increasing IR

Fig. 12. Frequency profiles for the studied power systems with high wind
power penetration and application of the ESS.

total ESS energy requirement of 49.6 MWh, is obtained by

summing the requirements for the IR and the PFR. The ESS

power output for the PS1E scenario, shown in Fig. 11, has

a similar characteristic as the power output of a CPP, which

traditionally provides both IR and PFR.

During the frequency recovery period after the nadir has

reached, the power from IR is opposite to that of the PFR.

Such circumstances can be avoided by blocking the IR, when

IR and PFR have opposite signs.

VI. DISCUSSION

The IR service from the ESS in the cases PS1A - PS1C

improved the df
dt

metric and in the case of PS1C also the fmin.

In PS1D, not only the fss was improved, as it was the target

of the PFR service, but also the df
dt

and fmin were improved

in comparison to PS1. This is due to the fact that the PFR is

linearly activated, when the frequency deadzone is crossed.

Hence, it contributes in the first seconds after the event.

In PS1E, the ESS provides the same PFR as in PS1D, but

additionally it provides the IR from a 98.5 MW ESS. Because

of its size, the df
dt

and fmin are highly improved to 0.34 Hz/s

and 49.40 Hz, respectively. The PS1E scenario provides the

best results in terms of metrics and it requires the ESS to

have a nominal power of 98.5 MW and a nominal energy of

49.6 MWh.

Fig. 12 shows the frequency profiles for the cases PS1A-

PS1E. There is a visible improvement in the slowing drop

of frequency by increasing IR in the first part. Moreover, the

rising steady-state level of frequency in the second part is

caused by increasing PFR.

Fig. 13. Comparison of power outputs for the ESS and the CPPs.

The comparison of the CPPs power output and the ESS

power output is shown in Fig. 13 for PS1E. The ESS has a

slower IR than the G1 and G2 as it was intended according [5]

for frequency deviation being seen by both CPPs. Therefore

the IR from CPPs is not reduced due to a very fast ESS

response. With the actual settings, the PFR from the ESS is

also slower than in the case of the CPPs. In the overall picture,

the ESS can generate power output similar to the CPPs.

When a contingency leads to a large unbalance in power, the

initial rate of change of frequency is determined by the inertia

of the rotating machines. The ESS can act only after it has

detected the ROCOF. So, when a large number of synchronous

generators have been replaced by the RES, the physical inertia

of the system will be low, and hence the initial ROCOF will

tend to be high. The ESS is expected to provide a fast response

to counteract the high ROCOF. In the present implementation

(Fig. 7), the rise time (i.e. the time for the output to increase

from 10% to 90% of the final value for a step input) for the

inertial response controller output is 177.4 ms. Therefore, the

high initial df
dt

would last for a short period of time before the

IR reacts. The ROCOF relays might have to be provided with

a dead-time to account for the high initial df
dt

in the changed

scenario.

VII. CONCLUSION

The paper identifies possible effects of high RES integration

on the power system frequency response. The IR and the PFR

in power systems with high RES penetration are lowered and

when a contingency appears, the frequency operational limits

are exceeded. For supporting the frequency response, ESSs

represent a suitable solution for providing IR and PFR.

This paper presents a method for estimating the ESS size in

terms of power and energy so as to achieve the targeted system

inertia and power/frequency characteristics by providing IR

and PFR. In comparison to the IR service, the PFR service

requires much larger power and energy ratings of the ESS as

it has to provide regulating power for 15 minutes, while the

IR is active only for a few seconds. It is demonstrated that

the same ESS can be used to provide both the IR and PFR.

A generalized model of ESS was used in this study. Specific

details pertaining to particular energy storage technology can

be included afterwards in particular studies.
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Fig. 14. Block diagram for governor and turbine model.

TABLE V
THE PARAMETERS OF GOVERNORS AND TURBINE’S MODELS.

Power
τ1 τ2 τ3 τ4 τ5 F

plant

G1 0.15 0 0.1 0.3 10 0.237

G2 0.083 0 0.2 0.05 5 0.28

G3 0.2 0 0.3 0.09 10 0.25

G4 124.47 8.59 0.25 0 0.74 -2

Fossil steam unit Hydro unit
τ1 Governor response time Control time constant
τ2 Pilot valve time Hydro reset time constant
τ3 Servo time constant Servo time constant
τ4 Steam valve bowl time constant 0 for hydro governor
τ5 Steam reheat time constant Water starting time constant for hydro governor
F Shaft output ahead of reheater Max gate velocity for hydro turbine

In order to fulfill all operational requirements in the studied

power system rated at 2248 MVA with high RES penetration

of 1178 MVA, (which is slightly over 50 %), it has been

found that an ESS of 98.5 MW and 49.6 MWh is needed

for providing both IR and PFR. Moreover, it was shown that

the ESS can provide a similar response as a CPP does.
APPENDIX

GOVERNORS AND TURBINES DATA

The governors and turbines models of the CPPs are shown

in Fig. 14 [35], where ∆f stands for measured frequency

deviation, R for droop, ∆Pset for the change in load set point

and ∆Pg for the change of output power. Their parameters

settings are listed in Table V.
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