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SKELLAM AND TIME-CHANGED VARIANTS OF THE

GENERALIZED FRACTIONAL COUNTING PROCESS

KULDEEP KUMAR KATARIA AND MOSTAFIZAR KHANDAKAR

Abstract. In this paper, we study a Skellam type variant of the generalized counting
process (GCP), namely, the generalized Skellam process. Some of its distributional proper-
ties such as the probability mass function, probability generating function, mean, variance
and covariance are obtained. Its fractional version, namely, the generalized fractional Skel-
lam process (GFSP) is considered by time-changing it with an independent inverse stable
subordinator. It is observed that the GFSP is a Skellam type version of the generalized
fractional counting process (GFCP) which is a fractional variant of the GCP. It is shown
that the one-dimensional distributions of the GFSP are not infinitely divisible. An in-
tegral representation for its state probabilities is obtained. We establish its long-range
dependence property by using its variance and covariance structure. Also, we consider
two time-changed versions of the GFCP. These are obtained by time-changing the GFCP
by an independent Lévy subordinator and its inverse. Some particular cases of these
time-changed processes are discussed by considering specific Lévy subordinators.

1. Introduction

The point processes with random time are of particular interest in the theory of stochastic
processes due to their potential applications in areas such as finance, hydrology, economet-
rics, etc. The time fractional Poisson process (TFPP) and the space fractional Poisson
process are two extensively studied fractional extensions of the Poisson process. These
time-changed processes are obtained by choosing an independent stable subordinator and
its inverse process as a time-change component in the Poisson process (see Laskin (2003),
Beghin and Orsingher (2009), Meerschaert et al. (2011), Orsingher and Polito (2012) etc.)
Di Crescenzo et al. (2016) introduced and studied the generalized fractional counting

process (GFCP) {Mα(t)}t≥0, 0 < α ≤ 1 whose state probabilities pα(n, t) = Pr{Mα(t) = n}
satisfy the following system of fractional differential equations:

∂αt p
α(n, t) = −Λpα(n, t) +

min{n,k}
∑

j=1

λjp
α(n− j, t), n ≥ 0, (1.1)

with the initial conditions

pα(n, 0) =

{

1, n = 0,

0, n ≥ 1.

Here, Λ = λ1 + λ2 + · · ·+ λk for a fixed positive integer k and ∂αt is the Caputo fractional
derivative defined in (2.1). The GFCP performs k kinds of jumps of amplitude 1, 2, . . . , k
with positive rates λ1, λ2, . . . , λk, respectively.
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For α = 1, the GFCP reduces to the generalized counting process (GCP) {M(t)}t≥0. For
k = 1, the GFCP and the GCP reduces to the TFPP and the Poisson process, respectively.
It is known that (see Di Crescenzo et al. (2016))

Mα(t)
d
=M (Yα(t)) , (1.2)

where the GCP {M(t)}t≥0 is independent of the inverse stable subordinator {Yα(t)}t≥0.

Here,
d
= denotes equality in distribution. Kataria and Khandakar (2021c) studied some

additional properties of these generalized processes which includes an application of the
GCP in risk theory. It is shown by them that many known counting processes such as
the Poisson process of order k, the Pólya-Aeppli process of order k, the negative binomial
process, the convoluted Poisson process and their fractional versions etc. are particular
cases of the GFCP.
It is important to note that the recently studied time-changed processes are mainly

constructed by time-changing a point process with an independent subordinator and its
inverse. A subordinator {Df(t)}t≥0 is a one-dimensional Lévy process which is characterized
by the following Laplace transform (see Applebaum (2009), Section 1.3.2):

E
(

e−sDf (t)
)

= e−tf(s),

where

f(s) =

∫ ∞

0

(

1− e−sx
)

µ(dx), s > 0,

is called the Bernštein function. Here, µ is a non-negative Lévy measure that satisfies

µ([0,∞)) = ∞ and

∫ ∞

0

min{x, 1}µ(dx) < ∞. It has non-decreasing sample paths and

Df(0) = 0 almost surely (a.s.). The first passage time of a subordinator is called the
inverse subordinator. It is defined as

Hf(t) := inf{r ≥ 0 : Df (r) > t}, t ≥ 0.

In this paper, we first introduce a Skellam type variant of the GCP. We call it the
generalized Skellam process (GSP) and denote it by {S(t)}t≥0. It is defined as follows:

S(t) :=M1(t)−M2(t),

where {M1(t)}t≥0 and {M2(t)}t≥0 are independent generalized counting processes with
positive rates λj’s and µj’s, j = 1, 2, . . . , k, respectively. For any integer n, we obtain its
state probability q(n, t) = Pr{S(t) = n} in the following form:

q(n, t) = e−(Λ+Λ̄)t
(

Λ/Λ̄
)n/2

I|n|

(

2t
√

ΛΛ̄
)

,

where Λ =
∑k

j=1 λj and Λ̄ =
∑k

j=1 µj . Here, I|n|(·) denotes the modified Bessel function

of first kind defined in (2.5). Also, we obtain its probability generating function (pgf),
characteristic function, mean, variance, covariance etc.
We consider a fractional version of the GSP, namely, the generalized fractional Skellam

process (GFSP). It is denoted by {Sα(t)}t≥0, 0 < α ≤ 1. It is defined as the GSP time-
changed by an independent inverse stable subordinator, that is,

Sα(t) :=

{S(Yα(t)), 0 < α < 1,

S(t), α = 1.
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The GFSP is a Skellam type version of the GFCP. It is shown that the state probabili-
ties qα(n, t) = Pr{Sα(t) = n}, n ∈ Z of GFSP solves the following system of fractional
differential equations:

∂αt q
α(n, t) = Λ (qα(n− 1, t)− qα(n, t))− Λ̄ (qα(n, t)− qα(n+ 1, t)) ,

with qα(0, 0) = 1 and qα(n, 0) = 0, n 6= 0. We derive its rth factorial moment and obtain an
integral representation for its probability mass function (pmf). It is shown that the GFSP
exhibits the long-range dependence (LRD) property whereas its increment process has the
short-range dependence (SRD) property. We have also proved that the one-dimensional
distributions of GFSP are not infinitely divisible.
We consider a time-changed version of the GFCP, namely, the time-changed generalized

fractional counting process-I (TCGFCP-I). It is obtained by time-changing the GFCP by
an independent Lévy subordinator {Df(t)}t≥0 such that E

(

Dr
f (t)
)

< ∞ for all r > 0.
We establish a version of the law of iterated logarithm for it. For α = 1, we show that
the TCGFCP-I is equal in distribution to a limiting case of a suitable compound Poisson
process. It is shown that the TCGFCP-I exhibits the LRD property under some suitable
restrictions on the Lévy subordinator. Some particular cases of TCGFCP-I are discussed
by taking specific Lévy subordinator such as the gamma subordinator, tempered stable
subordinator and inverse Gaussian subordinator. We derive the Lévy measure and the
associated system of governing differential equations for these particular cases. Another
time-changed version of the GFCP, namely, the time-changed generalized fractional count-
ing process-II (TCGFCP-II) is considered which is obtained by time-changing the GFCP
by an independent inverse subordinator. Some particular cases of the TCGFCP-II are
discussed.

2. Preliminaries

In this section, we give some known definitions and results about fractional derivatives,
some special functions, inverse stable subordinator, the GCP and its fractional version.
The results presented here will be used later.

2.1. Fractional derivatives. The Caputo fractional derivative is defined as (see Kilbas
et al. (2006))

∂αt f(t) :=















1

Γ(1− α)

∫ t

0

(t− s)−αf ′(s) ds, 0 < α < 1,

f ′(t), α = 1.

(2.1)

For γ ≥ 0, the Riemann-Liouville (R-L) fractional derivative is defined as (see Kilbas et al.
(2006))

Dγ
t f(t) :=



















1

Γ(m− γ)

dm

dtm

∫ t

0

f(s)

(t− s)γ+1−m
ds, m− 1 < γ < m,

dm

dtm
f(t), γ = m,

(2.2)

where m is a positive integer.
3



The following relationship holds for the Caputo and R-L fractional derivatives (see Meer-
schaert and Straka (2013)):

∂αt f(t) = Dα
t f(t)− f(0+)

t−α

Γ(1− α)
. (2.3)

2.2. Some special functions. Here, we briefly describe three special functions.

2.2.1. Mittag-Leffler function. The three-parameter Mittag-Leffler function is defined as
(see Kilbas et al. (2006), p. 45)

Eγ
α,β(x) :=

1

Γ(γ)

∞
∑

j=0

Γ(j + γ)xj

j!Γ(jα + β)
, x ∈ R,

where α > 0, β > 0 and γ > 0.
It reduces to two-parameter Mittag-Leffler function for γ = 1. It further reduces to the

Mittag-Leffler function for γ = β = 1.
The following result holds for n ≥ 0 (see Kilbas et al. (2006), Eq. (1.8.22)):

E
(n)
β,γ(x) = n!En+1

β,nβ+γ(x), (2.4)

where E
(n)
β,γ(·) denotes the nth derivative of two-parameter Mittag-Leffler function.

2.2.2. Bessel function. The modified Bessel function of first kind is defined as (see Sneddon
(1956), p. 114):

In(x) =
∞
∑

j=0

(x/2)2j+n

j!(j + n)!
, x ∈ R. (2.5)

For any integer n, the following properties hold (see Sneddon (1956) , p. 115):






In(x) = I−n(x),

d

dx
In(x) =

1

2
(In−1(x) + In+1(x)) .

(2.6)

2.2.3. Wright function. The Wright function is defined as (see Mainardi (2010)):

Mα(x) =
∞
∑

j=0

(−x)j
j!Γ(1− jα− α)

, x ∈ R,

where 0 < α < 1.

2.3. Inverse stable subordinator. A stable subordinator {Dα(t)}t≥0, 0 < α < 1, is a
non-decreasing Lévy process. Its Laplace transform is given by E

(

e−sDα(t)
)

= e−tsα , s > 0.
Its first passage time {Yα(t)}t≥0 is called the inverse stable subordinator which is defined
as

Yα(t) := inf{x ≥ 0 : Dα(x) > t}.
The mean, variance and covariance of the inverse stable subordinator are given by (see
Leonenko et al. (2014))

E (Yα(t)) =
tα

Γ(α + 1)
, (2.7)

Var (Yα(t)) =

(

2

Γ(2α + 1)
− 1

Γ2(α+ 1)

)

t2α, (2.8)
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Cov (Yα(s), Yα(t)) =
1

Γ2(α + 1)

(

αs2αB(α, α + 1) + F (α; s, t)
)

, 0 < s ≤ t, (2.9)

where F (α; s, t) = αt2αB(α, α + 1; s/t) − (ts)α. Here, B(α, α + 1) and B(α, α + 1; s/t)
denote the beta function and the incomplete beta function, respectively.
For fixed s and large t, the following result holds (see Kataria and Khandakar (2021c),

Eq. (2.5)):

Cov (Yα(s), Yα(t)) ∼
1

Γ2(α+ 1)

(

αs2αB(α, α+ 1)− α2sα+1

(α + 1)t1−α

)

. (2.10)

2.4. The GCP and its fractional version. Here, we give some known results for the
GCP and its fractional version, the GFCP (see Di Crescenzo et al. (2016), Kataria and
Khandakar (2021c)).
The state probabilities p(n, t) = Pr{M(t) = n} of GCP are obtained by Di Crescenzo et

al. (2016) which can be represented as follows:

p(n, t) =
∑

Ω(k,n)

k
∏

j=1

(λjt)
xj

xj !
e−Λt, n ≥ 0, (2.11)

where Ω(k, n) := {(x1, x2, . . . , xk) : x1 + 2x2 + · · ·+ kxk = n, xj ∈ N0 ∀ 1 ≤ j ≤ k}.
Its pgf G(u, t) = E

(

uM(t)
)

is given by

G(u, t) = exp

(

−
k
∑

j=1

λj(1− uj)t

)

, |u| ≤ 1 (2.12)

and its characteristic function ψ(ξ, t) = E
(

eωξM(t)
)

, ω =
√
−1 is given by

ψ(ξ, t) = exp

{

−t
(

Λ−
k
∑

j=1

eωξjλj

)}

, ξ ∈ R. (2.13)

The following limiting result holds for it:

lim
t→∞

M(t)

t
=

k
∑

j=1

jλj, in probability. (2.14)

Its mean and variance are obtained by Di Crescenzo et al. (2016) in the following form:

E (M(t)) = r1t and Var (M(t)) = r2t,

where

r1 =

k
∑

j=1

jλj and r2 =

k
∑

j=1

j2λj . (2.15)

The mean and covariance of GFCP are given by (see Kataria and Khandakar (2021c))

E (Mα(t)) = r1E (Yα(t)) , (2.16)

Cov (Mα(s),Mα(t)) = r2E (Yα(s)) + r21 Cov (Yα(s), Yα(t)) , 0 < s ≤ t. (2.17)
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3. Generalized Skellam process and its fractional extension

In this section, we introduce a Skellam type variant of the GCP, namely, the generalized
Skellam process (GSP). We denote it by {S(t)}t≥0 and define it as

S(t) :=M1(t)−M2(t),

where {M1(t)}t≥0 and {M2(t)}t≥0 are independent generalized counting processes with
positive rates λj’s and µj’s, j = 1, 2, . . . , k, respectively.
For k = 1, the GSP reduces to the Skellam process introduced and studied by Barndorff-

Nielsen et al. (2012). For λj = λ and µj = µ, j = 1, 2, . . . , k, the GSP reduces to the
Skellam process of order k (see Gupta et al. (2020)).
Using (2.12), the pgf of GSP can be obtained as follows:

GS(u, t) = exp

{

−t
k
∑

j=1

(

λj(1− uj) + µj(1− u−j)
)

}

. (3.1)

It satisfies the following differential equation:

d

dt
GS(u, t) =

k
∑

j=1

(

λj(u
j − 1) + µj(u

−j − 1)
)

GS(u, t), GS(u, 0) = 1.

Remark 3.1. On substituting λj = λ and µj = µ for all j = 1, 2, . . . , k in (3.1), we get
the pgf of Skellam process of order k (see Gupta et al. (2020), Eq. (39)).

Similarly, on using (2.13), the characteristic function of GSP can be obtained as

ψS(ξ, t) = exp

{

−t
(

Λ + Λ̄−
k
∑

j=1

eωξjλj −
k
∑

j=1

e−ωξjµj

)}

,

where Λ =
∑k

j=1 λj and Λ̄ =
∑k

j=1 µj. Thus, the Lévy measure of GSP is given by

ΠS(dx) =
∑k

j=1 λjδjdx+
∑k

j=1 µjδ−jdx, where δj ’s are Dirac measures.

Letm1 =
∑k

j=1 j(λj−µj) andm2 =
∑k

j=1 j
2(λj+µj). The mean, variance and covariance

of GSP are given by

E (S(t)) = m1t, Var (S(t)) = m2t, Cov (S(s),S(t)) = m2min{s, t}.
The GSP exhibits the overdispersion as Var (S(t))− E (S(t)) > 0 for all t > 0.
The following definition of LRD and SRD property will be used (see Maheshwari and

Vellaisamy (2016)):

Definition 3.1. Let s > 0 be fixed and {X(t)}t≥0 be a stochastic process such that

Corr(X(s), X(t)) ∼ c(s)t−γ, as t→ ∞,

for some c(s) > 0. The process {X(t)}t≥0 has the LRD property if γ ∈ (0, 1) and SRD
property if γ ∈ (1, 2). .

Remark 3.2. For fixed s and large t, the correlation function of GSP has the following
asymptotic behaviour:

Corr (S(s),S(t)) ∼
√
st−1/2.

Thus, it exhibits the LRD property.
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On using (2.14), we obtain the following limiting result for GSP:

lim
t→∞

S(t)
t

=
k
∑

j=1

j(λj − µj), in probability. (3.2)

Theorem 3.1. For any n ∈ Z, the state probability q(n, t) = Pr{S(t) = n} of GSP is
given by

q(n, t) = e−(Λ+Λ̄)t
(

Λ/Λ̄
)n/2

I|n|

(

2t
√

ΛΛ̄
)

. (3.3)

Proof. As {M1(t)}t≥0 and {M2(t)}t≥0 are independent, we have

q(n, t) =

∞
∑

m=0

Pr{M1(t) = m+ n}Pr{M2(t) = m}I{n≥0}

+

∞
∑

m=0

Pr{M2(t) = m+ |n|}Pr{M1(t) = m}I{n<0}

=

∞
∑

m=0





∑

Ω(k,m+n)

k
∏

j=1

(λjt)
xj

xj !
e−Λt









∑

Ω(k,m)

k
∏

j=1

(µjt)
xj

xj !
e−Λ̄t



 I{n≥0}

+

∞
∑

m=0





∑

Ω(k,m+|n|)

k
∏

j=1

(µjt)
xj

xj !
e−Λ̄t









∑

Ω(k,m)

k
∏

j=1

(λjt)
xj

xj !
e−Λt



 I{n<0}

where we have used (2.11) in the last step. Here, IA denotes the indicator function for the
set A.
Let n ≥ 0. On setting xj = mj and m = x+

∑k
j=1(j − 1)mj , we get

q(n, t) = e−(Λ+Λ̄)t
∞
∑

x=0

tn+2x

(n+ x)!x!





∑

∑k
i=1 mi=n+x

(n + x)!
k
∏

j=1

λ
mj

j

mj!









∑

∑k
i=1 mi=x

x!
k
∏

j=1

µ
mj

j

mj !





= e−(Λ+Λ̄)t

∞
∑

x=0

tn+2x

(n+ x)!x!
Λn+xΛ̄x

= e−(Λ+Λ̄)t
(

Λ/Λ̄
)n/2

In

(

2t
√

ΛΛ̄
)

, (3.4)

where we have used multinomial theorem in the penultimate step and the definition (2.5)
of modified Bessel function of first kind in the last step.
Similarly, for n < 0, we get

q(n, t) = e−(Λ+Λ̄)t
(

Λ/Λ̄
)n/2

I−n

(

2t
√

ΛΛ̄
)

. (3.5)

On combining (3.4) and (3.5), we get the required result. �

On differentiating (3.3) and then using (2.6), we obtain the following result:

Corollary 3.1. The state probabilities of GSP satisfy the following system of differential
equations:

d

dt
q(n, t) = Λ (q(n− 1, t)− q(n, t))− Λ̄ (q(n, t)− q(n+ 1, t)) , n ∈ Z, (3.6)

with initial conditions q(0, 0) = 1 and q(n, 0) = 0, n 6= 0.
7



Remark 3.3. On substituting k = 1 in (3.6), we get the governing system of differential
equations for the pmf of Skellam process (see Kerss et al. (2014), Eq. (2.4)).

3.1. Generalized fractional Skellam process. Here, we consider a fractional version of
the GSP. We call it the generalized fractional Skellam process (GFSP) and denote it by
{Sα(t)}t≥0, 0 < α ≤ 1. It is defined as

Sα(t) :=

{S(Yα(t)), 0 < α < 1,

S(t), α = 1,
(3.7)

where the GSP {S(t)}t≥0 is independent of the inverse stable subordinator {Yα(t)}t≥0. It
is important to note that the GFSP is a Skellam type version of the GFCP.
For k = 1, the GFSP reduces to the fractional Skellam process of type II (see Kerss et

al. (2014)). For λj = λ and µj = µ, j = 1, 2, . . . , k, the GFSP reduces to the fractional
Skellam process of order k, introduced and studied by Kataria and Khandakar (2021b).
In the following result, we obtain the governing system of fractional differential equations

for the state probabilities of GFSP.

Proposition 3.1. The state probabilities qα(n, t) = Pr{Sα(t) = n}, n ∈ Z of GFSP solves
the following system of fractional differential equations:

∂αt q
α(n, t) = Λ (qα(n− 1, t)− qα(n, t))− Λ̄ (qα(n, t)− qα(n+ 1, t)) , (3.8)

with initial conditions qα(0, 0) = 1 and qα(n, 0) = 0, n 6= 0.

Proof. From (3.7), we have

qα(n, t) =

∫ ∞

0

q(n, u)hα(u, t) du, (3.9)

where q(n, .) is the pmf of {S(t)}t≥0 and hα(., t) is the probability density function (pdf) of
{Yα(t)}t≥0. Note that qα(n, 0) = q(n, 0) as hα(u, 0) = δ0(u). On taking the R-L fractional
derivative in (3.9), we get

Dα
t q

α(n, t) = −
∫ ∞

0

q(n, u)
∂

∂u
hα(u, t)du

= q(n, 0)hα(0+, t) +

∫ ∞

0

hα(u, t)
d

du
q(n, u) du

= q(n, 0)
t−α

Γ(1− α)
+

∫ ∞

0

hα(u, t)
d

du
q(n, u) du, (3.10)

where we have used the following results: Dα
t hα(u, t) = − ∂

∂u
hα(u, t) and hα(0+, t) =

t−α/Γ(1− α) (see Meerschaert and Straka (2013)).
On using (2.3) and (3.6) in (3.10), we get

∂αt q
α(n, t) =

∫ ∞

0

hα(u, t)
d

du
q(n, u) du

=

∫ ∞

0

(

Λ (q(n− 1, u)− q(n, u))− Λ̄ (q(n, u)− q(n + 1, u))
)

hα(u, t) du,

which reduces to the required result on using (3.9). �

Remark 3.4. For k = 1, we get Λ = λ1 and Λ̄ = µ1. So, in this case the system given
in (3.8) reduces to the system of governing fractional differential equations for the state
probabilities of fractional Skellam process of type II (see Kerss et al. (2014), Eq. (3.5)).
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Remark 3.5. The pdf of inverse stable subordinator can be expressed in terms of the
Wright function as follows (see Meerschaert et al. (2015), Eq. (4.7)):

hα(u, t) = t−αMα

(

ut−α
)

. (3.11)

On substituting (3.3) and (3.11) in (3.9), we get an integral representation of the state
probabilities of GFSP as follows:

qα(n, t) = t−α
(

Λ/Λ̄
)n/2

∫ ∞

0

e−(Λ+Λ̄)uI|n|

(

2u
√

ΛΛ̄
)

Mα(ut
−α)du, n ∈ Z.

Proposition 3.2. The pgf of GFSP is given by

Gα
S(u, t) = Eα,1

(

k
∑

j=1

(

λj(u
j − 1) + µj(u

−j − 1)
)

tα

)

. (3.12)

Proof. Using (3.1), we get

Gα
S(u, t) =

∫ ∞

0

GS(u, x)hα(x, t)dx

=

∫ ∞

0

exp

{

−x
k
∑

j=1

(

λj(1− uj) + µj(1− u−j)
)

}

hα(x, t)dx

= Eα,1

(

k
∑

j=1

(

λj(u
j − 1) + µj(u

−j − 1)
)

tα

)

.

This completes the proof. �

The pgf of GFSP solves the following fractional differential equation:

∂αt G
α
S(u, t) =

k
∑

j=1

(

λj(u
j − 1) + µj(u

−j − 1)
)

Gα
S(u, t), Gα

S(u, 0) = 1

which is due to the fact that the Mittag-Leffler function is an eigenfunction of the Caputo
fractional derivative.

Remark 3.6. On substituting λj = λ and µj = µ for all j = 1, 2, . . . , k in (3.12), we
get the pgf of fractional Skellam process of order k (see Kataria and Khandakar (2021b),
Proposition 2.2).

Next we obtain the factorial moments of GFSP by using its pgf.

Proposition 3.3. The rth factorial moment of GFSP, that is, Ψα(r, t) = E(Sα(t)(Sα(t)−
1) · · · (Sα(t)− r + 1)), r ≥ 1, is given by

Ψα(r, t) = r!

r
∑

n=1

tnα

Γ(nα + 1)

∑

∑n
i=1 mi=r

mi∈N

n
∏

ℓ=1

(

1

mℓ!

k
∑

j=1

(

(j)mℓ
λj + (−1)mℓj(mℓ)µj

)

)

,

where (j)mℓ
= j(j − 1) · · · (j − mℓ + 1) denotes the falling factorial and j(mℓ) = j(j +

1) · · · (j +mℓ − 1) denotes the rising factorial.
9



Proof. Let ζ(u) =
∑k

j=1 (λj(u
j − 1) + µj(u

−j − 1)). On using the rth derivative of compo-

sition of two functions (see Johnson (2002), Eq. (3.3)) in (3.12), we get

Ψα(r, t) =
∂rGα

S(u, t)

∂ur

∣

∣

∣

∣

u=1

=
r
∑

n=0

En+1
α,nα+1(t

αζ(u))
n
∑

m=0

n!

m!(n−m)!
(−tαζ(u))n−m dr

dur (t
αζ(u))m

∣

∣

∣

∣

u=1

=
r
∑

n=0

tnα

Γ(nα + 1)

dr

dur (ζ(u))
n

∣

∣

∣

∣

u=1

, (3.13)

where we have used (2.4) in the penultimate step. On using the following result (see
Johnson (2002), Eq. (3.6))

dr

dwr (g(w))
n =

∑

m1+m2+···+mn=r
mi∈N0

r!

m1!m2! · · ·mn!
g(m1)(w)g(m2)(w) · · · g(mn)(w),

we have

dr

dur (ζ(u))
n

∣

∣

∣

∣

u=1

= r!
∑

∑n
i=1

mi=r

mi∈N0

n
∏

ℓ=1

1

mℓ!

dmℓ

dumℓ
ζ(u)

∣

∣

∣

∣

u=1

= r!
∑

∑n
i=1

mi=r

mi∈N

n
∏

ℓ=1

(

1

mℓ!

k
∑

j=1

(

(j)mℓ
λj + (−1)mℓj(mℓ)µj

)

)

. (3.14)

As the right hand side of (3.14) vanishes for n = 0, the proof follows by substituting (3.14)
in (3.13). �

The mean, variance and covariance of GFSP are obtained by using Theorem 2.1 of
Leonenko et al. (2014) as follows: Let 0 < s ≤ t. Then,

E (Sα(t)) = m1E (Yα(t)) ,

Var (Sα(t)) = m2E (Yα(t)) +m2
1Var (Yα(t)) , (3.15)

Cov (Sα(s),Sα(t)) = m2E (Yα(s)) +m2
1Cov (Yα(s), Yα(t)) . (3.16)

The GFSP exhibits overdispersion as Var (Sα(t))− E (Sα(t)) > 0 for all t > 0.

Proposition 3.4. The GFSP exhibits the LRD property.

Proof. From (3.15) and (3.16), we get

Corr (Sα(s),Sα(t)) =
m2E (Yα(s)) +m2

1Cov (Yα(s), Yα(t))
√

Var (Sα(s))
√

m2E (Yα(t)) +m2
1 Var (Yα(t))

.

On using (2.7), (2.8) and (2.10) for fixed s and large t, we get

Corr (Sα(s),Sα(t)) ∼
m2Γ

2(α + 1)E (Yα(s)) +m2
1

(

αs2αB(α, α+ 1)− α2sα+1

(α+1)t1−α

)

Γ2(α + 1)
√

Var (Sα(s))
√

m2tα

Γ(α+1)
+

2m2
1
t2α

Γ(2α+1)
− m2

1
t2α

Γ2(α+1)

∼ c0(s)t
−α,
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where

c0(s) =
m2Γ

2(α + 1)E (Yα(s)) +m2
1αs

2αB(α, α+ 1)

Γ2(α + 1)
√

Var (Sα(s))
√

2m2
1

Γ(2α+1)
− m2

1

Γ2(α+1)

.

As 0 < α < 1, it follows that the GFSP has the LRD property. �

Remark 3.7. For a fixed h > 0, the increment of GFSP is defined as

Zα
h (t) := Sα(t+ h)− Sα(t).

It can be shown that the increment process {Zα
h (t)}t≥0 exhibits the SRD property. The

proof follows similar lines to that of Theorem 1 of Maheshwari and Vellaisamy (2016).

Proposition 3.5. The one-dimensional distributions of GFSP are not infinitely divisible.

Proof. Using the self-similarity property of {Yα(t)}t≥0, we get Sα(t)
d
= S (tαYα(1)). Thus,

lim
t→∞

Sα(t)

tα
d
= lim

t→∞

S (tαYα(1))

tα

= Yα(1) lim
t→∞

S (tαYα(1))

tαYα(1)

d
= Yα(1)

k
∑

j=1

j(λj − µj),

where we have used (3.2).
Suppose on contrary Sα(t) is infinitely divisible. Then, by using Proposition 2.1 of

Steutel and van Harn (2004), it follows that Sα(t)/tα is infinitely divisible. It is known
that the limit of a sequence of infinitely divisible random variables is infinitely divisible
(see Steutel and van Harn (2004), Proposition 2.2). This implies that Yα(1) is infinitely
divisible. This leads to a contradiction as Yα(1) is not infinitely divisible (see Vellaisamy
and Kumar (2018)). �

4. GFCP time-changed by a Lévy subordinator

In this section, we consider a time-changed version of the GFCP. We call it the time-
changed generalized fractional counting process-I (TCGFCP-I) and denote it by {Zα

f (t)}t≥0,
0 < α ≤ 1.
Let {Df(t)}t≥0 be a Lévy subordinator such that E

(

Dr
f(t)
)

<∞ for all r > 0. We define
the TCGFCP-I as

Zα
f (t) :=Mα(Df(t)), (4.1)

where the GFCP {Mα(t)}t≥0 is independent of {Df(t)}t≥0.
For α = 1, the TCGFCP-I reduces to a time-changed version of the GCP, namely, the

time-changed generalized counting process-I (TCGCP-I) {Zf(t)}t≥0, that is,

Zf(t) :=M(Df (t)). (4.2)

For k = 1, the TCGFCP-I reduces to TCFPP-I, a time-changed version of the TFPP
which is introduced and studied by Maheshwari and Vellaisamy (2019). Also, for k = 1, the
TCGCP-I reduces to a time-changed version of the Poisson process which is introduced and
studied by Orsingher and Toaldo (2015) with the condition that the involved subordinator
has finite moments of all order.
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On taking λj = λ for all j = 1, 2, . . . , k, the GFCP and GCP reduces to the time
fractional Poisson process of order k (TFPPoK) and Poisson process of order k (PPoK) (see
Kataria and Khandakar (2021c)), respectively. For such choice of λj’s, the TCGFCP-I and
TCGCP-I reduces to a time-changed version of the TFPPoK and PPoK (see Sengar et al.
(2020)), respectively. For λj = λ(1− ρ)ρj−1/(1− ρk), 0 ≤ ρ < 1, j = 1, 2, . . . , k, the GFCP
and GCP reduces to the fractional Pólya-Aeppli process of order k (FPAPoK) and Pólya-
Aeppli process of order k (PAPoK) (see Kataria and Khandakar (2021c)), respectively. In
this case, the TCGFCP-I and TCGCP-I reduces to a time-changed version of the FPAPoK
and PAPoK, respectively.
For λj = λ(1−ρ)ρj−1, 0 ≤ ρ < 1, for all j ≥ 1 with k → ∞, the GFCP and GCP reduces

to the fractional Pólya-Aeppli process (FPAP) and Pólya-Aeppli process (PAP) (see Kataria
and Khandakar (2021c)), respectively. Thus, the TCGFCP-I and TCGCP-I reduces to a
time-changed version of the FPAP and PAP, respectively. Also, when λj = βj−1−βj , j ≥ 1
where the sequence {βj}j∈Z is such that βj = 0 for all j < 0 and βj > βj+1 > 0 for all
j ≥ 0 with lim

j→∞
βj+1/βj < 1, the GFCP and GCP reduces to the convoluted fractional

Poisson process and convoluted Poisson process (see Kataria and Khandakar (2021a)),
respectively, as k → ∞. Thus, in this case, the TCGFCP-I and TCGCP-I reduces to a
time-changed version of the convoluted fractional Poisson process and convoluted Poisson
process, respectively.

Theorem 4.1. The pmf pf(n, t) = Pr{Zf(t) = n} of TCGCP-I is given by

pf (n, t) =
∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !
E
(

e−ΛDf (t)Dsk
f (t)

)

, n ≥ 0, (4.3)

where sk = x1 + x2 + · · ·+ xk and Ω(k, n) is as given in (2.11).

Proof. Let hf (x, t) be the pdf of Df (t), and recall that p(n, x) denotes the pmf of GCP.
From (4.2), we get

pf (n, t) =

∫ ∞

0

p(n, x)hf (x, t) dx

=

∫ ∞

0

∑

Ω(k,n)

k
∏

j=1

(λjx)
xj

xj !
e−Λxhf (x, t) dx, (using (2.11)) (4.4)

=
∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !
E
(

e−ΛDf (t)Dsk
f (t)

)

.

This completes the proof. �

Note that
∞
∑

n=0

pf(n, t) =

∞
∑

n=0

n
∑

sk=0

E
(

e−ΛDf (t)Dsk
f (t)

)

∑

x1+x2+···+xk=sk
x1+2x2+···+kxk=n

k
∏

j=1

λ
xj

j

xj !

=

∞
∑

sk=0

E
(

e−ΛDf (t)Dsk
f (t)

)

∞
∑

n=sk

∑

x1+x2+···+xk=sk
x1+2x2+···+kxk=n

k
∏

j=1

λ
xj

j

xj !
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=

∞
∑

sk=0

E
(

e−ΛDf (t)Dsk
f (t)

)

∑

x1+x2+···+xk=sk

k
∏

j=1

λ
xj

j

xj !

=
∞
∑

sk=0

Λsk

sk!
E
(

e−ΛDf (t)Dsk
f (t)

)

, (using multinomial theorem)

=

∫ ∞

0

hf (x, t)e
−Λx

∞
∑

sk=0

(Λx)sk

sk!
dx =

∫ ∞

0

hf(x, t)dx = 1.

Thus, pf(n, t) is indeed a pmf.

Remark 4.1. On substituting λj = λ, j = 1, 2, . . . , k in (4.3), we get

pf(n, t)
∣

∣

∣

λj=λ
=
∑

Ω(k,n)

λsk

x1!x2! . . . xk!
E
(

e−kλDf (t)Dsk
f (t)

)

, n ≥ 0,

which agrees with the pmf of a time-changed PPoK (see Sengar et al. (2020), Eq. (7)).

Remark 4.2. From (4.4), the pmf of TCGCP-I can alternatively be expressed as

pf(n, t) =
∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !

(−1)sk

Λsk

dsk

dvsk

∫ ∞

0

e−Λxvhf (x, t) dx
∣

∣

∣

v=1

=
∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !

(−1)sk

Λsk

dsk

dvsk
e−tf(Λv)

∣

∣

∣

v=1
.

For k = 1, the above expression reduces to the pmf of a time-changed Poisson process (see
Orsingher and Toaldo (2015), Eq. (2.4)).

Next, we obtain the pgf Gf(u, t) = E
(

uZf (t)
)

of TCGCP-I.

Proposition 4.1. The pgf of TCGCP-I is given by

Gf(u, t) = exp

{

−tf
(

k
∑

j=1

λj(1− uj)

)}

, |u| ≤ 1. (4.5)

Proof. Using (2.12), we get

Gf(u, t) =

∫ ∞

0

G(u, x)hf(x, t)dx

=

∫ ∞

0

exp

(

−
k
∑

j=1

λj(1− uj)x

)

hf (x, t)dx

= exp

{

−tf
(

k
∑

j=1

λj(1− uj)

)}

.

This completes the proof. �

The pgf of TCGCP-I satisfies the following differential equation:

d

dt
Gf (u, t) = −f

(

k
∑

j=1

λj(1− uj)

)

Gf(u, t), Gf(u, 0) = 1.
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Remark 4.3. On putting k = 1 in (4.5), we get the pgf of a time-changed Poisson process
(see Orsingher and Toaldo (2015), Eq. (2.2)).

Remark 4.4. We note that the TCGCP-I is equal in distribution to {Xf (t)}t≥0 where

Xf(t) =
∑k

j=1 jNj(Df(t)), a time-changed process introduced by Zuo et al. (2021). Here,

for each 1 ≤ j ≤ k, {Nj(t)}t≥0 is a Poisson process with intensity λj which is independent

of the Lévy subordinator {Df(t)}t≥0. This holds due to the fact that M(t)
d
=
∑k

j=1 jNj(t)

(see Kataria and Khandakar (2021c)).
The distribution of jumps of the process {Xf (t)}t≥0 is given by Zuo et al. (2021), Eq.

(4.2) as follows:

Pr{Xf(h) = n} =















1− hf(Λ) + o(h), n = 0,

−h
∑

Ω(k,n)

f (sk)(Λ)
k
∏

j=1

(−λj)xj

xj !
+ o(h), n ≥ 1.

(4.6)

Next, we obtain a version of the law of iterated logarithm for TCGFCP-I.

Theorem 4.2. Let f be a Bernštein function associated with Lévy subordinator {Df(t)}t≥0

such that limx→0+ f(λx)/f(x) = λθ, λ > 0 which implies that it is regularly varying at 0+
with index 0 < θ < 1. Also, let

g(t) =
log log t

φ(t−1 log log t)
, t > e,

where φ is the inverse of f . Then,

lim inf
t→∞

Zα
f (t)

(g(t))α
d
=

k
∑

j=1

jλjYα(1)θ
α (1− θ)α(1−θ)/θ . (4.7)

Proof. From (1.2) and (4.1), we get

Zα
f (t)

d
=M(Yα(Df (t)))

d
=M(Dα

f (t)Yα(1)),

where we have used the self-similarity property of {Yα(t)}t≥0. Thus,

lim inf
t→∞

Zα
f (t)

(g(t))α
d
= lim inf

t→∞

M(Dα
f (t)Yα(1))

(g(t))α

= lim inf
t→∞

(

M(Dα
f (t)Yα(1))

Dα
f (t)Yα(1)

)

Dα
f (t)Yα(1)

(g(t))α

d
=

k
∑

j=1

jλjYα(1)

(

lim inf
t→∞

Df(t)

g(t)

)α

, (using (2.14))

d
=

k
∑

j=1

jλjYα(1)θ
α (1− θ)α(1−θ)/θ ,

where the fact that Df (t) → ∞ as t → ∞ a.s., is used in the penultimate step. Also,
the last step follows from the following law of iterated logarithm of Lévy subordinator (see
Bertoin (1996), Theorem 14, p. 92):

lim inf
t→∞

Df(t)

g(t)
= θ(1− θ)(1−θ)/θ , a.s.
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This completes the proof. �

Remark 4.5. On substituting k = 1 in (4.7), we get the law of iterated logarithm for
TCFPP-I (see Maheshwari and Vellaisamy (2019), Theorem 3.5). Also, on taking λj = λ,
j = 1, 2, . . . , k in (4.7), we get the law of iterated logarithm for a time-changed version of
the TFPPoK as follows:

lim inf
t→∞

Zα
f (t)

(g(t))α
d
=
k(k + 1)

2
λYα(1)θ

α (1− θ)α(1−θ)/θ .

Moreover, on substituting λj = λ(1 − ρ)ρj−1/(1 − ρk), 0 ≤ ρ < 1, j = 1, 2, . . . , k in (4.7),
we get the law of iterated logarithm for a time-changed version of FPAPoK as follows:

lim inf
t→∞

Zα
f (t)

(g(t))α
d
=

λ

1− ρk
(

1 + ρ+ · · ·+ ρk−1 − kρk
)

Yα(1)θ
α (1− θ)α(1−θ)/θ .

Orsingher and Toaldo (2015) showed that the Poisson process time-changed by a Lévy
subordinator can be obtained as the limit of a suitable compound Poisson process. A
similar result holds true for TCGCP-I.

Theorem 4.3. Let m be a fixed positive integer and {Xj}j≥1 be a sequence of independent
and identically distributed random variables such that

Pr{X1 = n} =
1

u(m)

∫ ∞

0

Pr{M(s) = n}µ(ds), n ≥ m,

where u(m) =

∫ ∞

0

Pr{M(s) ≥ m}µ(ds). Then, for t > 0, we have

lim
m→0

Zm(t)
d
= Zf (t),

where Zm(t) = X1 +X2 + · · ·+XN(tu(m)/Λ).

Proof. The pgf of Zm(t) can be written as

E
(

uZm(t)
)

= exp
(

−tu(m)
(

1− E(uX1)
))

= exp

(

−tu(m)
∞
∑

n=m

(1− un)Pr{X1 = n}
)

= exp

(

−tu(m)
∞
∑

n=m

(1− un)
1

u(m)

∫ ∞

0

Pr{M(s) = n}µ(ds)
)

= exp

(

−t
∫ ∞

0

∞
∑

n=m

(1− un)Pr{M(s) = n}µ(ds)
)

.

On letting m→ 0, we get

lim
m→0

E
(

uZm(t)
)

= exp

(

−t
∫ ∞

0

∞
∑

n=0

(1− un)Pr{M(s) = n}µ(ds)
)

= exp

(

−t
∫ ∞

0

(

1− e−s
∑k

j=1
λj(1−uj)

)

µ(ds)

)

= exp

(

−tf
(

k
∑

j=1

λj(1− uj)

))

.
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This completes the proof. �

4.1. Dependence structure of TCGFCP-I. Let 0 < s ≤ t <∞ and assume that

l1 = r1/Γ(α+ 1), l2 = r2/Γ(α + 1), d = αl21B(α, α + 1),

where r1 and r2 are given in (2.15). From (2.16), the mean of TCGFCP-I is obtained as
follows:

E
(

Zα
f (t)

)

= E (E (Mα(Df(t))|Df(t))) = l1E
(

Dα
f (t)

)

.

On substituting (2.7) and (2.9) in (2.17), we get

E (Mα(s)Mα(t)) = l2s
α + ds2α + αl21t

2αB(α, α+ 1; s/t).

Thus,

E
(

Zα
f (s)Zα

f (t)
)

= E (E (Mα(Df(s))M
α(Df(t))|Df(s), Df(t)))

= l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

+ αl21E
(

D2α
f (t)B (α, α+ 1;Df(s)/Df(t))

)

.

Hence, the covariance of TCGFCP-I is given by

Cov
(

Zα
f (s),Zα

f (t)
)

= l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

− l21E
(

Dα
f (s)

)

E
(

Dα
f (t)

)

+ αl21E
(

D2α
f (t)B (α, α+ 1;Df(s)/Df(t))

)

. (4.8)

On putting s = t in (4.8), we get its variance as follows:

Var
(

Zα
f (t)

)

= E
(

Dα
f (t)

) (

l2 − l21E
(

Dα
f (t)

))

+ 2dE
(

D2α
f (t)

)

. (4.9)

Next, we show that the TCGFCP-I has the LRD property provided the associated Lévy
subordinator satisfies certain asymptotic conditions.

Theorem 4.4. Let E
(

Diα
f (t)

)

∼ kit
iθ for i = 1, 2 such that 0 < θ < 1, k1 > 0 and k2 ≥ k21.

Then, the TCGFCP-I exhibits the LRD property.

Proof. For fixed s and large t, the following asymptotic result holds (see Maheshwari and
Vellaisamy (2019), Theorem 3.3):

αE
(

D2α
f (t)B (α, α+ 1;Df(s)/Df(t))

)

∼ E
(

Dα
f (s)

)

E
(

Dα
f (t− s)

)

.

On using it in (4.8), we get

Cov
(

Zα
f (s),Zα

f (t)
)

∼ l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

− l21E
(

Dα
f (s)

)

E
(

Dα
f (t)

)

+ l21E
(

Dα
f (s)

)

E
(

Dα
f (t− s)

)

∼ l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

− l21E
(

Dα
f (s)

)

k1(t
θ − (t− s)θ)

∼ l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

− l21E
(

Dα
f (s)

)

k1sθt
θ−1,

where we have used E
(

Dα
f (t)

)

∼ k1t
θ in the penultimate step.

Similarly, from (4.9), we get

Var
(

Zα
f (t)

)

∼ l2k1t
θ − l21k

2
1t

2θ + 2dk2t
2θ

∼
(

2dk2 − k21l
2
1

)

t2θ.

For large t, we have

Corr
(

Zα
f (s),Zα

f (t)
)

∼
l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

− l21E
(

Dα
f (s)

)

k1sθt
θ−1

√

Var
(

Zα
f (s)

)
√

(2dk2 − k21l
2
1) t

2θ

∼ c1(s)t
−θ,
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where

c1(s) =
l2E
(

Dα
f (s)

)

+ dE
(

D2α
f (s)

)

√

Var
(

Zα
f (s)

)

(2dk2 − k21l
2
1)
.

As 0 < θ < 1, the proof follows. �

Remark 4.6. Along the similar lines it can be shown that TCGCP-I exhibits the LRD
property.

4.2. Some special cases of the TCGCP-I. Here, we discuss three special cases of the
TCGCP-I by taking three specific Lévy subordinators, namely, the gamma subordinator,
the tempered stable subordinator (TSS) and the inverse Gaussian subordinator (IGS) as a
time-change component in the GCP.

4.2.1. GCP time-changed by gamma subordinator. The pdf g(x, t) of a gamma subordinator
{Z(t)}t≥0 is given by

g(x, t) =
abt

Γ(bt)
xbt−1e−ax, x > 0,

where a > 0 and b > 0. Its associated Bernštein function is f1(s) = b log(1 + s/a), s > 0
(see Applebaum (2009), p. 55).
On taking f1 as the Bernštein function in (4.2), we get the GCP time-changed by an

independent gamma subordinator as

Zf1(t) :=M(Z(t)), t ≥ 0. (4.10)

On using (4.6), the distribution of its jumps is obtained in the following form:

Pr{Zf1(h) = n} =















1− bh log(1 + Λ/a) + o(h), n = 0,

−bh
∑

Ω(k,n)

(−1)sk−1(sk − 1)!

(a + Λ)sk

k
∏

j=1

(−λj)xj

xj!
+ o(h), n ≥ 1.

(4.11)

Remark 4.7. On taking k = a = b = 1 in (4.11), we get the distribution of jumps of
gamma-Poisson process (see Orsingher and Toaldo (2015), Eq. (4.16)).

From (4.5), the pgf of Zf1(t) is given by

Gf1(u, t) =

(

1 +
1

a

k
∑

j=1

λj(1− uj)

)−bt

.

Proposition 4.2. The Lévy measure of Zf1(t) is given by

Πf1(dx) =

∞
∑

n=1

∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !

bΓ(sk)

(Λ + a)sk
δn(dx). (4.12)

Proof. The Lévy measure for gamma subordinator is given by µZ(ds) = bs−1e−asds. Using
a result (see Sato (1999), Theorem 30.1, p. 197), the Lévy measure of Zf1(t) is obtained
as follows:

Πf1(dx) =

∫ ∞

0

∞
∑

n=1

p(n, s)δn(dx)µZ(ds)
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=

∞
∑

n=1

∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !
bδn(dx)

∫ ∞

0

ssk−1e−(Λ+a)sds,

where we have used (2.11). This gives the required result. �

Remark 4.8. On taking k = 1 in (4.12), we get

Πf1(dx)
∣

∣

∣

k=1
=

∞
∑

n=1

b

n

(

λ1
λ1 + a

)n

δn(dx),

which is the Lévy measure of negative binomial process (see Beghin and Vellaisamy (2018)).

Proposition 4.3. Let γ ≥ 1 and κ(x) := Γ′(x)/Γ(x) be the digamma function. Then, the
pmf pf1(n, t) = Pr{Zf1(t) = n}, n ≥ 0 solves the following equation:

Dγ
t pf1(n, t) = bDγ−1

t (log(a)− κ(bt)) pf1(n, t) + b

∫ ∞

0

p(n, x) log(x)Dγ−1
t g(x, t) dx,

where Dγ
t is the R-L fractional derivative defined in (2.2).

Proof. From (4.10), we have

pf1(n, t) =

∫ ∞

0

p(n, x)g(x, t) dx. (4.13)

The following result holds for the pdf of gamma subordinator (see Beghin and Vellaisamy
(2018), Lemma 2.2):

Dγ
t g(x, t) = bDγ−1

t (log(ax)− κ(bt)) g(x, t), x > 0,

g(x, 0) = 0.

Taking the R-L fractional derivative in (4.13) and using the above result, we get

Dγ
t pf1(n, t) =

∫ ∞

0

p(n, x)Dγ
t g(x, t) dx

= b

∫ ∞

0

p(n, x)Dγ−1
t (log(ax)− κ(bt)) g(x, t) dx

= bDγ−1
t log(a)

∫ ∞

0

p(n, x)g(x, t) dx+ b

∫ ∞

0

p(n, x) log(x)Dγ−1
t g(x, t) dx

− bDγ−1
t κ(bt)

∫ ∞

0

p(n, x)g(x, t) dx.

The proof follows on using (4.13). �

4.2.2. GCP time-changed by tempered stable subordinator. Let 0 < θ < 1 be the stability
index and η > 0 be the tempering parameter of a TSS {Dη,θ(t)}t≥0. Its associated Bernštein
function f2(s) is given by

f2(s) = (η + s)θ − ηθ, s > 0. (4.14)

On taking f2 as the Bernštein function in (4.2), we get the GCP time-changed by an
independent TSS as

Zf2(t) :=M(Dη,θ(t)), t ≥ 0. (4.15)
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On using (4.6), the distribution of its jumps is obtained in the following form:

Pr{Zf2(h) = n} =















1− h
(

(η + Λ)θ − ηθ
)

+ o(h), n = 0,

−h
∑

Ω(k,n)

(θ)sk(η + Λ)θ−sk

k
∏

j=1

(−λj)xj

xj !
+ o(h), n ≥ 1,

(4.16)

where (θ)sk = θ(θ − 1) · · · (θ − sk + 1).

Remark 4.9. On taking k = 1 in (4.16), we get the distribution of jumps of relativistic
Poisson process (see Orsingher and Toaldo (2015), Eq. (4.11)).

From (4.5), its pgf is given by

Gf2(u, t) = exp







−t





(

η +

k
∑

j=1

λj(1− uj)

)θ

− ηθ











.

Proposition 4.4. The Lévy measure of Zf2(t) is given by

Πf2(dx) =
θ

Γ(1− θ)

∞
∑

n=1

∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !

Γ(sk − θ)

(Λ + η)sk−θ
δn(dx).

The proof of Proposition 4.4 follows similar lines to that of Proposition 4.2 by using the
Lévy measure of TSS, that is, µDη,θ

(ds) = θs−θ−1e−ηsds/Γ(1− θ).

Proposition 4.5. The pmf pf2(n, t) = Pr{Zf2(t) = n} satisfies the following system of
differential equations:

(

ηθ − d

dt

)1/θ

pf2(n, t) = (η + Λ)pf2(n, t)−
min{n,k}
∑

j=1

λjpf2(n− j, t), n ≥ 0.

Proof. From (4.15), we have

pf2(n, t) =

∫ ∞

0

p(n, x)hη,θ(x, t) dx, (4.17)

where hη,θ(·, t) is the pdf of TSS.
Let δ0(x) denote the Dirac delta function. On using the fact that limx→0 hη,θ(x, t) =

limx→∞ hη,θ(x, t) = 0 and the following result (See Beghin (2015), Eq. (15)):

∂

∂x
hη,θ(x, t) = −ηhη,θ(x, t) +

(

ηθ − ∂

∂t

)1/θ

hη,θ(x, t),

with the initial conditions hη,θ(x, 0) = δ0(x) and hη,θ(0, t) = 0 in (4.17), we get
(

ηθ − d

dt

)1/θ

pf2(n, t) =

∫ ∞

0

p(n, x)

(

ηhη,θ(x, t) +
∂

∂x
hη,θ(x, t)

)

dx

= ηpf2(n, t)−
∫ ∞

0

hη,θ(x, t)
d

dx
p(n, x) dx

= ηpf2(n, t)−
∫ ∞

0



−Λp(n, x) +

min{n,k}
∑

j=1

λjp(n− j, x)



hη,θ(x, t) dx,

where we have used (1.1) with α = 1 in the last step. The proof follows on using (4.17). �
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If θ−1 = m ≥ 2 is an integer then the pmf pf2(n, t) solves

m
∑

i=1

(−1)i
(

m

i

)

η(1−i/m) d
i

dti
pf2(n, t) = Λpf2(n, t)−

min{n,k}
∑

j=1

λjpf2(n− j, t). (4.18)

Further, on putting k = 1 in (4.18), we get the system of differential equations that governs
the state probabilities of Poisson process time-changed by TSS (see Kumar et al. (2011),
Remark 4.1).

4.2.3. GCP time-changed by inverse Gaussian subordinator. Let {Y (t)}t≥0 be an IGS whose
pdf is given by (see Applebaum (2009), Eq. (1.27))

q(x, t) = (2π)−1/2δtx−3/2 exp

{

δγt− 1

2
(δ2t2x−1 + γ2x)

}

, x > 0,

where δ > 0 and γ > 0. Its associated Bernštein function is

f3(s) = δ
(

√

2s+ γ2 − γ
)

, s > 0. (4.19)

On taking f3 as the Bernštein function in (4.2), we get the GCP time-changed by an
independent IGS as

Zf3(t) :=M(Y (t)), t ≥ 0. (4.20)

On using (4.6), the distribution of its jumps is obtained in the following form:

Pr{Zf3(h) = n} =



















1− hδ
(

√

2Λ + γ2 − γ
)

+ o(h), n = 0

−δh
∑

Ω(k,n)

2sk
(

1

2

)

sk

(

2Λ + γ2
)

1

2
−sk

k
∏

j=1

(−λj)xj

xj !
+ o(h), n ≥ 1.

where
(

1
2

)

sk
denotes the falling factorial.

From (4.5), the pgf of Zf3(t) is given by

Gf3(u, t) = exp







−tδ





√

√

√

√2
k
∑

j=1

λj(1− uj) + γ2 − γ











.

Proposition 4.6. The Lévy measure of Zf3(t) is given by

Πf3(dx) =
δ√
2π

∞
∑

n=1

∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !

Γ(sk − 1/2)

(Λ + γ2/2)sk−1/2
δn(dx).

The proof of Proposition 4.6 follows similar lines to that of Proposition 4.2 by using the
Lévy measure of IGS, that is, µY (ds) = δe−γ2s/2ds/

√
2πs3.

Proposition 4.7. The pmf pf3(n, t) = Pr{Zf3(t) = n} satisfies the following system of
differential equations:

(

d2

dt2
− 2δγ

d

dt

)

pf3(n, t) = 2δ2



Λpf3(n, t)−
min{n,k}
∑

j=1

λjpf3(n− j, t)



 , n ≥ 0. (4.21)
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Proof. From (4.20), we have

pf3(n, t) =

∫ ∞

0

p(n, x)q(x, t) dx. (4.22)

On taking derivatives, we get

d

dt
pf3(n, t) =

∫ ∞

0

p(n, x)
∂

∂t
q(x, t) dx

and
d2

dt2
pf3(n, t) =

∫ ∞

0

p(n, x)
∂2

∂t2
q(x, t) dx.

On using the fact that limx→∞ q(x, t) = limx→0 q(x, t) = 0 and the following result for the
pdf of IGS (see Vellaisamy and Kumar (2018), Eq. (3.3)):

∂2

∂t2
q(x, t)− 2δγ

∂

∂t
q(x, t) = 2δ2

∂

∂x
q(x, t)

in (4.22), we get
(

d2

dt2
− 2δγ

d

dt

)

pf3(n, t) =

∫ ∞

0

p(n, x)

(

∂2

∂t2
− 2δγ

∂

∂t

)

q(x, t) dx

= 2δ2
∫ ∞

0

p(n, x)
∂

∂x
q(x, t) dx

= −2δ2
∫ ∞

0

q(x, t)
d

dx
p(n, x) dx

= −2δ2
∫ ∞

0

(

− Λp(n, x) +

min{n,k}
∑

j=1

λjp(n− j, x)

)

q(x, t) dx,

where we have used (1.1) with α = 1. The proof is complete on using (4.22). �

Remark 4.10. Taking λj = λ for all j = 1, 2, . . . , k in (4.21), we get the system of
differential equations that governs the state probabilities of a time-changed PPoK (see
Sengar et al. (2020), Theorem 5.1). For k = 1 in (4.21), we get the corresponding result
for the Poisson process time-changed by IGS (see Kumar et al. (2011), Proposition 2.1).

5. GFCP time-changed by inverse subordinator

Here, we consider another time-changed version of the GFCP by using the inverse sub-
ordinator. The first passage time of Lévy subordinator {Df(t)}t≥0 is called the inverse
subordinator. It is defined as

Hf(t) := inf{r ≥ 0 : Df (r) > t}, t ≥ 0.

Note that E
(

Hr
f (t)
)

<∞ for all r > 0 (see Aletti et al. (2018), Section 2.1).
We define a time-changed version of the GFCP by time-changing it with an independent

inverse subordinator as follows:

Z̄α
f (t) :=Mα(Hf(t)), t ≥ 0.

We call the process {Z̄α
f (t)}t≥0 as the time-changed generalized fractional counting process-

II (TCGFCP-II).
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For α = 1, the TCGFCP-II reduces to a time-changed version of the GCP, namely, the
time-changed generalized counting process-II (TCGCP-II), that is,

Z̄f (t) :=M(Hf (t)), t ≥ 0. (5.1)

The pmf p̄f(n, t) = Pr{Z̄f(t) = n} of TCGCP-II is given by

p̄f(n, t) =
∑

Ω(k,n)

k
∏

j=1

λ
xj

j

xj !
E
(

e−ΛHf (t)Hsk
f (t)

)

, n ≥ 0.

The proof of the above result follows similar lines to that of Theorem 4.1.
Let l1, l2 and d be as given in Section 4.1. The mean, variance and covariance of

TCGFCP-II are given by

(i) E
(

Z̄α
f (t)

)

= l1E
(

Hα
f (t)

)

,

(ii) Var
(

Z̄α
f (t)

)

= E
(

Hα
f (t)

) (

l2 − l21E
(

Hα
f (t)

))

+ 2dE
(

H2α
f (t)

)

,

(iii) Cov
(

Z̄α
f (s), Z̄α

f (t)
)

= l2E
(

Hα
f (s)

)

+ dE
(

H2α
f (s)

)

− l21E
(

Hα
f (s)

)

E
(

Hα
f (t)

)

+αl21E
(

H2α
f (t)B (α, α + 1;Hf(s)/Hf(t))

)

, 0 < s ≤ t.
The proof of (i)-(iii) follows similar lines to the corresponding results of TCGFCP-I (see

Section 4.1). Thus, the proofs are omitted.
Next we discuss two particular cases of the TCGCP-II.

5.1. GCP time-changed by the inverse TSS. The inverse TSS {Lη,θ(t)}t≥0 is defined
as the first passage time of TSS {Dη,θ(t)}t≥0, 0 < θ < 1, η > 0, that is,

Lη,θ(t) := inf{r ≥ 0 : Dη,θ(r) > t}, t ≥ 0.

In (5.1), if we choose the Bernštein function f2 which is given in (4.14) then we get the
GCP time-changed by an independent inverse TSS. Thus,

Z̄f2(t) :=M(Lη,θ(t)), t ≥ 0. (5.2)

Proposition 5.1. The pmf p̄f2(n, t) = Pr{Z̄f2(t) = n} solves the following system of
differential equations:

(

η +
d

dt

)θ

p̄f2(n, t) = ηθp̄f2(n, t)− t−θE1−θ
1,1−θ(−ηt)p(n, 0) + p(n, x)lη,θ(x, t)

∣

∣

x=0

− Λp̄f2(n, t) +

min{n,k}
∑

j=1

λj p̄f2(n− j, t), n ≥ 0.

Proof. From (5.2), we have

p̄f2(n, t) =

∫ ∞

0

p(n, x)lη,θ(x, t) dx, (5.3)

where lη,θ(·, t) is the pdf of Lη,θ(t).
The following result holds (See Kumar et al. (2019), Eq. (25)):

∂

∂x
lη,θ(x, t) = −

(

η +
∂

∂t

)θ

lη,θ(x, t) + ηθlη,θ(x, t)− t−θE1−θ
1,1−θ(−ηt)δ0(x), (5.4)
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where δ0(x) = lη,θ(x, 0). From (5.3) and (5.4), we get
(

η +
d

dt

)θ

p̄f2(n, t) =

∫ ∞

0

p(n, x)

(

ηθlη,θ(x, t)− t−θE1−θ
1,1−θ(−ηt)δ0(x)−

∂

∂x
lη,θ(x, t)

)

dx

= ηθp̄f2(n, t)− t−θE1−θ
1,1−θ(−ηt)

∫ ∞

0

p(n, x)δ0(x) dx

+ p(n, x)lη,θ(x, t)
∣

∣

x=0
+

∫ ∞

0

lη,θ(x, t)
d

dx
p(n, x) dx

= ηθp̄f2(n, t)− t−θE1−θ
1,1−θ(−ηt)p(n, 0) + p(n, x)lη,θ(x, t)

∣

∣

x=0

+

∫ ∞

0



−Λp(n, x) +

min{n,k}
∑

j=1

λjp(n− j, x)



 lη,θ(x, t) dx,

where we have used limx→∞ lη,θ(x, t) = 0 (see Alrawashdeh et al. (2017), Lemma 4.6). On
using (5.3), we get the required result. �

5.2. GCP time-changed by the first passage time of IGS. The first passage time
{H(t)}t≥0 of the IGS {Y (t)}t≥0 is defined as

H(t) := inf{r ≥ 0 : Y (r) > t}, t ≥ 0.

The function f3 given in (4.19) is the associated Bernštein function for an IGS. In (5.1), if
we choose the Bernštein function f3 then we get the GCP time-changed by an independent
{H(t)}t≥0, that is,

Z̄f3(t) :=M(H(t)), t ≥ 0. (5.5)

Proposition 5.2. The pmf p̄f3(n, t) = Pr{Z̄f3(t) = n}, n ≥ 0 solves the following system
of differential equations:

δ

(

γ2 + 2
d

dt

)1/2

p̄f3(n, t) = (δγ − Λ) p̄f3(n, t)+

min{n,k}
∑

j=1

λj p̄f3(n−j, t)−δγErf
(

γ
√

t/2
)

p(n, 0),

where Erf(·) is the error function.

Proof. Let h(·, t) be the pdf of H(t). From (5.5), we have

p̄f3(n, t) =

∫ ∞

0

p(n, x)h(x, t) dx. (5.6)

On using the following result in (5.6) (see Wylomańska et al. (2016), Eq. (2.22)):

∂

∂x
h(x, t) = −δ

(

γ2 + 2
∂

∂t

)1/2

h(x, t) + δγh(x, t)− δ
√

2/πte−γ2t/2δ0(x),

where the initial condition is h(x, 0) = δ0(x), we get

δ

(

γ2 + 2
d

dt

)1/2

p̄f3(n, t) =

∫ ∞

0

p(n, x)

(

δγh(x, t)− δ
√

2/πte−γ2t/2δ0(x)−
∂

∂x
h(x, t)

)

dx

= δγp̄f3(n, t)− δ
√

2/πte−γ2t/2p(n, 0)

+ p(n, 0)h(0, t) +

∫ ∞

0

h(x, t)
d

dx
p(n, x)dx

= δγp̄f3(n, t)− δ
√

2/πte−γ2t/2p(n, 0) + p(n, 0)h(0, t)
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+

∫ ∞

0



−Λp(n, x) +

min{n,k}
∑

j=1

λjp(n− j, x)



 h(x, t)dx

= δγp̄f3(n, t)− δ
√

2/πte−γ2t/2p(n, 0) + p(n, 0)h(0, t)

− Λp̄f3(n, t) +

min{n,k}
∑

j=1

λj p̄f3(n− j, t),

where we have used (5.6). The proof follows on using the following result (see Vellaisamy
and Kumar (2018), Proposition 2.2):

lim
x→0

h(x, t) = h(0, t) = δe−γ2t/2
(

√

2/πt− γeγ
2t/2Erf

(

γ
√

t/2
))

.

�

6. Concluding remarks

In this paper, we introduce and study the GSP and a fractional version of it, namely, the
GFSP. The GSP and GFSP are Skellam type variants of the GCP and GFCP, respectively.
Some distributional properties such as the pmf, pgf, mean, variance and covariance are
derived for these processes. It is shown that the GSP and GFSP exhibits the LRD property.
We obtain the systems of differential equations that govern their state probabilities. Two
time-changed versions of the GFCP, namely, TCGFCP-I and TCGFCP-II are considered
by time-changing it by an independent Lévy subordinator and its inverse. We obtain a
version of the law of iterated logarithm for the TCGFCP-I. Some particular cases of these
time-changed processes are considered by choosing specific Lévy subordinators such as the
gamma subordinator, the TSS, the IGS and their inverse. For these particular cases, we
obtain the governing system of differential equations for their state probabilities. It is
known that the GCP has application in risk theory (see Kataria and Khandakar (2021c)).
We expect the TCGCP-I to have potential application in risk theory as it exhibit the LRD
property.

References

[1] Aletti, G., Leonenko, N. and Merzbach, E. (2018). Fractional Poisson fields and martingales. J. Stat.
Phys. 170(4), 700-730.

[2] Alrawashdeh, M. S., Kelly, J. F., Meerschaert, M. M. and Scheffler, H. -P. (2017). Applications of
inverse tempered stable subordinators. Comput. Math. Appl. 73(6), 892-905.
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