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ABSTRACT Artificial intelligence shows promise for solvingmany practical societal problems in areas such

as healthcare and transportation. However, the current mechanisms for AI model diffusion such as Github

code repositories, academic project webpages, and commercial AI marketplaces have some limitations; for

example, a lack of monetization methods, model traceability, and model auditabilty. In this work, we sketch

guidelines for a new AI diffusion method based on a decentralized online marketplace. We consider the

technical, economic, and regulatory aspects of such a marketplace including a discussion of solutions for

problems in these areas. Finally, we include a comparative analysis of several current AI marketplaces that

are already available or in development. We find that most of these marketplaces are centralized commercial

marketplaces with relatively few models.

INDEX TERMS AI marketplace, privacy, AI regulation, AI ethics, AI trade.

I. INTRODUCTION

Artificial intelligence (AI) is predicted to have a major

societal impact over the coming decades. Specifically, when

widely diffused, AI models have the potential to solve many

ubiquitous problems in domains ranging from healthcare to

transportation. For example, neural network-based models

have shown human and super-human level performance in

many health-related diagnostic tasks such as breast cancer

detection [1].

However, to achieve widespread diffusion of AI models

and thus capture these benefits, an efficient diffusion mech-

anism is required. Unfortunately, many popular diffusion

mechanisms such as collections of Github repositories,

academic research project pages, and existing commercial AI

marketplaces have major limitations [2]. Github repositories

and academic research projects generally do not have

straightforward monetization methods [3] and installing,

configuring, applying, and supporting models from these

sources can be cumbersome, as such concerns are usually

not paramount to academic researchers [4]. While existing
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commercial AI marketplaces (refer to Table 2) are often

centralized and controlled by a single company that may

have different motives from the majority of the marketplace

users thus allowing for conflict and a single point of failure.

Additionally, the models available on commercial AI market-

placesmay lag behind the state-of-the-art models available on

Github or project pages [2]. Finally, the datasets for training

such AI models often cannot be provided for privacy or other

reasons, thus the traceability of models from these sources

is lacking. Traits such as these will be important given new

AI regulations currently in development by, for example,

the European Union (discussed in the section on regulation).

Given the limitations of existing mechanisms, in this

paper, we aim to sketch guidelines for a new AI diffusion

mechanism based on a decentralized online marketplace

and hereafter known as AI marketplace. We consider the

technical, economic, and regulatory aspects of creating such

a marketplace in order to reach the goal of broad yet ethical

AI diffusion (as shown in Figure 1). The AI marketplace

we propose would bring together various actors, including

AI developers, AI customers, AI auditors, data owners

(individual entities or companies of different sizes), and even

governmental entities, towards this common goal.
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TABLE 1. Key roles in AI marketplace.

FIGURE 1. Aspects of AI marketplace.

II. WHAT IS THE AI MARKETPLACE?

The AI marketplace is an online marketplace that facilitates

the buying and selling of AI models among different

actors, such as AI developers (e.g., software engineers from

toptal.com), AI customers (e.g., small companies that do

not have AI development capabilities or larger companies

that want to subcontract). We expect 4 major roles in AI

Marketplace, as listed in Table 1. In our vision, the AI

marketplace should facilitate several high-level operations:

1) an AI developer should be able to sell their existing

pre-trained AI models in the marketplace, 2) an AI customer

should be able to request a custom AI model that suits

their specific needs, and the marketplace should be able to

match the customer with developers who can build such

a model. 3) the marketplace should facilitate data sharing

(selling and buying) between data owners and AI developers

when necessary, e.g., when the AI customer can themselves

not provide enough training data to the developer, 4) the

marketplace should allow independent expert assessment of

AI models by AI auditors for the benefit of AI customers and

potentially government regulators, and 5) the marketplace

should respect guidelines, or regulation, such as antitrust

law (details in Section VI). The flows of these operators

are illustrated in Figure 2. Additionally, the marketplace

should be flexible in terms of imposing constraints, such as

each entity can have at most one primary role, and multiple

secondary roles in order to avoid conflict of interests, such

as developer should not also act as auditor for the given

transaction (more details in Section IV-E).

In a high-level sense, an AI marketplace is similar to other

online marketplaces like eBay in terms of business operations

and dynamics, i.e, two-sided network effects [5]. However,

at the same time, such a marketplace differs from those

markets because of the nature of the products in question,

i.e., AI Models. Specifically, an AI marketplace is different

from a conventional online marketplace in the following

ways:

• Developing AI models often requires the sharing of data

from the customer side, and such data may be propri-

etary and or sensitive. Therefore, an AImarketplace may

have a mechanism that ensures that developers use that

data only for training purposes.
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FIGURE 2. Flow diagram of AI marketplace.

• An AI marketplace needs a mechanism that can

determine the quality of a final delivered AI model.

Conventionally, accuracy has been the primary metric.

However, alternative metrics that capture reliability,

robustness, and fairness are also now considered

important.

• Like in any conventional software system, AI systems

also require maintenance over time for various reasons,

e.g. to make AI systems compatible with new privacy

regulations [6]. In the standard software industry,

the company which originally developed the software

is usually responsible for providing support. However,

in an AI marketplace, specific AI developers may not

be available in the future. So, an AI marketplace needs

standard guidelines that AI developers should follow

while developing models for marketplace customers.

Thusmaintenance by other AI developers ismuch easier.
An AI marketplace could also be considered similar to a

mobile app store like Google Playstore and Apple App Store.

These stores host many AI-enabled applications, however,

they still differ from an AI marketplace in some significant

ways:

• Unlike in an app store, an AI marketplace would allow

customers to request new products on the fly. An AI

marketplace can then quickly match AI customers with

AI developers with relevant expertise.

• Some AI models are proprietary. So, unlike in

an app store, they can not be shared online with

a wider audience, as this would further facili-

tate adversarial attacks and risk leaking intellectual

property.
Finally, an AI marketplace is also similar to an online

data marketplace. For example, in both marketplaces,

the products sold could leak private data. Specifically,

attacks against AI models like model inversion [7], [8] and

membership inference [9], [10] can extract information about

entities whose data was used in training. However, data

marketplaces can still be considered closer to conventional

online marketplaces, rather than AI marketplaces, since the

transferring of data can be considered analogous to the

transferring of physical products (assuming that privacy

regulations have been followed) as after the transfer (or

successful trade) little maintenance is needed, unlike for AI

models.
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III. DRIVING FORCES BEHIND AI MARKETPLACE

An AI Marketplace aims to respond to several issues within

the current AI community. Specifically, in order for AI to

diffuse and achieve widespread adoption, it is necessary to

address the following concerns:

A. LACK OF INTEROPERABILITY STANDARDS

Currently, there are multiple frameworks for developing

diverse AI models. Different developers use different frame-

works (TensorFlow, PyTorch, Caffe2), different languages

(Python, Java, C/C++), and target different environments

(powerful Linux server, smartphone, minimalist IoT device)

depending on the intended usage. Each of these elements

comes with challenges. A small AI company may want to

pipeline a server-based PyTorch AI model with an exter-

nally developed smartphone-based TensorFlow AI model.

However, the current lack of interoperability standards

dramatically limits such opportunities, and adapting existing

models is a tedious task (potentially including redeveloping

an application-specific AI model) [11], [12].

B. LACK OF INFRASTRUCTURE FOR AI DATA

COOPERATION

Many state-of-the-art AI models, especially those based on

deep learning, require very large datasets. Unfortunately,

the creation, management, and sharing of very large datasets

are often difficult for many AI developers and AI customers

(due to resource or capability limitations). As a result,

AI development with large data is dominated by researchers

in large organizations that have significant capabilities and

resources [13].

C. RISE OF DATA PROTECTION REGULATIONS

Collecting user’s data is increasingly difficult due to privacy

regulations around the world, such as the European Gen-

eral Data Protection Regulation (GDPR) or the California

Consumer Privacy Act. These regulations put the burden

of protecting the user’s privacy on the shoulders of data

collectors. Users may give consent to collect their personal

data at a given point in time, but they can also withdraw

their consent later. The data collector is then often required to

erase the collected data. Furthermore, fulfilling these requests

requires both technical expertise and regulatory expertise.

Most AI developers do not possess both of these skills [14].

D. LARGE COST OF AI DEVELOPMENT AND OPERATION

According to a survey of 260 large global organizations,

the lack of IT infrastructure (noted by 40% of respondents)

and the lack of AI talent (noted by the 34% of respondents)

are the two most significant barriers to AI realization [15].

The current lack of qualified AI professionals makes it

expensive to hire an AI team. A fully-fledged AI team not

only consists of AI developers, but also domain experts,

data engineers, product designers, AI sociologists, and IT

lawyers. Most small businesses can not afford to hire

such an expensive team [16]. Additionally, as mentioned,

the infrastructure to collect and store the massive amounts of

data required for model development, training, and operation

is also costly.

An AI marketplace is a potential solution for overcoming

many of these barriers. An AI marketplace can make AI

models and datasets accessible to customers and developers,

and give developers a way to monetize their models.

IV. TECHNICAL ASPECTS OF AI MARKETPLACE

In a basic AI marketplace setting, an AI customer may arrive

with a training dataset, and another smaller dataset referred

to as a ‘‘validation’’ dataset, and want to build a prediction

model that performs well on this validation dataset. The AI

marketplace can match the customer with AI developers with

the skills needed to build a model. If the model developed

by the AI developer based on the training dataset (provided

by the customer) shows high accuracy (or other metric(s)),

with thresholds set by the customer, on the validation dataset,

then customer and developer can move forward with the

transaction.

However, the potential AI model (e.g., a deep neural

network like ResNet or Inception [17]) may require a large

amount of training data which the customer may not have.

Furthermore, the original training dataset provided by the

customer may itself be from multiple private sources (e.g.,

mobile crowdsensing) and may follow some multimodal

distribution. The AI marketplace should also be able to

help the customer by allowing the aggregation of multiple

alternative datasets from other data owners in the marketplace

while also ensuring the aggregate dataset follows a similar

distribution (e.g., using a transfer learning approach [18]) as

the validation dataset. This is important since AI learning

algorithms suffer from major model quality loss (or even

divergence) when trained on non-IID data [19]. In the

process, the marketplace should also enable the monetization

of data in a trusted, fair manner while preserving data

ownership and privacy as much as possible [20].

Let us consider the following scenario in the healthcare

domain. The consumer is a newly established cancer

treatment hospital, and the data sources are already estab-

lished cancer treatment hospitals from different geographical

locations across the globe.1 The goal of the new hospital is

to construct an ML model that can predict the early onset

of a given form of cancer. The model must perform well

given the demography of its patients, and therefore it is

crucial to collect data similar to the small validation set that

is representative of the demography. However, individual data

sources have widely different demographics data due to their

locations. The goal of an AI Marketplace in such a setting

is to enable the collection of a dataset sampled from these

sources that match the demography of the new hospital and

1Recently, the European Commission adopted a recommendation on a
European electronic health record exchange format. The recommendation
supports the digital transformation of health and the flow of health data
between hospitals within the EU [21].
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in the process, to give fair compensation to the different data

sources. In other settings, the data owner or consumer may

not have sufficient AI expertise or skills. The marketplace

should be able to connect the consumer to AI experts (or

developers), and at the same time, should provide a platform

for AI experts to assess the performance of their models on

the consumer’s validation dataset without direct access to the

dataset (by the AI experts). Importantly, the first version of

any AI model may not achieve the target accuracy on the

validation dataset. Therefore the developer should be able to

assess the performance of model revisions on the validation

dataset up to a relatively small fixed number of tests. The total

number of validation tests should be small and fixed to avoid

developers fitting to the validation dataset rather than actually

improving model generalizability.

A model/data exchange mechanism in an AI marketplace

should have the following properties:

• All individual data owners should be allowed to modify

their data by adding differential privacy noise (a state-of-

the-art method used in data publishing to avoid leaking

overly sensitive information [22]) in order to maintain

their data privacy. Additionally, all data transferred

(from the various data owners to the AI developer)

should ideally be entirely anonymized, deidentified, and

encrypted.

• Transfer learning should be facilitated in the sense

that the aggregating entity acquires a summary training

dataset that is statistically related to the consumer

validation dataset with respect to the requested metrics.

• The AI developer can only learn the pairwise Euclidean

distances between the points in the training dataset.

• Consumers having sufficient AI skills, but no or little

training data should be able to leverage federated

learning on themarketplace to facilitate learning without

transferring the actual training data from the owners.

However, to facilitate quick convergence, the market-

place should locate data that are nearly identical and

independently distributed.

• All entities, i.e., AI developers or data owners, should be

fairly compensated for their contribution. Unlike normal

goods in online marketplaces like eBay, deciding the fair

compensation (or data/model price) is non-trivial in an

AI marketplace.

• No collaborating entities such as the data owner

(that may also perform model training for federated

learning), should be able to cheat in the model building

process. In other words, the marketplace should provide

robustness against entities who commit malicious or

low-quality contributions. Thus the marketplace should

incorporate a verification mechanism that will assess the

quality of the contribution, and hence will determine

compensation accordingly.

In addition to the properties mentioned above, the AI

marketplace should also incorporate other relevant properties

from conventional marketplaces, e.g., ensuring liquidity in

themarket [23], providing a framework for conflict resolution

between consumer and seller [24]. In the remainder of

this section, we discuss potential solutions to address these

properties.

A. MAINTAINING DATA PRIVACY IN AI MARKETPLACE

In an AI marketplace context, several major strategies can

ensure data privacy for the involved actors.

Federated learning/Peer-to-Peer (P2P) learning as

learning paradigms: Under the federated learning frame-

work [25], [26] or the P2P learning framework [27], [28],

raw data never leaves the data owners’ devices, and thus

data privacy is better protected. However, such paradigms add

computational overload in the form of local training on the

data owner’s devices. Additionally, current federated learning

frameworks primarily support neural network-based models

but federated versions of otherMLmodels (with performance

comparable to non-federated versions) are also becoming

available, for example, federated random forest [29] and

federated SMV [30]. Thus allowing the use of a broad range

of ML models.

Using contextual integrity as a design principle for

data sharing: The idea of privacy trading is also gaining

popularity [31], [32]. Many users who are less privacy-

sensitive may be willing to sell their privacy. However,

even such users should know the future use of their raw

data before selling it. The principle of contextual integrity

allows enforcing data privacy by providing a framework for

evaluating the flow of personal information between different

recipients and explaining why certain patterns of information

flow are acceptable in one context but problematic in

another [33], [34]. The contextual integrity framework allows

users to maintain control of their data even after trading it.

Zero Knowledge as a design principle: According to

GDPR, data must not be stored longer than is necessary.

The requirement can be met through auto-deletion, i.e., by

assigning an expiration date to data gathered from data

owners. An AI marketplace can help execute this principle

when it manages training data from data owners by making

such expiration dates mandatory.

B. MANAGING TRAINING DATASET

Highly performant AI models tend to require a lot of training

data. For example, modern deep learning models often

have millions of parameters, such as 23 million parameters

for ResNet-50 and 5 million parameters for Inception,

and require a massive number of samples to train to the

state of the art levels [35]. This requirement begets an

important question: how can individual developers in the AI

marketplace (with limited access to data) compete with giants

in this space (e.g., Google) to provide high performance and

robust AI solutions? There are several relevant responses.

Firstly, the AI marketplace and large AI development

companies have somewhat orthogonal value propositions.

Specifically, companies like Google do not provide highly

customized services, rather they leverage their massive

datasets to provide ready-made standardAPIs (like the google

VOLUME 9, 2021 13765



A. Kumar et al.: Sketching an AI Marketplace: Tech, Economic, and Regulatory Aspects

translate API) or they provide cloud ML platforms for

customers to build their own models. However, these cloud

ML platforms assume a level of data science knowledge that

the customer may not have. So, the AI marketplace and these

giants can co-exist, since they are not directly competing

against each other.

Secondly, the AI marketplace can provide a mechanism,

as in Figure 2, which can retrieve either training data or

training updates (i.e., Federated Learning) from other data

owners on the platform who are willing to contribute (by

selling or through the exchange). Towards this goal, recent

research on mechanism design theory, for example, has

proposed novel valuation mechanisms for selling private

data through a real-time auction in marketplaces [36], [37].

Furthermore, the requirement for massive training data can

also be reduced through transfer learning. Transfer learning

techniques, such as model distillation, allow AI models

trained on a dataset from a different yet related domain to

be used in training an AI model in the original domain.

Specifically, the related pre-trained models can act as starting

points for training, thus reducing the amount of training data

required.

C. PRICE DETERMINATION IN AI MARKETPLACE

Ensuring that the marketplace is transparent in assigning

value based on the quality of the data or model relative to the

target is extremely important. Unlike in conventional online

marketplaces, deciding the right price of data or an AI model

is non-trivial. In conventional online marketplaces, the price

in the offline market can serve as a reference. Also, in a

corporate setting, experts can estimate the resources required

for a project and hence negotiate the price of AI models

with potential buyers. However, in an online AI marketplace,

an individual AI developer may not possess the skills to

determine the right price for their model.

To ensure fairness when deriving the price, themarketplace

should provide a bidding mechanism [38]. This bidding

mechanism should ideally 1) be a dominant strategy and

incentives-compatible. The dominant strategy of each entity

is to bid the amount equal to their private valuation. Bidding

this true valuation always leads to a non-zero utility for any

entities, 2) maximize the social surplus when all entities

report their valuations truthfully, and 3) be implementable

in polynomial (preferably linear) time in order to enable

scalability. Any mechanism satisfying these three conditions

can be said to have employed Vickrey auction [39].

Another approach could be to organize contests among AI

developers for some pre-defined reward. However, contests

and their corresponding reward incentives should be designed

based on accurate models of AI developers’ strategic

behavior to elicit the desired outcomes [40]. Depending on

the strategic behavior of the AI developers, different kinds

of contests can be organized, e.g., contests that reward a

fixed number of AI developers, contests that take the form

of a tournament, or contests that award everything to the

winner [41], [42].

D. ROBUSTNESS AGAINST MALICIOUS ENTITIES

IN AI MARKETPLACE

A Federated learning or P2P learning framework enhances

data privacy. However, such a framework also introduces

a number of vulnerabilities. Some entities may want to

free-ride by trying to capture benefits (or payments) without

making honest contributions, e.g., sending random training

updates to the server instead of updates calculated on

real data after local training [43]. In other scenarios,

other competitors/adversaries may try to introduce model

poisoning in order to harm said, competitors. An AI

marketplace should have a verification mechanism to assess

whether the given data or training updates are coming

from free-riders [44], malicious entities [45], or honest

users. Unfortunately, as research into such mechanisms is

underdeveloped, no defense model exists which can prevent

such kinds of adversarial attacks [45] on AI models with

very high probability. Therefore, during the development

phase, the AI marketplace could instead discourage potential

malicious behavior from entities involved, e.g., data owner

and AI developer, through legal agreements.

Similarly, AI models hosted in the AI marketplace are also

subject to model extracting attacks, i.e. malicious users may

be able to extract the model without sacrificing significant

prediction accuracy which can lead to the loss of valuable

intellectual property [46]. This problem can be mitigated by

utilizing recent advances in watermarking techniques during

the developmental phase [47]. AI marketplace can provide

the option of watermarking techniques in its interoperability

framework which the developers would be using, or recom-

mend developers to utilize such techniques before uploading

their models in the marketplace.

E. AUDITABILITY IN AI MARKETPLACE

The entire operations of an AI marketplace, i.e., matching

of AI customers with AI developers, data acquisition from

other data owners, auditing of AI models, and payment

to/from each actor for their services should be transparent

and immutable in order to ensure trust and fairness. On a

general trust level, there exist two types of marketplaces:

1) centralized marketplaces, where a trusted entity ensures

smooth operations and maintains an immutable log of all

operations on the platform, and 2) decentralized market-

places, with no single trusted entity. Instead, all operations

are stored on an immutable public distributed ledger (or a

public Blockchain). Both marketplace types have pros and

cons. In a centralizedmarketplace, since the central managing

entity typically earns revenue by charging a small transaction

fee for each successful transaction, the entity is motivated to

maintain smooth operations on the marketplace by verifying

the identity of all parties, improving matching mechanisms,

supporting buyer-seller conflict resolution, and ensuring

liquidity in the market. In a decentralized AI marketplace,

many of these goals can be achieved with help of smart

contracts. For example, the marketplace can utilize a smart
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TABLE 2. Existing AI marketplace frameworks and implementations.

contract to enforce policies market-wide, i.e., every new

transaction must follow the policies in this smart contract.

The management of these smart contracts, e.g., making

changes to comply with new government regulations, could

be achieved in several ways. An independent NGO could

have the management power, similar to several existing

or proposed decentralized AI marketplaces from Table 2,

or consensus (e.g., voting) mechanisms involving market-

place peers could also play a role. Even governments could

have a formalized role in such management since they

will undoubtedly have a role through AI and marketplace

regulation in any case.

Audibility may also be required before finalization for

individual transactions to ensure that the AI model is

performing as expected and without vulnerabilities or sys-

tematic biases. For auditing individual transactions, the AI

marketplace should be able to recommend third-party AI

auditors (in Figure 2) with expertise in creating similar

models. The role and regulations surrounding such auditors

could resemble those for financial auditors in the USA,

as defined by the Sarbanes-Oxley Act (which provides

rules on auditing for public companies [48]). An example

regulation from Sarbanes-Oxley is that auditors cannot also

be paid consultants for the audited companies, thus helping

avoid conflicts of interest. The payment and selection of such

certified auditors could be a point of negotiation.

Additionally, for both auditability and regulatory reasons,

some AI marketplace models should contain model explain-

ability techniques so that auditors, customers, and regulators

can see the decision making processes of the models. For

example, input attribution techniques allow the decision to

be explained as a function of the input data [49]–[51].

In the case of AI image models, for instance, the model can

highlight which parts of the input image were influential in

the decision.

F. DOMAIN KNOWLEDGE-BASED MATCHING

AND TRANSFER

Many customer companies work in areas, such as healthcare

or finance, where specific domain knowledge is very

important in creating robust and performant AI models.

Therefore, the AI marketplace matching mechanism should

also consider the domain knowledge need of customers and

the domain knowledge of AI developers. This can be accom-

plished by having AI developers specify a few areas where

they have significant domain knowledge and customers also

specifying their domain knowledge needs. Although the

self-selection of domain areas means that customers may be

suspicious of domain knowledge claims of AI developers,

limiting the self-selection to only a few fixed-number of

pre-defined areas without the option to frequently change
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should provide more confidence (according to warranting

theory [52]).

Additionally, the collaboration between the customer and

developer (wherein important domain knowledge is trans-

ferred) can be guided by a standard or domain-specific smart

contract (and non-disclosure agreement) signed through the

marketplace. This provides more confidence for customers

in sharing proprietary or sensitive domain knowledge with

developers.

V. ECONOMIC ASPECTS OF AI MARKETPLACE

Online marketplaces represent an interesting business model

in that they facilitate transactions between suppliers and

customers often without taking ownership or physical pos-

session of products or services; thus they have very low-cost

structures and very high gross margins (e.g., 70% for eBay,

60% for Etsy). Additionally, network effects make them

highly defensible. For example, Alibaba, Craigslist, eBay,

and Rakuten are more than 15 years old but still dominate

their sectors. In the past ten years, the number of online

marketplaces worth more than $1 billion has gone from two

(Craigslist and eBay) to more than a dozen in the United

States (Airbnb, Etsy, Groupon, GrubHub Seamless, Lending

Club, Lyft, Prosper, Thumbtack, Uber, and Upwork). This

number is expected to double by the end of 2020 [53].

In order to build a successful AI marketplace, a critical

number of customers and suppliers of AI models are needed,

just like in any other online marketplace. As previously

mentioned, potential suppliers for such a marketplace could

be individual AI developers or small companies, whereas

potential customers could be companies that can not afford

their own team of AI experts.

A. (ECONOMIC) NETWORK EFFECTS

A network effect is a phenomenon whereby the value

of a platform or service (to an individual participant) is

proportional to the number of participants. This phenomenon

is often the single-most-important factor behind the success

or failure of any online platform. Platforms like eBay and

Facebook continue to dominate their respective markets

partly because they exploit these network effects very well,

whereas platforms like Google Plus did not take off partly due

to being on the wrong end of such network effects [54], [55].

Network effects can thus be a crucial element for the success

or failure of an AI marketplace.

Additionally, the current AI ecosystem favors major

players like Google and Facebook as they also exploit

so-called data network effects very well [5]. Specifically,

AI-based products or services from these companies become

more performant as they train on more data from more

users [56], [57]. In turn, more performant products and

services attract more new users, thus creating a feedback loop.

With the adoption of two-tier model training architecture

like federated learning [26] (with the first tier being a general

global model and the second tier being a personalized local

model), challenging the dominance of these companies will

be even more difficult. Specifically, this architecture allows

these large companies to provide personalized model training

to AI customers. The companies provide a pre-trained general

model (trained on datasets either owned by the company or

procured by the company), and the AI customer personalizes

the model by training on their local dataset. This training

paradigm works well even with smaller amounts of customer

training data.

So, if an AI marketplace wishes to challenge the

dominance of these companies, the marketplace needs to

support interoperability between datasets and models so

that developers can efficiently aggregate enough smaller

training datasets, federated training users, or even models

(into an ensemble) to compete or at least reach a minimum

performance threshold.

B. DISINTERMEDIATION

Conventional online marketplaces fear that once they facil-

itate a successful transaction, the buyer and the seller

will agree to conduct their subsequent interactions outside

the marketplace [58], a tactic known as disintermediation.

However, such a risk could be minimized for an AI market-

place. Specifically, the AI marketplace could offer customers

additional added-value services such the AI auditing and

traceability services. Additionally, given the assumption of

small size but large numbers of AI customers and developers,

even a moderate amount of disintermediation might not

majorly impact the AI marketplace.

C. INFORMATION ASYMMETRY

In terms of matching AI customers with AI developers,

an AI marketplace is an online freelance marketplace

that matches buyers of electronically deliverable services

with freelancers. Just like in any freelancing marketplace,

AI customers may also face the issue of ‘‘information

asymmetry’’, i.e., they may face uncertainty over the quality

of individual AI developers. A solution to this dilemma is a

trust or reputation mechanism to help facilitate transactions

between strangers [59], [60]. Unlike in a conventional

online marketplace where transactions mostly involve prod-

ucts/services and monetary payments, transactions in an AI

marketplace may also involve training datasets, which may

themselves have economic value; therefore mechanisms of an

AI marketplace should ensure an even greater degree of trust.

Luca et al. [61] found that in an online freelance marketplace,

customers are forward-looking and that they place significant

weight on a seller’s reputation. Though, not controlling for

buyers’ inter-temporal trade-offs and dynamic selection can

considerably bias such reputations. Thus, an AI marketplace

should not rely entirely on a reputation mechanism built

on reviews from buyers and sellers to tackle the issue

of information asymmetry [62]. Instead, the marketplace

should play an active role in ensuring fairness in these

reputation mechanisms. A potential solution could be to

base the reputation mechanism partly on the aforementioned
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independent AI auditing mechanism that would be a part of

many transactions.

VI. REGULATORY ASPECTS OF AI MARKETPLACE

The regulation of AI marketplaces, as well as the regulation

of AI in general, is still a significant unknown with major

countries only beginning to grapple with the difficult task.

The regulation of any AI marketplace as such would

combine the regulatory frameworks from several different

domains: regulation of the often sensitive training/testing

data, regulation of the application of the AI model (often in

sensitive domains), and regulation of online marketplaces.

A. MARKET AND DATA REGULATION

The regulation of online marketplaces and sensitive data

have historical precedents (e.g., Sherman Act and Health

Insurance Portability and Accountability Act (HIPAA) in

the USA) due to the analogues of offline marketplaces and

physical data. These regulations are thus being overhauled

(e.g., GDPR in Europe) to better deal with the issues brought

by the internet and AI eras. Therefore, an AI marketplace

must comply with these new regulations. As discussed,

the fundamental architecture of an AI marketplace can help

ensure compliance through data privacy mechanisms such as

differential privacy and federated learning and prevention of

marketplace monopoly through open interoperability stan-

dards (no lock-in and low switching costs). Unfortunately,

even current regulations like GDPR are vague in many cases,

thus creating uncertainty and cautiousness in companies that

may deter participation in an AI market. These uncertainties

are compounded by the differing approaches to such regula-

tions in varying markets [63]. We discuss this topic further in

the Section on regulatory aspects of the AI marketplace.

B. AI REGULATION

In terms of AI itself, the regulation is currently very sparse

but developing. For example, the EU recently released

a draft paper outlining its vision for AI regulation in

high-risk areas (e.g., transportation or health care) [64], [65],

as well as ethical guidelines for building trustworthy

AI systems [66], [67]. The draft includes an overarching

framework that would cover the training data (including

data traceability and coverage to ensure fairness), model

explainability (to understand why certain decisions are

taken), and liability (in case of harm).

Similar to the data-centric regulations, an AI marketplace

can ensure that at least some subset of the marketplace (e.g.,

a high-risk area section) enforces or checks that the AI

follows these regulations. For example, data traceability can

be ensured (at least up to the point of individual marketplace

actors) through the use of the public ledger to track the

actors providing the data [68]. Similarly, adequate training

data coverage (to prevent discrimination or bias by AI [69])

can be ensured through the use of diverse third party (e.g.,

even government or conformity bodies) validation datasets

enforced in a smart contract.2 The EU already discusses in the

draft paper the potential for ‘‘support structures’’ and ‘‘online

tools [that] could facilitate compliance’’ to help especially

small and medium-size businesses [64]. The marketplace

could also periodically re-verify compliance asmodels evolve

as such regulations apply both ex-ante and ex-post.

Finally, novel unlearning AI mechanisms could help in

removing users’ data already embedded within a trained AI

model without completely retaining the model (which can be

costly) [70]–[72]. Such mechanisms would help with GDPR

compliance when users withdraw their consent to use their

data. Such withdrawal requests could be formally tracked (as

transactions) through the AI marketplace, however, the actual

unlearning would be the responsibility of the AI developer or

maintainer, though possibly validated by the aforementioned

AI auditors. Similarly, data privacy in the visual domain

could be ensured by incorporating novel privacy-respecting

mechanism in vision-based applications [73].

Interestingly, in the US, for example, the healthcare

domain does have some regulations for AI/ML models partly

derived from existing regulations on healthcare software.

In fact, many of the models available on existing commercial

AI marketplaces are healthcare based (refer to Table 2). As an

example of a current regulatory problem, the US regulator

is discussing how to regulate AI/ML models that frequently

or continuously learn without requiring a regulatory review

after every model update (which could be the case under

current regulations) [74]. Again, such future regulations

could potentially leverage automated testing on independent

government or conformity body validation datasets through

the AI marketplace.

Additionally, the misuse of models or data could be

deterred by existing and novel punitivemeasures such as fines

and, in some cases, the criminal liability that already applies

in the case of, for example, GDPR. In GDPR the fines scale

with the revenue of the company as max(20M, 4%worldwide

turnover), thus ensuring even large companies notice the

deterrent. We discuss civil liability further in Section on

regulatory aspects of AI marketplace.

Even unconventional organizations are delving into the

area, with the Vatican organizing a workshop denoted as

‘‘The ‘Good’ Algorithm? Artificial Intelligence: Ethics,

Law, Health’’ [75]. Additionally, AI regulation and gov-

ernance have been the subject of recent interdisciplinary

academic research by computer scientists, lawyers, and

others [76], [77].

C. LIABILITY REGULATION

Liability in the case of such an AI marketplace is also a

difficult problem stemming from the difficulty of liability in

bothAI and onlinemarketplace platforms contexts. Hereafter,

2Though, even validation datasets might not be enough to prevent bias and
additional measures like the aforementioned AI auditing (e.g., with teams
that include sociologists, ethicists, statisticians, etc.) will be necessary in
some cases. These audits could even take inspiration from the double-blind
review processes of academic conferences and journals.
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given the context, we focus on civil liability as opposed to

criminal liability.

Firstly, civil liability, in general, must balance the need

to incentivize product safety and compensate victims of

harm with the need to encourage business innovation. This

balance is especially difficult given the rapid innovation in

AI and the potential economic and societal benefits of AI.

Additionally, in many legal systems, such as the EU, for

compensation, the victim must prove damage, a product

defect, and a causal link between the two [78]. With complex

AI or software-based systems, identifying the liable person

can be burdensome, or in cases, with human-AI collaborative

systems, the liable personmay be unclear. A possible solution

is to alter the burden of proof requirement, for example,

by inverting the burden to rest with the producing company.

This inversion requires companies to have very clear and

coherent tracking and documenting of AI models which the

AI marketplace inherently enables.

In terms of online marketplaces, the liability of companies

such as Amazon for products from third-party sellers on

their platform (about 58% of Amazon sales) is a matter

of ongoing legal debate [79], [80]. For example, in the

US, the issue of liability currently revolves around whether

Amazon is considered in a legal sense ‘‘a seller’’ or simply

‘‘a platform for sellers and buyers’’. This, in turn, is primarily

related to how much power they have over the third party

sellers (along with several other considerations). Court cases

(e.g., Oberdorf v. Amazon) are currently in progress, and a

case may eventually reach the US supreme court. Currently,

the status quo in the US is that amazon is not liable.

The situation in Europe is similar, with on-going work on

developing new regulations and eventually adapting the EU

Product Liability Directive [80]. Given this background,

under current trends, if the AI marketplace does not exert

strict control and gain excessive power over sellers, then

liability could be minimized by maintaining the status of a

platform.

D. REGULATORY EVOLUTION

Overall, any AI marketplace would need to evolve along with

novel regulation (e.g., safety or export regulations) or risk

becoming unusable by legitimate users. Specifically, several

distinct marketplaces or strict marketplace access controls

may be necessary given new export regulations. For example,

new US regulations require companies to have a special

license to export certain geospatial AI software [81]. The

justification for the new regulations is based on national

security (with especially China in mind [82]). Additionally,

a marketplace may need to follow the strictest common

safety regulations given the potential for safety regulatory

divergence between the US, EU, China, and others. For

example, with data privacy, many global internet companies

are nowGDPR compliant even if they are primarily domiciled

elsewhere because they have European interests or customers.

Unfortunately, even in the long term, regulatory con-

vergence may be difficult because AI is also viewed as

strategic security and economic asset to many countries,

and thus some do not want to impede any technological

progress with regulation [63]. As regulations in certain

locales change, the main responsibility for tracking and

implementing new regulation enforcement mechanisms will

primarily fall to the management power of the platform

(though this depends on the specific nature of the regulation).

As mentioned previously, this power could be, for example,

an independent NGO or could be decentralized through

consensus mechanisms involving marketplace peers. Overall,

regulation should plan a strong part in the operation and

governance of the AI marketplace.

VII. AI MARKETPLACE SCENARIO

In this section, we sketch out a realistic scenario to illustrate

how the different components of the AI marketplace would

work as an integrative whole.

We consider the following scenario: A hospital contracts a

medical AI company to develop an AI-powered system for the

triage of brain injuries using CT images in the emergency

room (inspired by an actual commercial product [83]).

However, the hospital does not have an existing broad dataset

of brain CT images (that also contain granular patient meta-

data) and open imaging datasets fall short. The hospital only

has a smaller validation dataset from a subset of their patients.

As such, the AI company must use the AI marketplace to

either acquire training data or training updates (for federated

learning), develop and train the model, and then validate the

model with AI auditors.

Within this scenario, we envision the following AI

development workflow centered around the AI marketplace.

1) The hospital provides metadata about the validation

dataset to the marketplace so that the validation dataset

cannot be unilaterally changed later on.

2) The hospital describes the AI problem and the mar-

ketplace requests bids from matching AI companies.

The hospital then selects a specific AI company for

development.

3) The AI company (in collaboration with the hospital)

uses the marketplace to send a data request to acquire

training data or training updates. The AI marketplace

sends the request to suitable matching data providers.

The AI company and hospital weigh the cost and

benefit of the responding providers in terms of,

for example, dataset size, dataset demographics, and

dataset patient diagnosis distribution.

4) After the data provider selection, the AI company

develops and trains an initial model using, in this

case, training updates from federated learning across

the data providers. The AI marketplace can also track

these updates through a blockchain and ensure that the

updates are reliable and not malicious, partly through

the smart contract agreements.

5) After suitable training, the AI company submits

the model to the marketplace for checking perfor-

mance against the validation dataset. As previously
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mentioned, the maximum number of submissions is

small and fixed to prevent fitting to the validation

dataset.

6) After reaching a performance threshold, the AI com-

pany sends the model through the AI marketplace to

auditors which consist of both independent AI auditors

(to ensure performance and fairness) and government

auditors (from an agency like the Food and Drug

Administration in the USA, which regulates medical

devices).

7) The AI model might need to go through changes

before approval, therefore theAI companymight repeat

several steps.

8) After approval, the AI company might still per-

form model maintenance and process user requests

to remove their data (withdrawing their consent in

GDPR terminology). As mentioned, for these requests,

technical solutions (like machine unlearning) exist,

however, model performance may change and there

will be a need for at least basic re-validation. In the

case of a performance decrease below a threshold, there

might also be a need for additional data providers.

The marketplace facilitates the actual payment to the data

providers for their data or training updates along with the

payment to the AI developer for the model development. The

marketplace logs these transactions through the previously

mentioned blockchain mechanism. Additionally, the transac-

tions and development interactions can be governed by smart

contracts also signed through the marketplace.

VIII. WHERE WE ARE NOW?

In Table 2, we provide the list of companies that are either

providing an AI marketplace or in the process of building

such a marketplace. To find such companies, we searched

on Google using the keywords: ‘‘online marketplace’’, ‘‘data

marketplace’’, and ‘‘AI marketplace’’ and extracted the first

ten pages. We then manually visited all links from these

pages and checked which describe an entity providing for

the trading of AI models, a service to enable trading of AI

models, or are in the process of building either of these.

After six pages, the search results no longer provided any

meaningful links. Eventually, we identified the 24 companies

or frameworks listed in Table 1.

Most of these companies are based in either the USA or

Europe. Among those which are currently available, none list

more than 24 different models (Nauance Communications

lists 24, Gravity AI lists 12, and IBM Imaging lists five

models), thus suggesting that none have seen major or

widespread adoption. The marketplaces which are somewhat

mature primarily focus on the healthcare domain. However,

these marketplaces are not operating in multiple countries

potentially due to the need for regulatory approval of such

models in each country or economic area (for example, by the

US Food and Drug Administration).

The overarching goal of most of these AI marketplaces

aligns with our vision of a general marketplace where buyers

and sellers engage in transactions for AI models. In terms

of the technical aspects for a successful AI marketplace,

from the section above on technical aspects, most of the

marketplaces have not yet incorporated these though they

do often acknowledge the need for such aspects. For

example, only two of themmention that they support scalable

privacy-preserving model training paradigms like federated

learning. As for architecture, most of the marketplaces are

proprietary and are based on a centralized architecture.

Though the few decentralized marketplaces are primarily

based on distributed ledgers, similar to our vision. With

regard to the pricingmechanism, most of them are using fixed

pricing per model.

A. TECHNICAL LANDSCAPE OF CURRENT MARKETPLACE

As mentioned in Table 2, most of these marketplaces are still

under development and their underlying technical details and

planned functionalities are not public. However, given the

available public information, current marketplaces fall into

the following categories:
1) AI model Trading: In such a marketplace, an AI

developer can upload their pre-trained model to a

marketplace and customers can purchase access (an

API) to use the model. SingularityNET and IBM

imaging are examples.

2) Data Trading: In this type of marketplace, data

owners make their data available to AI developers

in a privacy-preserving manner. The marketplace also

focuses on ensuring the quality of data including

preventing malicious data. OSA Decentralized, Ocean

Protocol, and Agorai are examples.

3) Developer-CustomerMatching: This type of market-

place matches the varying AI customers and developers

based on the customers’ specific requirements and the

developers’ skills and domain knowledge. Nomidman,

AI Global, Genesis AI, Bonseyes, Alphacat, Modzy,

SingularityNET, and Orange AI are examples.

4) Interoperability Standard: Interoperability stan-

dards for AI models allows AI developers the freedom

to create their model with their preferred tools and

frameworks. This type of AI marketplace focuses on

developing such a standard as an SDK. TensorTask,

Genesis AI, Akira AI, Bonseyes, SingularityNET,

Gravity AI, Kynisys, OVHcloud AI, Neuromation

Algorithmia, GraphGrail AI, Agorai, IBM Imaging,

and Nuance Communications are examples. As such,

none of these marketplaces have publicly released their

standards for use.
Among all these marketplaces, SingularityNET seems to

be the most developed and has released beta versions of

many components (that fulfill the stated objectives). Also,

SingularityNET has the most ambitious goals with a final

objective to build a comprehensive marketplace similar to the

marketplace described in Section II.

Overall, the landscape of current AImarketplaces is still far

from the one we envision in Section II. For example, in two
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relatively developed marketplaces, i.e., SingularityNET and

IBM Imaging, we find less than 30 total AI models

even two years after these marketplaces launched. In con-

trast, major B2B software marketplaces (which were also

launched recently) have thousands of applications. For

example, the Microsoft Azure Marketplace,3 Amazon AWS

Marketplace,4 and Google Cloud Platform Marketplace5

have 14998, 9848, and 4088 applications respectively.

Additionally, we find that current AI marketplaces primarily

host models only from large well-known companies like

Google DeepMind, IBM Watson, etc. Thus supporting the

argument that smaller companies have a harder time entering

the AI model marketplace (for a number of reasons as

previously discussed) and thus helping motivate our work.

In terms of future developments, many of the marketplace

companies look to help solve some of the current bottlenecks

in model availability. For example, as mentioned, several

marketplaces (refer to the prior section) are developing

interoperability standards for AI development. Additionally,

several marketplaces are developing comprehensive reputa-

tion systems to rate AI developers and companies. These

systems have multiple objectives: they can help with the

problem of malicious AI models and can provide a signal

of developer quality. Finally, several other marketplaces, like

Akira AI, are developing data sharing frameworks. These

frameworks aim to integrate data from different relevant

databases and create unified virtual datastores for use in

model training.

IX. CONCLUSION

In this work, we outlined principles for a marketplace

for AI models based on a decentralized online structure.

Such a marketplace could help diffuse AI technology to

smaller actors (like small and medium-size companies).

We discussed the technical, economic, and regulatory aspects

to consider while designing such a marketplace. We also

described (often novel) technologies and solutions that can

help address problems in these areas. For example, utilizing

federated learning for privacy-preserving machine learning

across marketplace actors. Finally, we studied the current

state of various AI marketplaces and provided a comparative

analysis of these marketplaces based on properties such as

architecture, domain, and status. We found that most of

these currently available marketplaces are centralized and

company-driven with relatively few models per marketplace,

thus suggesting that the development of AI marketplaces are

still in their infancy.
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