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Skew-Tolerant Domino Circuits
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Abstract—bomino circuits are widely used in high-performance ~ described in Section V. For many reasonable designs, this
CMOS microprocessors. However, textbook domino pipelines global skew tolerance greatly exceeds the actual system skews,
suffer significant timing overhead from clock skew, latch delay, so Section VI explains how to take advantage of the extra

and the inability to borrow time. To eliminate this overhead, some | ¢ I fi b . h Section VII
designers provide multiple overlapping clock phases such that overiap 1o allow ume borrowing across phases. -ection

domino gates are always ready for evaluation by the time critical then addresses the critical issue of clock generation and
inputs arrive and do not precharge until the next gate consumes shows how a single global clock and relatively simple local
the result. This paper describes a systematic framework, called clock generators can produce the needed clock phases, while
skew-tolerant domino circuits, for understanding and analyzing - gection VIl looks at the interfaces of skew-tolerant domino
domino circuits with overlapping clocks. Simulations confirm that ith stati d self-timed loaic. Section IX ts simulati

a speedup of 25% or more can be achieved over textbook domino with static and seli-ime og!c. ec '_On presents simulation
circuits in high-speed systems. results of skew-tolerant domino applied to an adder self-bypass
path. Finally, Section X summarizes the skew-tolerant domino

Index Terms—Adders, clock skew, clocks, CMOS digital inte- techniques and the performance benefits which they offer.

grated circuits, dynamic logic, VLSI circuit design.

I. INTRODUCTION Il. TEXTBOOK DOMINO CIRCUITS

INCE microarchitectural improvements have been yield- We begin with a review of a simple form of domino circuits,
ng diminishing returns, microprocessor designers seekiigluding a motivation of why domino is beneficial, how
high performance have been forced to aggressively redygipelines can be constructed, and why such textbook pipelines
cycle times beyond that which simple process scaling wouldve serious overhead.
permit. We can normalize cycle time improvement due to Static CMOS gates are slow because an input must drive
faster processes by expressing cycle time in terms of theth NMOS and PMOS transistors. In any transition, either
delay of a fanout-of-four (FO4) inverter, i.e., an invertethe pull-up or pull-down network is activated, meaning the
driving a load that is four times its input capacitance. Todaylaput capacitance of the inactive network loads down the path.
fastest microprocessors are operating at cycle times belowMB8reover, PMOS transistors have poor mobility and must be
fanout-of-four inverter delays [f]Domino circuits [2] are an sized larger to achieve comparable rising and falling delays,
important enabler for this cycle time improvement [3]-[5]. Afurther increasing input capacitance. Dynamic gates overcome
such short cycle times, however, clocking overhead which wties weakness by eliminating the PMOS transistors and re-
once negligible becomes a significant fraction of the clogacing them with a single precharge transistor. The dynamic
period. gate is precharged high, then may evaluate low through an
As we will see in Section Il, when domino circuits areNMOS stack. Unfortunately, if one dynamic inverter directly
pipelined in the same way that two-phase static circuits haddves another, a race can corrupt the result. When clk rises,
traditionally been pipelined, they are highly sensitive to clodioth outputs have been precharged high. The high input to
skew, include latch delays on the critical path, and are ithe first gate causes its output to fall, but the second gate’s
capable of borrowing time across clock phases to balan@etput also falls in response to its initial high input. The circuit
the pipeline. Some designers have discovered that by oveétrerefore produces an incorrect result because the second
lapping the clocks controlling domino gates, these sourcesaftput will never rise during evaluation. Domino circuits solve
overhead can be hidden, as we illustrate in Section IIl. Wkis problem by using inverting static gates between dynamic
proceed to analyze domino gates using overlapping clocksgates so that the input to each dynamic gate is initially low. The
a systematic framework which we call skew-tolerant domindalling dynamic output and rising static output ripple through a
Section IV presents the analysis under a single clock skeain of gates like a stream of toppling dominos. In summary,
budget. Even more global clock skew can be hidden if wa#mino logic runs 1.5-2 faster than static CMOS logic [6]
take advantage of tighter bounds on local clock skew, ascause dynamic gates present a much lower input capacitance
for the same output current and have a lower switching
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Fig. 1. Domino pipeline with ideal clocks. Fig. 2. Domino pipeline with clock skew.

that ﬁne prf_char?es Wtwe th_f. otlher 3:/ alluaies,t;hui rgdln_g Bcesses continue to scale, relative process tolerances will
precharge time irom fthe critical path. in- texibook domingeqrade while gate speeds increase, resulting in larger skews
clocking schemes [7], latches are used between phasesre tive to intrinsic gate delays
_sample an_d h.0|d the result before it is lost to precharge, 437 third disadvantage of textbook domino circuits is that
|IIus'trated_|n Fig. 1 Such sphemes are analogous. to two-ph &ir hard edges prevent time borrowing. In other words, the
static designs which consist of two bIO.CkS (.)f logic separatg gic must fit entirely within the evaluation period of the half-
by transparent latches. ”.‘ al f'gu“?s in this paper, logic I,1e ang may not utilize extra time available in adjacent
positioned _along the horizontal axis underneath the clog If-cycles. Since a discrete number of gates must be placed
colrrespondmg to \;‘vhen the g?]te r&on;‘mally Ievgluatgs. h in each phase, there is generally wasted time left at the end of
f r;lajylstemﬂ\]/v I zhero" (I)ve.r e”a : L ? Icyc © tlr'net;‘s tl € Suyhalf—cycle where a complete gate cannot fit. Moreover, the
of the clays through afl fogically usetu gate;: In the Onge%ngest half-cycle sets the operating frequency of the machine.
path. With ideal clocks, textbook domino clocking comes CIOS’I?uerefore, a half-cycle which is longer than expected due to
tﬁ alchu;v!ng th'ﬁ ﬁoﬁl’ aclldlng Enly the lrl)ropzlaga_tlon (\j/iliy ocess variation or modeling inaccuracy cannot borrow time
the fatch in each ha -cycle to the overa cycle time. Wit om adjacent, less critical half-cycles, but rather will degrade
average delay of 1.5 FO4 inverters for a typical latch and twWR operating frequency
:catclh?shper Cﬁle’ ttr?ls amoglr;ts ;[0 Fhr?e Fi)4sdelaysa W","Stegn summary, textbook domino circuits add latch delay, clock
or latching rather than used for logical work. Some 0eslgig e,y and imbalanced logic delays to the cycle-limiting paths.
partially aIIe\{|ate th|§ penalty by mcorporatlng logic into thef\/lerely counting latch delays and skew budget indicates that
Iatc_h, but this requires a large cell library and even the% least three to five FO4 delays are wasted on latching and
designs pay some time pgna.lty over a fglly Igtchless des'gr?:'lock skew, depending on the effort devoted to controlling
_Unfo_rtunately,_a real pipeline shown_ n '.:'g' 2 has UNCeHock skew and incorporating logic into latches. The penalty
tainty in the arrival time of clocks which introduces MOrQ . |ack of time borrowing is more difficult to quantify, but
overhead. The uncertainty comes from phase-lock-loop jitt%, certainly significant '
mismatches in the clock distribution network, cross-die process '
variation, data-dependent clock loading, etc., and will be . RELAXING DOMING CLOCK CONSTRAINTS

referred to as clock skew.The light hashed lines indicate ] o o o
the range of possible skewed clocks. A half-cycle begins Static CMOS circuits suffer from similar penalties if one

evaluation when the clock controlling the first dynamic gat@mploys edge-triggered flip-flops which also impose hard
rises. Evaluation must complete at least some setup time bef8f§/es initiating and terminating computation. Therefore, high-
the clock controlling the latch falls at the end of the half-cycléPeed static designs generally soften edges by using trans-
These constraints on the start and end of evaluation creB@ent latches [10], [11] or pulsed latches [12]. The obvious
“hard edges” or “synchronization points” because the arriv@fvantage of latches is to allow time borrowing between
of the clock determines the exact timing of the data. The firg{2ges, both to balance the pipeline and to compensate for de-
gate does not evaluate until the clock rises, and the last gl uncertainties. A more subtle yet very important advantage
output must settle before the clock falls on the latch. is that reasonable amounts of clock skew can be eliminated
This evaluation time is nominally half of the total period‘rom the cycle time by placing the latches such that data arrives
T, but is reduced by any clock skew between the clock &4 the inputs while the latch is transparent, even under worst

the domino gate and the clock controlling the latch. Sin&@Se skew [13].

worst-case clock skew is subtracted from both half-cycles, theSome domino designers have recognized that this funda-
actual time available for l0gic i — 2 # tsew. Clock skew is mental idea of softening the hard clock edges can be applied

one to two FO4 delays for a well-designed clock distributiofp domino circuits as well. To soften the rising edge, clocks

scheme such as a grid or H-tree in curret35:m processes Should arrive early so evaluation occurs as soon as data arrives,

[1], [8], but may be four or more FO4 delays in a poorlyVen under worst-case clock skew. This requires that the inputs
to the gate be reset low when the evaluation clock rises and

2The jitter component of skew is special because it does not affect hold | tonicallv rise duri luati litch il t
times and phases generated off the same clock edges, but for simplicity%y monotonically rise auring evaluation so ghitches will no

will conservatively lump it with other sources of clock uncertainty. corrupt the domino operation. Unfortunately, some dynamic

gvalanced distribution scheme used in older systems [9]. As
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gates likexor require that both the true and complementary :Phase 1! Phase 2! Phase 3]Phase 4 :

versions of the inputs be monotonically rising. Therefore, the; 4 Four-phase overlapping domino clocks.

complement cannot be obtained by passing the true signal

through an inverter; instead, it too must come from a domino _ . . ' .

gate. Thus, designers commonly use domino gates whi@fliest companies to publish, describing a time-borrowing

accept true and complementary monotonic inputs and produb#eline latch” used in the PA7200 floating point multi-

true and complementary monotonic outputs. Such gates carPHgr t0 reduce skew sensitivity, especially that caused by

constructed with dynamic differential cascode voltage swit@Hty cycle uncertainty [18]. Digital Equipment Corporation

(DCVS) logic, also known as dual-rail domino. emp_loys overlapping clock phases on the 21164 Alpha to
To soften the falling edge, the result of the domino ga@lmmate a latch altogether from the critical adder self-bypass

should be consumed well before precharge begins. This d¥h. instead storing state on dynamic nodes [1], but has not
be done by overlapping clocks such that the next phase bed#¢§eralized the technique for widespread use. Intel developed a
evaluation before the previous phase precharges. Once the §¥gtematic domino clocking scheme called Opportunistic Time
phase has evaluated and consumed the result of the previ@@§owing Domino that removes all three forms of overhead
phase, the result is no longer needed and may fall low withdd®]- Engineers from most other microprocessor companies
impacting the next phase. Therefore, latches are not tr@{Fo have mentioned in private conversation the existence
necessary between domino phases as long as the clocks oveétdyoprietary domino clocking methodologies addressing the
sufficiently. overhead. . _

Paths using two and four overlapping clock phases to softenin the next sections, we develop a systematic framework for

clock constraints are illustrated in Figs. 3 and 4. The hea\%ﬁ’Sig”ing and analyzing domino systems that use overlapping
lines indicate the latest clock timing used for conservativ@oCks to eliminate overhead. The framework is generically
timing analysis, while the light hashed lines indicate thealled skew-tolerant domino. We show how the framework can

possible skewt,., which might exist between any twoP€ used to understand and optimize the amount of skew and

clocked nodes. At the interface from static to domino Iogiéi,me borrowing tolerable under various clocking alternatives.

the static result must be stable before the earliest time that
the domino gate might begin evaluation. Since the domino
phase may actually begin evaluation late, time may be wasted
between when static results are stable and the domino gatd@o eliminate overhead from domino pipelines, we must
consumes them. Therefore, skew must be budgeted in the pattange clocks such that domino gates are always ready
at the interface. Once in the domino pipeline, all the sourcés evaluation by the time critical inputs arrive and do not
of overhead from textbook domino are eliminated. Clock skeprecharge until the next gate consumes the result. This section
never impacts the critical path because the domino gates degives the fundamental constraints on precharge and evalua-
guaranteed to be in evaluation by the time critical data arriva®n times for a synchronous system and then solves them to
Further, latches are removed from the critical path. Finalljpaximize the allowable clock skew.
logic can be balanced by borrowing modest amounts of timeln general, we can considér overlapping clocks. The clock
into the next phase. cycle of period?’ is divided intoN phases. Each phase rises
While these ideas are well-known among some expéf//N after the previous phase, and by symmetry all phases
designers, they have often been viewed as proprietary dheve the same duty cycle. Each phase is high for an evaluation
sign techniques and were not published. Self-timed systeperiod ¢. and low for a precharge periog, as illustrated in
[14]-[16] pioneered the concepts of “zero overhead” latcligs. 3 and 4 for two- and four-phase systems. Evaluation time
less domino clocking, but suffer from difficulties of controlmust be more than 50% of the cycle time in two-phase systems
overhead, insufficient CAD infrastructure, and verification aniw create overlapping clocks, but may B¢2 for systems with
testability challenges. Clock and data precharged dynantitee or more phases. Given theSeclocks, we can derive
(CDPD) circuits [17] use NORA gates and a slow prechargeaveforms which maximize the tolerable skew inAlrphase
ripple to eliminate latches. Hewlett-Packard was one of tlsystem, independent of the actual logic contained in the phases.

IV. SKEW-TOLERANT DOMINO



HARRIS AND HOROWITZ: SKEW-TOLERANT DOMINO CIRCUITS 1705

. N o1 waveform tokew-max | tp
o o |2 o
b /7] AN 7 s| | 53 |70
ate -
i o| L SN\ | 4 8
ot_f/// N\ reen f77) 6| LI N\ | 466 |se6
(early)
8| LZZNNLLL | 5 9
0la 01b
II II
2|8 2|8 Fig. 7. Basic skew tolerance (in FO4 inverter delays).
g- o V%_ o
AN ‘BB maximum allowable skew
Fig. 5. Precharge time constraint. Nj\_f 1 T — thold — tprech
tskew-max = 2 . (3)
L b For largeN andT’, the maximum tolerable skew approaches
o Jf//F AN\ /777 T/2. Small N reduces the tolerable skew because phases
(early) ' overlap less. The budget for precharge and hold time further
: ! reduces tolerable skew. Notice that if the actual skew between
02\ Y A AR // any two clocked gateS.iew-actual EXCEEUStskew-max, the
(late) :thold pipeline may fail to operate at the target frequency, no matter
' ooy e how fast the gates within the pipeline evaluate. This is because
: elete]e the precharge window and hold time must be guaranteed,
' EFEIS independent of logic evaluation delays.
: i To get a feeling for the tolerable skew, consider a fast
: Phase1 | Phase2 system with a cycle timé@’ = 16 andt,eq;, = 4 FO4 delays
Fig. 6. Evaluation time constraint. thold 1S generally a small negative number because the first

domino gate of the subsequent phase evaluates immediately
o . . after its rising clock edge while the precharge must ripple
tp is limited by the rate at which a gate precharges, while 5,9 both the last dynamic gate and the following static
is set by the required overlap between clock phases. gate (which is generally sized to favor the rising edge, not the
Fig. 5 illustrates the constraint on precharge time set Yying precharge edge). Hold time can therefore conservatively
two consecutive domino gates in the same phgses set by e apnroximated as zero provided minimum and maximum
the requirement that dynamic gatemust fully precharge, flip 404t guidelines are followed. This hold time is required
the subsequent static gate, and bring the static gate’s outputy, canturing data before precharge and is distinct from race-
belowV; by some noise margin before domino gateeenters .1 issues which will be discussed in Section VII. The
evaluation so that the old result fromd’ does not causé? clock waveforms, along with the correspondings. - and
to incorrectly evaluate. We call the time requirgge., and , are illustrated in Fig. 7. The sweet spots appear to be
design the cell library and maximum unbuffered wire Iengtf{} — 2 and N = 4 because they are good tradeoffs between
to guarantee a bound on this time. The worst case OCCSfuraple clock skew and ease of clock generation. A two-phase
when ¢la is skewed late ane1b is skewed early, reducing gystem tolerates a modest amount of skew. In this example,
the effective precharge window width bBy...,. Therefore, we 5" ¢qr phase system doubles the skew tolerance and uses a
have a lower bound of}, to guarantee proper precharge 5094 quty cycle at the expense of additional complexity in
generating the phases.
tp > tprech + tskew- 1) Notice that the designer must still budgéi.. at the
interface between static and domino logic because the static

Similarly, Fig. 6 illustrates the constraint on evaluation timgutput must be stable before evaluation could begin, yet the
set by the requirement that a phase remain in evaluation ummino clock may arrive late. This motivates bUIldIng critical
the following phase consumes the data. The necessary ovelfgps entirely from domino to avoid the skew penalty. Since
is calledt,o1a and will be later shown to generally be a smalmost such loops contain recombinant logic with differing
negative time. The minimum nominal overlap in the phasesrpgmbers of inversions, dual-rail circuits are usually needed to
then (te1d + tskew ). Adding this overlap to the nominal time @void the recombinations of inversions of single-ended signals.

shift between phases df/N gives the evaluation time As we will see |atel’, skew-tolerant domino pa’[hS should
include at least one gate per phase to avoid race-through
problems. For example, a phl domino gate may not directly

te Z + tskew + thold- (2)

=2

3Selecting the precharge time involves a careful balancing act between long
precharge times which redu¢gicw-max and short precharge times which
.. . . . require large precharge devices and lower P/N ratios on static gates, slowing
Comb'mng the constraints on preCharge and evaluation t"'m evaluation path. For a cycle time of 16 FO4, a precharge time of four FO4
(1) and (2), we find the relationship between cycle time anglays is a reasonable lower bound.



1706 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 32, NO. 11, NOVEMBER 1997

1 waveform tokew- t H . H
N q) -skew-globall p q)l i E /
CY 77/ \\ V/// sl 5 ' H '
3| L KT | 68 5 ¢2—;m—ﬂa Borrowing Window :=§-
L]
N 6 s ; ' :
0l 01 61 ol 42 2 02
6 | L N\ | 6 7.33 N | THE I
o| LN | 6 |8 el leleelERER (g2l
SPEFPIE|FEFPEF IBFEFP
o & o E'I 5} 153 o
Fig. 8. Global skew tolerance (in FO4 inverter delays). v
H Phase 1 H Phase 2 H

drive a ph3 domino gate without at least passing throughFg- 9- Time borrowing.

ph2 buffer. In the special case of exactly one domino gate

per phase, interesting for very high frequency designs, thgocal domain. If we do not handle such cases specially, we
precharge constraint of (1) can be relaxed. In this case, §®uld not take advantage of local skew to increase tolerable
output of the static gate must only fall low by the time thgjopal skew. A possible workaround is to locally introduce an
next phase, rather than the current phase, reenters evalugii@ditional phase at the domain crossing delayed by an amount
because there are no other gates in the current phase to corfgk than7’/N.

Therefore, the available precharge time effectively increases

by T/N and (3) becomes

VI. TIME BORROWING

¢ o — T- thold — tprech (4)

srewTmax 2 ' In systems with a good clock distribution network which
take advantage of local skew domains, the overlap between

V. GLOBAL AND LOCAL SKEW phases may greatly exceed the actual global skew. The excess

The skew-tolerant domino pipeline presented in the previouserlap can be used for time borrowing, as illustrated for
section allows a moderate amount of skew between any tb= 2 in Fig. 9. The nominal logic delay through each stage
points of a chip. In real systems, however, we know that tlie7/N. If logic completes earlier that/N after the start of
skew between nearby elememgew-10ca1, May be much more the phase, time may be wasted waiting for the next phase to
tightly bounded than the skew between arbitrary elementsegin evaluation. If logic takes much more th&pN, it will
tskew-global. We take advantage of this fact to increase theot complete before precharge begins and the clock frequency
tolerable global skew. We therefore partition the chip intwill have to be reduced. However, there is a period of time
multiple regions, called local clock domains, which have d&tom 7T/N to T/N + torow during which the logic may
MOSt tsew-l0cal DEIWEEN clocks within the domain. complete without adverse effect. This period of time is useful

Assume that all connected blocks of logic in a phase abecause it helps balance the pipeline. For example, consider
constructed within local clock domains (this is a reasonabiiee last¢1 domino gate. The borrowing window allows the
restriction, especially for larg®” and short phases, but will begate’'s evaluation to extend into the next phase. In textbook
relaxed later for exceptional cases). Therefore, the prechadgenino, there is no borrowing window and only the first three
constraint (1) becomes dependent on local skew becagsges would fit in the first phase; the remaining time would
precharge only must complete before the next gate in the wasted. Time borrowing may continue across many phases.
same phase resumes evaluation, while the evaluation constriimt example, if the first phase evaluatesTotV +t,orrow, the
(2) remains dependent on global skew because clocks frggrond phase may evaluate for a time betWBEN — #,orrow
different domains must still overlap. These constraints may bed 7'/N.

solved for maximum tolerable global skew From Fig. 9, it is clear that the width of the borrowing
N -1 window is the minimum guaranteed overlap between phases,
takew-max-global = — 77— L'~ Fhold ~ fprech ~ skew-local- (5) .., the tolerable global skew from (5) minus the actual global
In the event that local skew is tightly bounded, a secorfeW
constraint is placed on the precharge period to guarantee that _1
the last gate in a phase precharges before the first gateftiirow = TT_thold_tprech_tskew-local_tskew-global-
the next phase begins evaluation extremely early under huge (6)

global skew. The analysis of this case is straightforward butAssuming an actual maximum global skew of two, local
is omitted because typical chips should not experience suwstew of one, precharge time of four, hold time of zero, and
large global skews. cycle time of 16 FO4 delays, we illustrate the time borrowing
Fig. 8 summarizes the improved results of global skewindow for variousN in Fig. 10. The clock waveforms are
assuming local skew can be bounded at one FO4 delay adentical for all cases because their duty cycle is set by the
that no clock domain crossings exist. Observe that the toleraleal skew, not the number of phases. However, the portion
global skew saturates at six FO4 delays for lafgebecause of ¢. nominally used for evaluation decreases\agncreases,
of the constraint mentioned in the last paragraph. leaving more time available for borrowing into the next phase.
In exceptional cases, critical paths and floorplanning coA-two-phase system offers a small amount of time borrowing,
straints may prevent a phase of logic from being entirely withimhich makes balancing the pipeline somewhat easgves 4
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offers more than a full phase of time borrowing, granting the

designer tremendous flexibility. o o

Time borrowing is also useful because it automatically helps TWo-phase clock generation is shown in Fig. 11. From the
compensate for process and operating condition variatigfgPal clock gclk, true and complementary clocks must be
across the die and for inaccuracies in the modeling and sinfcally generated in a low-skew manner. Shoji [21] showed
lation of the critical paths. These uncertainties are expectdft the paths containing two and three inverters may be
to increase as feature size continues to drop, so this tifiged to have almost no process-dependent skew. However,
borrowing characteristic is especially useful. In a system sulf}f Output slopes are not equal. Another popular technique
as conventional domino that does not allow time borrowindfi€S to match the delay of two inverters against the delay of
the longest half-cycle directly sets cycle time. In skew-toleraR'® inverter plus a transmission gate. Once the complementary
domino, a phase which is longer than anticipated may borrdi}Cks are produced, the falling edges can be delayed. Such
time from an adjacent phase which is of nominal, or bettéglay circuits, called clock choppers, are widely used in
yet, shorter, length, resulting in an averaging effect over maHJJCTOPrOCEsSOrs to solve setup or hold time violations.
phases [19]. Since the actual skew between gates on anffour-phase clock generation shown in Fig. 12 is nearly
particular path is typically smaller than the worst-case skelfiéntical to two-phase generation, but delgys and ¢4 by

this additional margin is available for such “opportunistic® quarter cycle using inverter chains. Clock choppers can
time borrowing. be used to produce duty cycles greater than 50%, or may

be omitted to allow more precharge time while maintaining
moderate amounts of skew tolerance. A simplified version of
VIl. CLOCK GENERATION the four-phase generator is shown in Fig. 13. The simplified
ggsign omits the clock chopper and derives the four domino

but the advantages would be moot if generating the requirBgases from clk and its complement, 50% duty cycle clocks
clocks were impractical. In this section, we describe simph$€d by static latches. Although four-phase clocking has not
ways to generate two, four, anii-phase clocks, analyze thef€ceived much attention recently, the idea has been considered

clock skew introduced by the clock generators, and consid®df MOS designers for decades [22]. ,

race-through problems from overlapping clocks. Remember!n 9eneral.V phases can be produced by delaying the clock
that the key principle is to produce overlapping clocks. Thul the complement of the clock with buffer chains. Many
buffer delay methods presented in this section are only a félgSigners already produce such delayed phases to stagger the

of many workable schemes that include self-timing match&jecharge, allowing removal of the series evaluation transistor
delays, and closed-loop oscillators ' from gates with delayed clocks [11]. As long as designers are

careful to always include domino gates clocked by the delayed
) phases, they can remove latches and automatically enjoy the
A. Clock Phase Generation benefits of skew tolerance and time borrowing.

In most high frequency systems, a single clock is distributedHow local should the local phase generators be? To keep
globally using a modified H-tree or grid to minimize skewdistribution easy, the generators should serve a small enough
[10], [20]. Skew tolerant domino can use this same clodlegion that skew from wiring is low. This typically implies
distribution scheme with a single global clock. Within eacthat a local phase generator serves a radius of less than 2 mm.
unit or functional block, local clock generators produce théust as clocks can be enabled on a very fine granularity for
multiple phases required for latches and skew-tolerant domipmwer savings, the local phase generators may serve an even

We have analyzed the benefits of overlapped domino cloc
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smaller load such a§ gates in anV-bit datapath. This schemethe chip. The overlap constraint is usually hardest to satisfy
might seem to resemble self-timing with a delay matched o the corner with fast gates and slow wires where the clock
the logic. The important difference is that the clock phases askBoppers produce minimum overlap, yet wire-induced skew
designed independently of the logic they serve and logic is maximum. Additional overlap must be provided in the
clocked by the most suitable phase. Therefore, the designetésign corner to guarantee sufficient overlap in this worst-case
task is simplified because each local phase generator doesratstive skew corner. This overlap appears as time available
have to be individually tuned to logic. Moreover, as we wilfor borrowing in the design corner. Since a moderate amount
see in the next part of this section, the designer can simmf time borrowing is important for balancing logic anyway
budget a worst-case skew introduced by the phase generatans] is therefore provided in the design corner, guaranteeing
rather than simulating how well each matched delay trackserlap is usually not an issue.
a particular piece of logic over process and environmentalFinally, we must examine how the budget for time bor-
variation. The drawback is that this worst-case skew budgeting is affected. Time borrowing margins are important
will be larger than delay mismatches in custom-designechen the logic runs slowly and needs to borrow time, yet
self-timed systems, but this does not impact performancetlife local clock generators run faster and provide less time for
sufficient skew tolerance is available. borrowing. Since the local generators are not replicas of the
circuits they are tracking, and indeed are static gates tracking
the speed of dynamic paths, their relative delays may vary over
B. Phase Generator Skew process corners as well as due to local variation in voltage and
Using de|ay chains immediate|y raises concerns about vadgmperature and local process variations. Simulation finds that
ations in their delay caused by temperature, voltage, transistdten most of the chip is operating in the design corner but a
orientation, and processing. While the absolute variation idcal clock generator sees a temperature [B@ver and supply
delay can be very large, a chip is only sensitive to relativéoltage 300 mV higher, the local generator will run 13% faster
not absolute, variations in delays. What is critical is how wethan nominal (6% from temperature, 7% from voltage). The
the delays in the clock generator track the critical paths Eglative delay of simple domino gates with respect to fanout-
the chip. We can model this relative variation by introducingf-four inverters varied up to about 6% across process corners.
additional skew caused by the local clock generator. This skéwpally, process tilt, i.e., fluctuation ifi, ¢ox, etc., across the
is some fraction of the overall delay through the generator; tHi&e, may speed the local clock generator more than nearby
fact implies that it is important to minimize the absolute delalpgic. Little data is available on process tilt, but if we guess it
of the generator because a fraction of that delay will appeguses similar 13% variation, we conclude that nearly a third
as extra skew. of the total local clock generator delay should be subtracted
There are three fundamental timing constraints which afi@m the time borrowing budget.
affected by local clock generator skew; two affect cycle These estimates are conservative because the local clock
time and one affects functionality. The first constraint is th@€nerators are physically close to the logic which may need to
sufficient time must be available for precharge, even und@@l’l’OW time and therefore track better than mlght be feared.
worst-case skew. This condition sets the maximum clock du¥oreover, since only a small fraction of paths depend on
cycle; if the condition is violated, the clock must be slowed tgignificant time borrowing, it is less likely that these paths will
reduce the duty cycle. The second constraint is that sufficiéi®€ the theoretical worst-case skews. Since four-phase clocking
overlap must exist between phases. If this condition is violate?flds a quarter cycle of margin less the relative variation in the
the chip may not work at any frequency. The third constraiitiarter cycle delay chain, four-phase skew-tolerant domino
is that sufficient extra overlap must exist for the required tim@lways has at least one sixth of a cycle more margin for skew
borrowing. If this condition is violated, the clock must beand time borrowing than two-phase systems.
slowed to reduce the need for borrowing. We can ana|yzeAn alternative to delay chains would be local delay-locked
these constraints to determine the impact of phase generato@9s which precisely generate local clocks from a globally
on tolerable clock skew and time borrowing. distributed reference. In addition to the area penalty, this
The precharge constraint is satisfied by setting the clogkheme adds loop-to-loop jitter to the global skew budget.
duty cycle for the worst-case operating conditions in the targétnce such jitter is difficult to control, the overall performance
process corner. We will refer to this environment and procedgay be no better.
ing as the “design corner.” If precharge works in the design
corner, it will also work in all other environmental corners
because both the clock chopper and precharge will get fasfer, Race-Through
allowing more precharge time for a less-critical precharge. InLike latch or flop-based designs, skew-tolerant domino is
the event of slower processing on PMOS devices, the closibject to race-through (also known as min-delay) failure.
frequency must be reduced to accommodate precharge. Race-through is exacerbated by the overlapping clocks and
Given such a design, it is vital that all clocks overlap by diy the large amounts of skew which a skew-tolerant system
leastt;o1q SO the chip will function. Clock skews are causedhight encounter. Since there is at least one gate in each phase,
by global clock jitter and duty cycle variation, by mismatchesace-through only occurs if alN phases are simultaneously
in wire length and coupling, and by buffer delay variatiomigh for at least the contamination delay through one of the
from voltage, temperature, and processing differences acrpssses. Since the nominal nonoverlap between the first phase



HARRIS AND HOROWITZ: SKEW-TOLERANT DOMINO CIRCUITS 1709

Matched Delay

tati .
inputs fee oM from domino 0lor2 | atestinput I ¢2or3
L 2 02 |92 |
Q| ¢ = A 1]
T ¢ < |2 th y *ﬂf,r , g8
—D |5 HXx = |3 |=
—{>°{>°{>°—{ 3 o I_ &3 Sl ud
— - o ‘I ‘I 000 'I -I -I 000 o
Static to Domino Domino to Static
(Replaces dynamic gate) (Replaces static inverter)

- oraik]

Fig. 14. Domino/static interfaces.

AND Plane OR Plane
falling and the last phase rising B(V — 1)/N — ¢, and an —\
actual overlap oft.q can be tolerated, the maximum global
skew still guaranteeing that not all phases are simultaneously x_/ \
high too long is y N /

N-1 z
tskew-global < T T- te + ted. (7) orclk /

Reasonable control over skew in four-phase systems avoILds 15, Self-timed PLA in skew-tolerant piveline
race-through. For example, four-phase systems with 50% duf?/ ' pipeiine.
cycle clocks can tolerate a quarter cycle of skew before race-
through becomes a possibility. In two-phase skew-tolerantiefly to effectively integrate a pulsed latch into the domino
domino, extra nonoverlapping clocks may be used on the fitd2] as shown in Fig. 14. Such a scheme saves the latency
domino gate in each phase to solve race-through problear® area of the latch at the expense of introducing a min-
[19]. If a three-phase system is used, race-through limits tHelay constraint that the static result must remain stable until
duty cycle. the end of the pulse.

When paths are very short or a large number of phases ar&vhen domino gates drive a block of static gates, the
used, the rule of at least one gate per phase may be violatedlyihamic outputs should first be latched so that precharge does
the path is short, the logic is noncritical and static logic withot send glitches through the static logic. The latch shown in
latches is probably a better design choice anyway. If a veljg. 14 is a good choice because it is very fast and permits
large number of phases are used, certain phases may sdietg-borrowing even as the clock falls. It may be controlled

contain no logic. with the same clock as the dynamic gate it follows to eliminate
skew. Weak cross-coupled inverters may be placed on the
D. Clock Edge Rates output node to support stop-clock operation and logic may

%e incorporated into the latch if desired. When dual-rail inputs
slope of clock edges. The primary effect of slower cloc reCa\r{[a|iIr?l;:/Ie; cross}-clo;prl:nrgnicant:mp:r(:ve n0|she |mr\rl1vtijdn|ty [?31'
edges is to increasg,.., and tuqa, just as they increase ertain very usetul dynamic structures such as e, com-

Eators and dynamic programmable logic arrays (PLA’s) are

setup time in latch-based systems. The appropriate values R ) ) . .
be determined by simulating precharge and hold times wi %erently nonmonotonic and are conventionally built for high

slowest clock edges. Another effect of slow clock edges %erormance using self-timed clocks to signal completion.

that the delay through a domino gate depends on both t e self-timed clocks can be combined with skew-tolerant
omino by locally producing a self-timed completion signal

clock and data inputs. A thorough timing analyzer should take clock the gate after nonmonotonic inputs have settled
both inputs into account. Circuits will operate fastest Whetﬁ) o g ) P ;
fficiently. For example, Fig. 15 shows a dynami@r-NOR

sufficient time is borrowed into each phase that the clock h . . S X
P A integrated into a skew-tolerant pipeline. TAd plane is

fully risen before the data arrives. illustrated evaluating during2 and adjacent logic can evaluate
in the same or nearby phases. The latest inptd the AND
VIIL. PIPELINING |SSUES plane is used by a dummy row to produce a self-timed clock

Domino circuits do not operate in isolation. In this sectiorprelk for the or plane that rises aftexND plane outputy has
we examine the interface from static to domino circuits, fromettled. Notice how the falling edge ofclk is not delayed so
domino to static circuits, and between skew-tolerant and setirat wheny precharges high ther plane will not be corrupted.
timed dynamic gates. The outputz of the OR plane is then indistinguishable from

As mentioned earlier, clock skew must be budgeted in patasy other dynamic output and can be used in subsequent
crossing from static to domino to guarantee that the static resskew-tolerant domino logic.
is stable before the first domino gate evaluates. Furthermore,
the static result must remain stable as long as the domino
gate is in evaluation. This can be guaranteed by latching the
result with a transparent latch at the end of the static logic. To evaluate the performance benefits of skew-tolerant
Alternatively, the dynamic gate pulldown stack can be pulsetbmino in the context of high-speed microprocessors, we

For simplicity, the analysis so far has neglected the fini

IX. SIMULATION RESULTS
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Fig. 17. ALU self-bypass path (skew-tolerant domino). Domino circuits are increasingly popular because they offer

a significant performance boost over static gates. We have seen
compared two 64-b adder self-bypass paths, one construatest textbook domino clocking methods on high-frequency
using textbook domino with latches and the other using foughips lose much of their benefit to clocking overhead. Design-
phase skew-tolerant domino, as shown in Figs. 16 and 17. Td1& have realized that overlapping domino clocks can be used
paths were simulated in the HP14 Quft three-metal processto guarantee that data ripples through domino gates as soon
with an FO4 delay of 138 ps under nominal process parametgesit arrives, even if clocks are skewed. Eliminating latches
at 3.3V, 25C. We assume a microarchitecture and floorpladuces the latency of the critical path and allows time bor-
similar to the dual integer arithmetic logic units (ALU’s) ofrowing. As cycle time decreases relative to intrinsic gate speed
the DEC Alpha 21164 [10]. The adder involves two levelgnd process variations become larger, time borrowing becomes
of carry selection implemented with dual-rail domino logicerucial to balance the pipeline and average delay variations
We assumed contacted diffusion parasitics on each transis{gfoss longer paths. In summary, overlapping domino clocks
source/drain and worst-case capacitance on long signal lingsvides many of the performance advantages of self-timed
but did not model smaller wire parasitics. logic while maintaining the simplicity of synchronous design.

As shown in Fig. 18, the textbook path has a latency of 13.0Most of the overlapping domino clock techniques used so
FO4 delays (1.80 ns), but a cycle time of 16.6 FO4 delaygr have beerad hoc or proprietary. We provide a frame-
because the first half-cycle has more logic than the secopgrk for understanding essential domino timing constraints
This cycle time bloating is a common problem in ALU desigRnd a systematic methodology for taking advantage of the
and is often solved in practice either by moving the latch igleas. Two-phase skew-tolerant domino is similar to textbook
to the middle of the adder path or stretching the first clocfomino design, yet offers modest amounts of skew immunity.
phase. The former choice is costly because the bisection wigtur-phase skew-tolerant domino requires additional locally
of the circuit is greater within a carry-select adder so moggenerated clocks but allows large amounts of skew and time
latches are required. The later choice is ahhocsolution porrowing. Even more phases can be easily generated by
with an effect similar to that systematically achieved witijelaying the precharge signals to domino gates. We therefore
skew-tolerant domino. recommend four-phase or systematically delayed precharge

The skew-tolerant path improves the latency because latcliggw-tolerant domino for high-speed chips. Simulations con-
are replaced with fast inverters. Cycle time equals latengym that skew-tolerant domino improves the performance of
because a modest amount of time borrowing is used to balaRgeALU self-bypass path in a fast superscalar microprocessor
the pipeline. The skew-tolerant waveforms are designed wigly at least 25% over a textbook domino design.

t, = 5.2 FO4 delays and. = 6.7 in order to accommo-
date tprech = 4.2 and toew-local = 1. According to (6), ACKNOWLEDGMENT
tskew-global + thorrow = 3.7. IN the actual circuit, we observed ) )

a global skew tolerance of 2.5 FO4 delays because some of "€ authors thank 1. McClatchie, H. Partovi, and T.
the overlap was used for intentional time borrowing. Williams for many suggestions and improvements.
When a skew of one FO4 delay is introduced, the textbook
latency increases to 15.0 FO4 delays because skew must be
budgeted in both half-cycles. The skew-tolerant latency ang] p. Gronowski and B. Bowhill, “Dynamic logic and latches—Part II,” in
cycle time are unaffected. Overall, the skew-tolerant design Proc. VLSI Circuits Workshop (VLSI Sympljine 1996. o
is at least 25% faster than the textbook design, achieving' iy s (e 3 Seiamte oy oo S

600-MHz simulated operation. June 1982.
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