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SLOW WAVES ARE A PROMINENT FEATURE OF NON-
RAPID EYE MOVEMENT (NREM) SLEEP THAT CAN BE 
OBSERVED IN THE ELECTROENCEPHALOGRAM (EEG) 
and local field potentials (LFP). Slow-wave activity (SWA, EEG 
power 0.5-4.0 Hz) provides a reliable indicator of sleep need, 
as it increases as a function of prior waking and declines during 
sleep.1-3 Although the homeostatic regulation of SWA is sugges-
tive of a restorative function of sleep, the underlying mechanisms 
remain unknown.

Different mechanisms can be conceived that might lead to a 
progressive decline in SWA during sleep, such as an increase in 
the level of arousal-promoting neuromodulators or a reduction 
of accumulated metabolites (e.g., adenosine). A recent proposal 
suggests that the level of SWA may reflect the strength of corti-
cocortical synapses and that a progressive reduction in synaptic 
strength during sleep would be associated with a corresponding 
decrease in SWA.4, 5 Mechanistically, stronger cortical connec-
tions would produce stronger network synchronization and thus 
a higher level of SWA, whereas weaker connections would re-
duce network synchronization and thereby SWA. Connections 
would become. on average, stronger at the end of a waking day 
due to synaptic potentiation associated with learning and would 

weaken during sleep due to sleep-dependent synaptic depression, 
as suggested by molecular and other evidence.4, 5 Supporting the 
hypothesis, procedures associated with synaptic potentiation and 
depression in local cortical areas lead to corresponding changes in 
sleep SWA. For example, sleep SWA increases over right parietal 
cortex after a visuomotor learning task6 and decreases over the 
right sensorimotor cortex after immobilization of the left arm.7

In this paper, we employed a large-scale computer model of 
the cat thalamocortical system to investigate in detail the relation-
ship between synaptic strength and SWA. The model incorporates 
key aspects of the neuroanatomic organization of visual thala-
mocortical circuits, including more than 65,000 integrate-and-fire 
neurons organized into multiple cortical, thalamic, and reticular 
areas, and produces physiologically realistic sleep activity pat-
terns.8 Specifically, due to the interaction between several intrin-
sic and synaptic currents, simulated neurons undergo slow oscil-
lations at around 1 Hz between depolarized periods of activity 
(up states) and hyperpolarized periods of silence (down states), as 
observed in intracellular recordings in vivo.9, 10 These single-cell 
oscillations are synchronized by corticocortical connections and 
produce realistic slow waves in the calculated LFP.

On the basis of this model, we examined the dynamics of single-
cell oscillations, cortical synchronization, and LFP slow waves 
under conditions with a high or low strength of corticocortical 
connections. We show here that a reduction in cortical synaptic 
strength leads to a decrease in sleep SWA, a decreased incidence 
of large-amplitude slow waves, a decrease in their slope, and an 
increase in the number of multipeak waves. In 2 companion pa-
pers, we tested the predictions of the model by examining how 
slow waves change between early-sleep and late-sleep conditions 
using LFP recordings in rats11 and high-density EEG recordings 
in humans.12
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METHODS

Large-Scale Thalamocortical Model of NREM Sleep

The large-scale model used here is described in detail in a pre-
viously published paper.8 In what follows, we briefly describe the 
principles used to construct and scale the simulated cortical and tha-
lamic regions, the layout of the various connection pathways within 
and among these regions, and the implementation of cellular and 
synaptic properties. We then describe the sources of spontaneous 
activity and the procedures for the collection and analysis of data. In 
previous work, we demonstrated that this model is able to produce 
realistic slow waves and provided a detailed analysis of the role that 
the various model components play in slow-wave generation.8

Regional Organization

Primary Cortical Area

The model (Figure 1) is organized in regions and pathways 
comprising a primary and a secondary area of visual cortex, 2 cor-
responding regions of the dorsal thalamus, and 2 regions of the re-
ticular thalamic nucleus. The primary visual area (Vp) represents 
a restricted portion of cat striate cortex (area 17) and contains 
units with small receptive fields that are selective for oriented seg-
ments. The simulated cortex is divided into 3 layers with different 
patterns of afferent, efferent, and local connectivity correspond-
ing to supragranular layers (L2-3), infragranular layers (L5-6), 
and layer 4 (L4).

The model area Vp corresponds to approximately 0.8 cm2 of 
striate cortical surface and spans a monocular patch of 8×8 de-
grees in the parafoveal visual field. Each topographic location 
(topographic element) in the model cortex is considered to cor-
respond to a cortical column, which is represented by 9 model 
neurons (2 excitatory and 1 inhibitory for each of the 3 layers). 
The topographic elements in Vp are organized in maps of 40×40 
elements and are orientation selective. Orientation selectivity is 
achieved via the convergence of afferents from an oriented rect-
angular region in Tp onto individual cortical cells in L4 and L5-6. 
The subdivision of the modeled cortical areas in elements span-
ning all layers reflects the developmental, anatomic, and physi-
ologic evidence for a basic columnar organization of neocortex.13

 Secondary Cortical Area

The secondary visual area (Vs) corresponds to an extrastriate 
area located along the ventral occipitotemporal pathway. In the 
model, Vs is based on some general properties associated with ex-
trastriate areas (e.g., an enlargement of receptive fields) and with 
termination patterns of “forward” and “backward” corticocortical 
projections.14, 15 Vs contains neurons that are selective for vertical 
lines, horizontal lines, or line crossings, organized in a coarse topo-
graphic map. For each of its 3 selectivities, Vs has a map of 30×30 
elements (for a total of 24,300 model neurons), as compared to the 
40×40 (totalling 28,800 model neurons) elements in Vp.

Thalamic Sectors

Each element of the dorsal thalamus (Tp) contains 2 modeled 
neurons that correspond respectively to an X-relay cell and to an 

inhibitory interneuron. For simplicity of implementation, only the 
ON portion of thalamic receptive fields is modeled. The second-
ary thalamic map (Ts) has 30×30 elements, and its visuotopic ar-
rangement has a much lower spatial resolution than Tp (40×40). 
Two sectors of the reticular nucleus, primary perigeniculate (Rp) 
and secondary higher-order (Rs), are modeled, respectively, as a 
40×40 and a 30×30 map of inhibitory neurons.

Connectivity

In constructing the model, special emphasis was put on the in-
corporation of realistic network properties, such as the spread and 
relative proportions of the various sets of connections composing 
the intraregional and interregional thalamocortical circuitry. Con-
tacts from individual arbors in the target area are made probabilisti-
cally according to Gaussian spatial density profiles. The propor-
tion of synapses from different sources was used as a constraint 
in the parameterization of the various density profiles, as detailed 
in Table 1 of Hill and Tononi.8 The ratio of excitatory/inhibitory 
(~80%/20%) synapses observed in vivo is maintained in the distri-
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Figure 1—Schematic of the thalamocortical model with, on the left, 
a primary thalamocortical circuit including a 3-layered primary vi-
sual cortical area (Vp), thalamic reticular nucleus (Rp), and dorsal 
thalamus (Tp) and, on the right, a secondary visual area, Vs, with its 
associated thalamic sectors Rs and Ts. Visual inputs (left), including 
spontaneous random optic nerve firing, excite inhibitory (black) and 
excitatory (white) neurons in Tp. (1) Thalamocortical loops: excitato-
ry Tp and Ts neurons project to L4 (corresponding to cortical layer 4), 
to infragranular layer L5-6 cortical neurons and, via collaterals, to Rp 
and Rs. (2) Reticular nucleus networks: Rp and Rs neurons are part of 
a dense inhibitory network that sends diffuse inhibitory projections to 
thalamocortical neurons in Tp and Ts. (3) Cortical interlaminar (verti-
cal) loops: columnar projections are made from L4 to supragranular 
L2-3, from L2-3 to L5-6, and from L5-6 back to L4 and L2-3. (4) 
Cortical intralaminar (horizontal) connections: each layer contains ex-
citatory projections (shown only for L2-3 in Vp) forming connections 
between patches of cells with similar response selectivity (for hori-
zontal or vertical bars). (5) Interareal corticocortical loops: forward 
projections from L2-3 of Vp to L4 of Vs; backward projections from 
L5-6 of Vs to L2-3 of Vp. (6) Excitatory projections from L5-6 to 
thalamocortical neurons in Ts. (7) Diffuse neuromodulatory (cholin-
ergic, noradrenergic, serotonergic, etc) systems project throughout the 
entire thalamocortical network. Not drawn to scale.
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bution of model connections. Books by Sherman and Guillery16 and 
White and Keller17 were particularly helpful in the development of 
this model. The model included a variety of excitatory cortical con-
nections, including interlaminar connections that couple neurons 
vertically through the cortical depth, intralaminar connections that 
horizontally connected neurons with similar orientation preference, 
and feedforward and feedback interareal connections connecting Vp 
and Vs. Intralaminar GABAergic connections provided inhibition 
in the local cortical area. Cortex and the thalamic and reticular areas 
were connected by a variety of corticothalamic and thalamocortical 
connections. Connections within thalamus delivered local excita-
tion and inhibition, and connections from the reticular nucleus to 
the thalamus provided a strong inhibition to thalamic neurons.

Transmission of signals within and across cortical areas occurs 
through several successive stages, including axonal conduction, 
synaptic delays, and postsynaptic potential generation. Each of 
these stages is associated with delays in the transmission of a sig-
nal, which were taken into account when establishing transmis-
sion delays between specific cortical populations, as described in 
Table 1 of Hill and Tononi.8

Model Neurons

Both excitatory and inhibitory neurons are modeled as single-
compartment spiking neurons incorporating Hodgkin−Huxley-
style currents. In order to model the contributions of key intrinsic 
currents, while preserving the computational efficiency of inte-
grate-and-fire neurons that is necessary when computing a large-
scale network, we devised a simplification of the fast spiking 
currents (INa and IK). Model neurons thus behave like a hybrid 
between traditional integrate-and-fire neurons and full-fledged 
Hodgkin-Huxley neurons.

The change in subthreshold membrane potential V for each neu-
ron is as follows:

dV
dt

� (�gNaL (V � ENa ) � gKL (V � EK ) � Isyn � Iint ) /�m  , 

 
where the conductances and reversal potentials for the sodium leak 
(gNaL = 0.2; ENa = 30 mV) and potassium leak (gKL = 1.95; EK = -90 
mV) are the primary determinants of the resting membrane potential. 
Conductance units are dimensionless due to the fact that the neurons 
do not have a defined area or volume. The membrane time constants, 
τm, were consistent with experimental data for excitatory and inhibi-
tory cells (see Table 2 of Hill and Tononi8). Two main categories of 
input currents contribute to the membrane potential: synaptic input 
(Isyn) and intrinsic currents (Iint), which are described below.

When the membrane potential V exceeded a threshold, a spike 
was generated. The fast sodium and potassium currents were 
modeled as pulses of current, which greatly reduced their compu-
tational requirements. The cells were considered to enter a refrac-
tory period following each spike.

Synaptic Channels

The synaptic input, Isyn, is the sum of all synaptic channel cur-
rents:

Isyn � g j
( i)(V � E j )

ij
�

Simulated synaptic channels provide voltage-dependent (NMDA-
like) and voltage-independent (AMPA-like) excitation, as well as 
fast (GABAA-like) and slow (GABAB-like) inhibition. The con-
ductance g, for each afferent i, on each channel j, specifies the 
amplitude and time course of the postsynaptic potentials (PSPs). 
The reversal potential for each channel Ej, determines whether a 
current is inhibitory or excitatory.

Short-Term Synaptic Depression

There is substantial evidence that the rapid plasticity of excit-
atory and inhibitory synaptic responses is dominated by short-
term depression and caused by the depletion of presynaptic pools 
of readily releasable neurotransmitter vesicles.18 In the model, 
short-term depression of both excitatory and inhibitory connec-
tions was based on a simple vesicle pool model.19 Short-term syn-
aptic depression was modeled by scaling the peak conductance of 
a given synaptic channel by the size of the corresponding presyn-
aptic pool of synaptic “vesicles,” which depleted with neuronal 
firing and recovered with time. 

Intrinsic Ion Channel Properties of Thalamic and Cortical Neurons

Ion channel currents influence intrinsic firing properties of 
thalamic and cortical neurons, and are modeled by incorporat-
ing Hodgkin−Huxley-style currents into the single-compart-
ment model described above. The specific equations, models, 
and distributions of the channels are described elsewhere.8 Ih 
is a noninactivating hyperpolarization-activated cation current 
that underlies a depolarizing “pacemaker” potential observed 
in many cells throughout the brain, including the thalamus and 
the cortex.20, 21 IT is a low-threshold fast-activating calcium cur-
rent that underlies the generation of bursts in the thalamus and 
reticular nucleus.21, 22 Persistent sodium current INa(p) activates 
quickly near the resting potential and is considered persistent 
because it inactivates very slowly (on the order of seconds). A 
Na+ or Ca2+-activated K+ current appears to play an important 
role in the termination of the depolarized phase of the slow os-
cillation. This current was modeled as a depolarization activated 
potassium current, IDK

23, 24.

Influence of Diffuse Neuromodulatory Systems

Under physiologic conditions, ascending neuromodulatory 
projections modulate the mode of firing in the thalamocortical 
system. Ascending neuromodulatory projections from several 
brainstem nuclei and the basal forebrain activate cholinergic, no-
radrenergic, serotonergic, histaminergic, and glutamatergic me-
tabotropic receptors. These receptors modulate various cellular 
conductances that influence the overall level of depolarization on 
which the sleep-wake cycle critically depends.25 The various ac-
tions of neuromodulators are modeled as simultaneous changes of 
the conductances for IKL, Ih, IDK, INa(p) and AMPA synapses of the 
cortex, thalamus, and reticular nucleus.

Spontaneous Activity: Optic Nerve Firing and Minis

The primary source of noise in the model was random spon-
taneous optic tract firing (45 spikes/s) modeled as 1600 separate 
Poisson processes connected to Tp. This random activity perco-
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lated throughout the network, producing irregular spontaneous 
activity in all layers of the model.

In addition, we modeled “minis,” the spontaneous release of 
neurotransmitter quanta,26 as low-amplitude PSPs (mean = 0.5 ± 
0.25 mV), consistent with experimental observations.27 The mean 
frequency of these Poisson-distributed synaptic minis was set to 2 
Hz (total for an individual cell).

Data Gathering and Analysis

Membrane potentials and synaptic currents were recorded for 
all units during 60 seconds at 1-KHz sampling for each condition, 
starting from identical initial conditions. The LFP depth record-
ing is believed to primarily reflect a summation of local post-
synaptic currents in pyramidal cells according to the equation:

Vext �
Re

4
I j

rjj
�

where Vext is the extracellular potential, Re (230 Ωcm) is the ex-
tracellular resistivity, Ij is the postsynaptic current, and rj is the 
distance from synaptic activity Ij to the recording site.28 For all 
cells, we set rj to the mean distance between all neurons and the 
center of the network (0.35 cm) so as not to bias the recording 
toward specific cells. The activity in the network (Figure 2A-C) 
was reflected by this LFP recording (Figure 2D) with opposite 
polarity, such that a negative deflection in the LFP reflected a pe-
riod of depolarization in the network. It should be noted that the 
LFP was smaller in amplitude than typical in vivo recordings due 
to the sparse representation of neurons in the model. The EEG is 
believed to reflect the summation of postsynaptic currents in cor-
tical pyramidal cells but with reversed polarity.29 An approximate 
EEG was therefore derived by summing the postsynaptic currents 
in all cortical excitatory cells in primary visual cortex and revers-
ing the resulting signal’s polarity (Figure 2E). Both the LFP (Fig-
ure 2D) and EEG (Figure 2E) were band-pass filtered (0.5-30 Hz, 
stopband edge frequencies 0.1-80 Hz, stopband minimal attenua-
tion 10 dB) using Chebyshev Type II filter design.

Detection of individual slow waves was performed on the signal 
after subtracting the mean value of the signal (to center the signal 
around zero) and band-pass filtering (0.5-2 Hz, stopband edge fre-
quencies 0.1-10 Hz, stopband minimal attenuation 10 dB) using 
Chebyshev Type II filter design. The filter settings were optimized 
visually based on the shape of the spectrum to achieve the best 
resolution in terms of wave shape, with the least contamination 
by fast activity. LFP slow waves were defined as positive deflec-
tions of the signal between 2 consecutive negative-going peaks 
below the zero-crossing (detections based on zero crossings gave 
similar results). Subsequently, peak-to-peak amplitude (measured 
from the largest magnitude negative peak to the positive peak), 
wave slopes for the first wave segment (linear slope from the first 
negative peak to the positive peak), and second-wave segment 
(linear slope from the positive peak to the second negative peak), 
instantaneous wave slope at the steepest point of the first and sec-
ond wave segment, and the number of positive peaks between 2 
consecutive zero crossings were computed for all individual, fil-
tered waves. The software package MATLAB (The Math Works, 
Inc., Natick, MA) was used for signal and data analysis.

To measure network synchronization at slow-wave frequen-
cies, recordings of membrane potentials had spikes cropped at -53 

mV and were band-pass filtered (0.5-2 Hz, stopband edge fre-
quencies 0.1-10 Hz, stopband minimal attenuation 10 dB) using 
Chebyshev Type II filter design. Phase angle was then calculated 
by defining, for each cell’s filtered membrane potential, x(t), an 
analytic signal Zx(t) = x(t) + i x̃(t) = A(t)eiΦ(t), where Φ(t) is the 
signal phase and x̃(t) is the Hilbert transform of x(t)30 

x̃(t) � 1


P.V . x(�)
t � �

d�
��

�


(P.V. means the integral is taken in the sense of the Cauchy prin-
cipal value). A phase synchronization index for a population of 
neurons was calculated as 1 minus the circular variance of the cell 
phases31 according to the equation:

PSI(t) � 1
n

cos�(t)i
i�1

n

�
��

��
��

��

��
��

2

�
1
n

sin�(t)i
i�1

n

�
��

��
��

��

��
��

2

where PSI(t) is the phase synchronization index at time t, Φi(t) 
is the phase of cell i at time t, and n is the number of neurons. 
This produces a phase synchronization index ranging from 0 to 1, 
with 0 indicating no phase synchronization and 1 indicating per-
fect phase synchronization. To test for possible confounds, this 
analysis was also performed without first clipping spikes, which 
produced similar results. 

To measure changes in activity during slow waves, each wave 
was divided into 11 equal-length sections before the wave peak 

฀-80 mV

฀-50 mV

20 mV

1 second

5 mV

A

B

C

D

E

50 nV

�
�
�
�

Figure 2—Signals recorded from the thalamocortical model during 
sleep. A. Intracellular-like recording of the membrane potential from 
a typical L5-6 excitatory cell. B. A plot of the membrane potentials 
of 80 excitatory L5-6 neurons. C. Average membrane potential in 
L5-6. D. Local field potential-like recording produced from synaptic 
currents of 1600 L5 excitatory cells. E. electroencephalogram-like 
recording of the average synaptic current produced from all excit-
atory cells from primary visual cortex, Vp.
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and 11 equal-length sections after the wave peak. For the 21 time 
points between these sections, we examined how each cell’s av-
erage membrane potential during the previous section changed, 
compared with the cell’s average membrane potential during the 
subsequent section. If a cell’s average membrane potential changed 
from below -65 mV to above -65 mV, it was considered to be re-
cruited, whereas if it changed from above -70 mV to below -70 mV, 
it was considered to be decruited. These thresholds were chosen 
based on the bimodal distribution of neural membrane potentials. 
Thus, recruitment was used as a measure of cells entering the active 
up state, whereas decruitment was a measure of cells entering the 
silent down state during a given slow wave. For each time segment, 
the average LFP was also calculated. LFP slope across each time 
point was then calculated as the difference between these average 
values divided by the length of the corresponding time segment.

Small-Scale Model of Coupled Oscillators

To demonstrate the effect of decreasing coupling strength on 
synchronization, we simulated activity in a small-scale model un-
der conditions of decreasing synaptic strength. The model con-
sisted of 50 single-compartment, intrinsically oscillating neurons 
incorporating voltage-dependent currents described according to 
Hodgkin-Huxley kinetics32

Cm
dV
dt

� �gL (V � EL ) � I int � I syn

with membrane capacitance, Cm = 1 µF/cm2, leak conductance, 
gL = 0.03 mS/cm2, leak reversal potential, EL = -80 mV, Iint repre-
senting intrinsic currents, and Isyn representing synaptic current. 
Each neuron was simulated with a surface area of 1000 µm2.

Intrinsic currents included fast sodium current and fast potas-
sium current, described in Hodgkin and Huxley.32 Two additional 
intrinsic currents were created to produce an approximately 1-Hz 
oscillation in the neurons, Idep, which was depolarizing from rest, 
and Ihyp, which was hyperpolarizing from rest. For Idep and Ihyp, the 
current was modeled as I=gmh(V−E), where the conductance was 
g=15.0 mS/cm2 and the steady states values of the gating vari-
ables m and h were m∞(V)=1/(1+exp((−65−V)/5)) and h∞(V)=1/
(1+exp((65+V)/5)). For Idep, 

dm
dt

� (m�(V ) � m) /10 , dh
dt

� (m�(V ) � m) /� cycle

and the reversal potential was E = -40 mV. For Ihyp, 

dm
dt

� (m�(V ) � m) /� cycle , dh
dt

� (m�(V ) � m) /10

and the reversal potential was E = -85 mV. The cycle time con-
stant, τcycle was randomly set for each cell between 400 and 600 
milliseconds, which produced membrane potential oscillations 
of approximately 0.8 to 1.2 Hz. Synaptic currents were modeled 
as AMPA-like currents, using equations previously described.8 
Baseline synaptic conductance was set to 0.064 mS/cm2 so as to 
produce oscillations in the average membrane potential compa-
rable to those we observed in the large-scale model.

The 50 cells were arranged in a 1-dimensional circular array 
(such that the right side and left side of the array connected to 

each other). Each cell connected to the 5 nearest cells to either 
side. Simulations were performed using this small-scale model 
with synaptic strength set to 100%, 25%, 6.25%, and 1.56% of 
baseline levels.

RESULTS

It is well known that the synchronization of coupled oscillators is 
heavily influenced by the strength of the coupling.33 Thus, in prin-
ciple, one should expect that the synchrony of neurons oscillating 
in a network should decrease with reduced synaptic strength. In-
deed, in a network of 50 intrinsically oscillating Hodgkin-Huxley 
neurons,32 we found that network synchronization decreased with 
reduced synaptic strength (Figure 3). However, a more realistic, 
large-scale model such as the one described above, is needed to 
examine in detail how a decrease in synaptic strength affects the 
generation of cortical slow waves at multiple levels, from ionic 
mechanisms to network synchronization and LFP dynamics. To 
this end, we used the large-scale model described in the Methods 
in 2 conditions. The model (Figure 1) was first run to simulate 
sleep with synaptic strength sufficient to produce clearly defined 
intracellular slow oscillations for the high-synaptic-strength con-
dition (Figure 2). These synchronized oscillations appear in the 
LFP as high-amplitude slow waves. To model the possible effects 
of synaptic downscaling, the strength of excitatory intralaminar, 
interlaminar, and corticocortical connections was scaled down to 
85% of the baseline value for the low-synaptic-strength condi-
tion. Specifically, gpeak in the channel conductance equation was 
reduced to 85% of its value in the high-synaptic-strength condi-
tion, leading to a proportional reduction of postsynaptic currents 
to both excitatory and inhibitory targets. Other than the change in 
synaptic strength, these 2 simulations began with identical initial 
conditions (i.e., the same initial membrane potentials and channel 
conductances in all cells) and used all the same model parameters 
and connections. Runs in both conditions were performed for 45 
seconds of simulated time, which provided the dataset analyzed 
below. Our results did not change in any substantial way when 
simulations were performed using different random-number 
seeds to produce other sets of network connections and initial 
conditions. Furthermore, using a range of connection strength 
values (i.e., 80%-90% of the high-synaptic-strength condition) 
for the low-synaptic-strength condition produced results similar 
to those presented here.

SWA and Network Synchronization Decrease with Reduced 
Synaptic Strength

In the high-synaptic-strength condition, the model neurons 
exhibited periods of asynchronous activity as well as frequent, 
clearly defined, and well-synchronized up and down states of the 
slow oscillation, reflected as high-amplitude waves in the LFP 
(Figure 4A,C). By contrast, in the low-synaptic-strength condi-
tion, the model neurons exhibited a decreased number of clearly 
defined high-amplitude slow oscillations, visible in the LFP as a 
marked decrease in the amplitude and regularity of oscillatory 
activity (Figure 4B,D). The autocorrelation of the LFPs (Figure 
4E) showed that the network activity was more synchronized in 
the high-synaptic-strength condition than in the low-synaptic-
strength condition (the peak of the autocorrelation in the low-syn-
aptic-strength condition was 60% of the peak in the high-synap-
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tic-strength condition).
To investigate the effects of decreased synaptic strength on 

SWA, we subdivided the LFP into 11 four-second epochs and 
computed their power spectra. There was a marked decrease in 
SWA (Figure 5) in the low-synaptic-strength condition compared 
with the high-synaptic-strength condition. Specifically, the peak in 
the power spectra declined from 0.410 ± 0.279 nV2/.25 Hz (mean 
± SD) in the high-synaptic-strength condition to 0.085 ± 0.098 
nV2/.25 Hz in the low-synaptic-strength condition. (P < 0.05, un-
paired t-test, n = 11,11). To statistically analyze the peak frequen-
cy in these power spectra, we excluded epochs that contributed 
little to the power of the peaks (those with maximum power less 
than one third of the size of the peak in the respective power spec-
trum) and determined the frequency of the peak power in each of 
the remaining epochs. We found that the average peak frequency 
in these epochs shifted from 1.00 ± 0.00 Hz in the high-synaptic-
strength condition to 0.85 ± 0.09 Hz in the low-synaptic-strength 
condition (P< 0.05, unpaired t-test, n = 8,7).

Slow Wave Morphology Changes as a Function of Synaptic 
Strength

We then examined how individual slow waves changed as a 
function of synaptic strength by measuring their amplitude, their 
slope, and the number of multipeak waves. In order to compare 
these 3 parameters with those measured in companion physiolog-
ic experiments performed in rats11 and humans,12 the simulated 
LFP was low-pass filtered and the component waves were ex-
tracted using techniques similar to those in the companion papers 
(see Methods and Figure 4F). This was performed for both the 
high- and low-synaptic-strength conditions (Figure 4). The total 
number of waves extracted was slightly greater in the low-syn-
aptic-strength condition (number of waves in a 45-second time 
span: high = 44, low = 53).

Reduced Synaptic Strength Leads to a Decrease in the Incidence 
of Slow Waves with High Amplitude

The reduction in synaptic strength was associated with a 
decrease in the incidence of waves with high amplitude and an 
increase in the incidence of waves with low amplitude (Figure 
6A). The peak amplitude shifted from 58.12 ± 22.51 nV for the 
high-synaptic-strength condition to 25.10 ± 16.04 nV for the low-
synaptic-strength condition (P < 0.001, unpaired t-test, n = 44, 
53).

Reduced Synaptic Strength Leads to a Decrease in the Slope of 
the Slow Waves 

This decrease in amplitude was accompanied by a decrease 
in the slope of the first and second segment of the slow waves 
(Figure 6B). The mean slope of the first segment decreased sig-
nificantly (P < 0.001, unpaired t-test, n = 44, 53) from 127.69 ± 
57.73 nV/second in the high-synaptic-strength condition to 57.68 
± 29.34 nV/second in the low-synaptic-strength condition. The 
mean second-segment slope decreased in magnitude significantly 
(P < 0.001, unpaired t-test, n = 44, 53) from -96.46 ± 39.35 nV/
second in the high-synaptic-strength condition to -51.41 ± 28.49 
nV/second in the low-synaptic-strength condition.

When we measured the maximum instantaneous slope (Figure 
6C), we found that the average maximum slope of the first seg-
ment decreased significantly from 217.50 ± 107.17 nV/second in 
the high-synaptic-strength condition to 118.06 ± 60.78 nV/second 
in the low-synaptic-strength condition (P < 0.001, unpaired t-test, 
n = 44, 53). The average maximum slope of the second segment 
decreased in magnitude significantly from -176.71 ± 58.50 nV/
second in the high-synaptic-strength condition to -110.29 ± 41.48 
nV/second in the low-synaptic-strength condition (P < 0.001, un-
paired t-test, n = 44, 53).

Reduced Synaptic Strength Leads to an Increase in the Number of 
Multipeak Waves

As the wave amplitude and slopes decreased, the emergence of 
multipeak waves became increasingly pronounced (Figure 6D). 
The number of peaks ranged from 1 to 5 per wave. The percent-
age of waves with multiple peaks increased from 25.0% for the 
high-synaptic-strength condition to 35.8% for the low-synaptic-
strength condition.
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Figure 3—Fifty intrinsically oscillating neurons were simulated 
for 10 s under 4 conditions with different synaptic strengths (shown 
in order of decreasing synaptic strength from top to bottom). Left, 
phase angle relative to the signals average phase, calculated using 
the Hilbert transform (see Methods). Synchronization between neu-
rons can be seen to decline with decreasing synaptic strength. Spe-
cifically, the phase synchronization index was 0.885 ± 0.074, 0.383 ± 
0.139, 0.154 ± 0.078, and 0.113 ± 0.057 for the 4 decreasing synaptic 
strength conditions. A 1-way analysis of variance revealed a signifi-
cant effect of synaptic strength on the phase synchronization index 
(F3,39996 = 147555.87, P < 0.001). Middle, population average mem-
brane potential. Note that spikes occurred in all cases but may not be 
evident due to averaging. Right, power spectrum (0-10 Hz).
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Mechanisms Responsible for the Changes in Slow Waves 
Associated with Decreased Synaptic Strength

To examine the cellular mechanisms responsible for the chang-
es in the LFP associated with decreased synaptic strength, we 
examined the intracellular membrane potential and firing rates 
of 1600 excitatory neurons from L5 to L6. These measures were 
chosen to provide insight into the neuronal activity underlying the 
generation of the synaptic currents collectively recorded in the 
LFP. Throughout the slow wave, activity extending through the 
column (including supragranular L2-3 and L4) was similar to that 
observed in L5-6 (Figure 7A).

A Decreased Incidence of Slow Waves with High Amplitude is the 
Result of Reduced Single-Cell Membrane Potential Oscillations 
and Decreased Network Synchronization

In concert with the slow wave observed at the network level, 
at the cellular level individual neurons undergo alternating silent 
periods of hyperpolarization and active periods of depolarization 
(Figure 2). The level of postsynaptic currents, and thus the am-
plitude of the slow waves observed in the LFP (Figure 7B), is de-
termined by this underlying neuronal activity. To understand how 
this neuronal activity changes under conditions of low synaptic 
strength, we measured the amplitude and synchrony of single-cell 
membrane-potential oscillations as well as the number of cells 
recruited in each slow wave. In a perfectly synchronous network, 

reducing the amplitude of the membrane potential oscillations in 
each cell will decrease the average level of firing in the network. 
On the other hand, if the amplitude of single-cell oscillations is 
held fixed, then decreasing the synchrony of the network will re-
sult in more cells with oscillations that are out of phase with each 
other (i.e., some cells are in the up state while other cells are in 
the down state). The activity of cells in opposite phases of the 
slow oscillation will cancel each other out, resulting in a reduc-
tion of the slow-wave amplitude. We found that the amplitude of 
single-cell oscillations decreased and that the single-cell oscilla-
tions were more out of phase with one another under conditions 
of low synaptic strength. Specifically, decreased synaptic strength 
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Figure 4—The local field potential (LFP) of activity recorded from a large scale model of the thalamocortical system under conditions of high (A,C) 
and low (B,D) synaptic strength. C and D depict individual slow-wave detections (thicker line segments) on the band-pass-filtered signal (0.5-2 Hz) 
for the high- and low-synaptic-strength conditions, respectively. It is clear that detected slow waves constitute most of the signal. The autocorrela-
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resulted in smaller excitatory postsynaptic potentials, leading to a 
reduced amplitude of single-cell membrane-potential oscillations 
(Figure 7C). For each cell, the amplitude of single-cell mem-
brane-potential oscillations was measured by first centering the 
single-cell membrane potential on the population mean. The aver-
age rectified value of the resulting mean-centered trace was used 
as the amplitude of each cell’s membrane potential oscillations. 
This measure of membrane-potential oscillation was significantly 
reduced in the low-synaptic-strength condition (5.64 ± 0.72 mV) 
compared with the high-synaptic-strength condition (6.05 ± 0.79 
mV) (P < 0.001, unpaired t-test, n = 1600, 1600).

The reduction in synaptic strength also resulted in reduced 
coupling between individual neurons and led to a reduction in 
the synchronization of single cell oscillations (Figure 7D,E). 
Specifically, the phase synchronization index, calculated for all 
time points in the 45-second period from each condition, had a 
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intracellular membrane potentials from a 40×40 array of neurons in 
each layer of primary visual cortical area. Membrane potentials are 
depicted for the beginning of the wave and the wave peak. Note how 
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the wave being measured. C. A typical intracellular recording from 
a neuron in L5-6. The decreased amplitude of single-cell membrane-
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brane potential from 80 L5-6 neurons. Note the decreased synchrony 
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significantly lower average value (P < 0.001; unpaired t-test) in 
the low-synaptic-strength condition (0.20 ± 0.11) than in the high-
synaptic-strength condition (0.34 ± 0.15).

The Decreased Slope of Slow Waves Resulted from a Reduced 
Rate of Neuronal Decruitment and Recruitment

Decreasing synaptic strength resulted in a lower level of de-
cruitment from the preceding depolarized wave phase. The rate at 
which cells were decruited was measured at 21 time points over 
the duration of each slow wave, as described in the Methods (Fig-
ure 8A). The average rate of decruitment was 5.51% ± 1.93% in 
the high-synaptic-strength condition and 4.52% ± 1.30% in the 
low-synaptic-strength condition (P < 0.001, unpaired t-test, n = 
44, 53). The rate of decruitment reflects the rate at which indi-
vidual cells leave the depolarized phase of the slow oscillation, 
become hyperpolarized, and stop firing. This suggests that higher 
rates of decruitment should lead to a steeper slope of the LFP 
when the network is entering a hyperpolarized state. Indeed, we 
found that, during the first segment of the slow wave, the rate 
of decruitment at each time point and the slope across the corre-
sponding time point were correlated (r = 0.38, P < 0.001). 

Decreasing synaptic strength in the model also resulted in a 
change in how cells are recruited during each slow wave (Figure 
8B). The average rate of recruitment was 5.88% ± 1.83% in the 
high-synaptic-strength condition and 4.71% ± 0.96% in the low-
synaptic-strength condition (P < 0.001, unpaired t-test, n = 44, 
53). The rate of recruitment is a direct reflection of the rate at 
which individual cells leave the hyperpolarized phase of the slow 
oscillation, become depolarized, and produce spikes. This sug-
gests that higher rates of recruitment should lead to a steeper slope 
of the LFP when the network is entering a depolarized state. In-
deed, we found that during the second segment of the slow wave, 
the rate of recruitment at each time point and the slope across the 
corresponding time point were correlated (r = 0.29, P<0.001).

Multiple Peaks in the Slow Waves Resulted from a Decreased 
Rate of Decruitment and Reduced Synchronization Leading to the 
Emergence of Local Clusters of Activity

Decreasing synaptic strength and the subsequent decrease in 
the rate of decruitment and reduction in network synchrony re-
sulted in the emergence of local clusters of activity. Due to their 
intrinsic neuronal currents, each column (modeled as a vertically 
oriented group of 9 neurons) has the propensity to enter the hyper-
polarized down state independently of other cells in the network. 
In the high-synaptic-strength condition, the increased coupling 
between neurons, with the subsequent high rate of decruitment 
and elevated network synchrony, meant that neurons across the 
network tended to enter the hyperpolarized down state in a single 
contiguous group. Thus, single groups of cells entering the down 
state were manifested in the LFP as single-peaked waves (Figure 
9, left). By contrast, the reduced rate of decruitment and lower 
network synchrony in the low-synaptic-strength condition meant 
that the population of neurons was more likely to fragment into 
multiple local clusters of activity. These local clusters of activ-
ity appeared in the LFP as waves with multiple peaks (Figure 9, 
right). As shown in Figure 6D, the number of these waves with 
more than 1 peak increased as synaptic strength declined.

Comparing the Effect on Slow Waves of Changes in Synaptic 
Strength and Arousal-Promoting Neuromodulators

In the model, the transition from wakefulness to sleep is medi-
ated by a decrease in the levels of arousal-promoting neuromodu-
lators, which produces a change in several intrinsic and synaptic 
conductances (see8 for details). To investigate how such changes 
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affect slow waves, we held synaptic strength constant at 100% 
of baseline levels and simulated sleep with increased levels of 
arousal-promoting neuromodulators. We defined the normal sleep 
and waking level of arousal-promoting neuromodulators as 0% 
and 100%, respectively. We then gradually increased the sleep 
level to 15%. This manipulation produced an LFP that visually 
resembles the one produced in the low-synaptic-strength condi-
tion (Figure 10A,B). Thus, an increase in the level of arousal-
promoting neuromodulators without changes in synaptic strength 
can, in principle, result in changes to slow waves that appear 

similar to those produced by a decrease in synaptic strength. To 
further investigate these changes, we then equated slow waves 
for amplitude (within 5 nV) between the low-synaptic-strength 
condition and the increased-neuromodulation condition (Figure 
10C) and compared the slopes of these wave pairs for 2 minutes 
of simulated data in each condition (Figure 10D). Note that we 
extended our low-synaptic-strength condition simulations to 2 
minutes for this comparison so that sufficient wave pairs would 
be generated (n = 133) to achieve sufficient statistical power. We 
found that, for waves of equal amplitude, the wave slope of the 
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Figure 9—The spatiotemporal distribution of activity and number of peaks in the local field potential (LFP). Right top, multipeak wave from the 
low-synaptic-strength condition. The grey bars (p1 and p2) mark 100 ms on either side of the first and second peak, respectively. Right middle, 
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first segment was significantly lower in the decreased synaptic 
strength condition (68.03 ± 33.23 nV/s) compared with the in-
creased neuromodulation condition (74.89 ± 34.89 nV/s; P < 0.01, 
paired t-test, n = 133). Similarly, for waves of equal amplitude, 
the wave slope of the first segment was also significantly lower 
in magnitude following a decrease in synaptic strength (-51.32 ± 
22.91 nV/s), compared to an increase in arousal-promoting neuro-
modulators (-58.45 ± 24.22 nV/s; P < 0.01, paired t-test, n = 133). 
Thus, reducing synaptic strength resulted in a larger decrease of 
wave slope from baseline levels than increasing arousal-promot-
ing neuromodulators.

Effects of Reducing the Synaptic Strength of Specific Cortical 
Connections

To examine whether changes to specific sets of synaptic con-
nections might produce different effects than decreasing the syn-
aptic strength of all excitatory corticocortical connections, we 
simulated 45 seconds of sleep with the following connection sets 
reduced to 85% of baseline levels: interlayer excitatory connec-
tions (Vertical 85%), intralayer excitatory connections (Horizon-
tal 85%), thalamocortical connections (Thalamocortical 85%), 
corticocortical excitatory and inhibitory connections (Exc and 
Inh 85%), and cortical inhibitory connections (Inh 85%). These 

conditions were compared with the high (All 100%) and low-syn-
aptic-strength (Exc 85%) conditions considered above. For each 
of these conditions, mean wave amplitude and standard devia-
tion are listed in Table 1. A 1-way analysis of variance revealed a 
significant difference between the conditions (F6,320 = 13.86, P < 
0.001). Compared with the All 100% condition, lower-amplitude 
waves occurred in the Horizontal 85% condition (P < 0.001, un-
paired t-test, n = 44, 48) and the Exc and Inh 85% condition (P < 
0.05, unpaired t-test, n = 44, 44), whereas waves were of higher 
amplitude in the Inh 85% condition (P < 0.05, unpaired t-test, n 
= 44, 48). For these conditions, we also examined wave-ampli-
tude distribution, wave slope, and the number of multipeak waves 
(Figure 11). A 1-way analysis of variance revealed a significant 
difference between the conditions in the first segment slope (F6,320 
= 11.97, P < 0.001). Compared with the All 100% condition, we 
found that the first-segment slope was significantly decreased in 
the Horizontal 85% condition (P < 0.001, unpaired t-test, n = 44, 
48). A 1-way analysis of variance also revealed a significant dif-
ference between the conditions in the second-segment slope (F6,320 
= 12.88, P < 0.001). Compared with the All 100% condition, we 
found that the second-segment slope was significantly decreased 
in the Horizontal 85% condition (P < 0.01, unpaired t-test, n = 44, 
48) and increased in the Inh 85% condition (P < 0.05, unpaired 
t-test, n = 44, 48). Thus, of the connection subsets we examined, 
wave parameters were changed most by a decrease in the strength 
of all excitatory cortical connections and showed a large change 
following a decrease in just the strength of intralayer excitatory 
connections. Decreasing the strength of inhibitory cortical con-
nections produced a change in wave parameters in the opposite 
direction of a change in excitatory cortical connections.

DISCUSSION

In this study, we used a large-scale model of the thalamocortical 
system to examine the influence of synaptic strength on SWA and 
slow-wave morphology. As shown previously, the model integrates 
detailed neuronal properties with thalamocortical anatomy, corre-
sponding to several square millimeters of visual cortex, to repro-
duce sleep activity patterns at multiple levels, from intracellular 
membrane potentials to LFPs.8 Simulations were performed using 
hybrid integrate-and-fire neurons with Hudgkin−Huxley-style32 
subthreshold dynamics. Due to the focus on investigating homeo-
static aspects of slow-wave regulation for our present purposes, 
no explicit provisions were made for investigating other aspects 
of sleep, such as sleep spindles. The results presented here dem-

Figure 10—A. The filtered (0.5-2 Hz) local field potential (LFP) 
of activity recorded under conditions of decreased synaptic strength 
(synaptic strength 85%, neuromodulation 0%). B. The filtered (0.5-2 
Hz) LFP of activity recorded under conditions of increased arousal 
promoting neuromodulation (synaptic strength 100%, neuromodula-
tion 15%). One hundred thirty-three wave pairs equated for ampli-
tude from the decreased synaptic strength and increased neuromodu-
lation conditions were compared for amplitude (C) and first- and 
second-wave segment slope (D).
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Table 1—Wave Amplitude with All Connections at 100% Strength 
and with Specific Sets of Connections at 85% Strength

Connection reduced in strength Wave amplitude  No.
All 100% 58.12 ± 22.51 44
Exc 85% 25.10 ± 16.04 53
Vertical 85% 50.42 ± 25.18 41
Horizontal 85% 36.94 ± 21.16 48
Thalamocortical 85% 53.15 ± 29.73 49
Exc and Inh 85% 48.72 ± 19.73 44
Inh 85% 70.62 ± 35.09 48

Data are expressed as mean ± SD. Exc refers to excitatory; Inh, in-
hibitory.
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onstrate that a reduction in the strength of excitatory corticocorti-
cal connections is sufficient to produce a marked decrease in sleep 
SWA. Moreover, the decrease in SWA is associated with charac-
teristic changes in several slow-wave parameters, including a de-
creased incidence of high-amplitude waves, a reduced slope of the 
waves, and an increased occurrence of multiple-wave peaks. The 
simulations also show that the effects of synaptic strength on these 
wave parameters are mediated by changes in the amplitude of sin-
gle-cell oscillations, in the dynamics of network synchronization, 
and in the rate of neuronal recruitment and decruitment.

As shown in Vyazovskiy et al, (this issue) 11 the most important 
determinant of power in the SWA band is the number of high-am-
plitude slow oscillations. According to the present simulations, 
the reduced incidence of high-amplitude waves in the low-syn-
aptic-strength condition was caused by 2 contributing factors: (1) 
a reduced amplitude of single-cell membrane-potential oscilla-
tions due to reduced excitatory postsynaptic potential size and (2) 
their reduced synchronization across the network due to reduced 
neuronal coupling. Specifically, the simulations showed that re-
duced membrane potential oscillations produced less depolarized 
up states across cortex and, thus, a reduced level of firing in the 
network. Decreased firing in the network led in turn to a reduced 
amplitude of oscillations in the LFP. At the same time, decreased 
synchrony in the network resulted in more cells with oscilla-
tions that were out of phase with each other. This resulted in an 
increased number of up states and down states that effectively 
canceled each other out, reducing the amplitude of slow waves 
observed in the LFP. It is worth noting that, even in the high-syn-
aptic-strength condition, neural synchrony was less than in the 
strongly coupled 50-neuron model presented in Figure 3. This is 
not surprising for a system as complicated as the thalamocortical 
system, which includes sparsely connected, bistable units rather 
than simple coupled oscillators. At the cortical level, the relative 
synchronization observed during slow-wave sleep is likely the re-
sult of the high interconnectivity of the thalamocortical system.

Of particular interest is the observed decrease in the slope of 
sleep slow waves in the low-synaptic-strength condition. The 
slope of evoked potentials has traditionally been used as a mea-
sure of synaptic strength, notably in studies of long-term potentia-
tion and depression.34, 35 Usually, the slope is measured on waves 
induced by electrical stimulation of afferent fibers, but it is likely 
that the slope of waves generated by spontaneous volleys of ac-
tivity traveling within the cortex36 also reflects synaptic strength, 
especially in the case of the high-amplitude waves of NREM 
sleep. The slope of both the first and the second segment of sleep 
slow waves was reduced in the simulated low-synaptic-strength 
condition. Changes of slope are of particular interest because, al-
though they cannot be used to distinguish whether wave period or 
amplitude might also be changing, the slope is directly influenced 
by synaptic strength, as demonstrated by the model. The EEG 
and LFP waves reflect synchronous synaptic activity among large 
populations of neurons.28 The slope of EEG and LFP waves is a 
function of the rate of change of synaptic currents,37 which in turn 
is determined by the change in the rate of firing in the network. 
The change in the rate of firing is high if neurons are recruited or 
decruited rapidly and low if neurons are recruited or decruited 
slowly. The rate of recruitment is, as shown in the model, directly 
affected by synaptic strength because, the stronger synapses are, 
the more synaptic current will be added to the network each time 
a neuron is recruited, leading to more rapid recruitment of other 
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Figure 11—Wave parameters with all connections at 100% strength 
or with specific sets of connections at 85% strength. A. Distribution 
of slow-wave amplitude, with bin widths increasing in a logarithmic 
fashion. B. Absolute value of the slope of the first segment of the 
slow waves. C. Absolute value of the slope of the second segment 
of the slow waves. For both B and C, t-tests were performed test-
ing the difference between slopes from the baseline condition and 
slopes from each of the other conditions. Significance is indicated by 
asterisks (*P < 0.05; **P < 0.01; ***P < 0.001). To facilitate com-
parisons, absolute slope values are shown. D. Number of multipeak 
waves. Exc refers to excitatory; Inh, inhibitory.

Synaptic Strength and the Synchronization of Slow Waves—Esser et al

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/s
le

e
p
/a

rtic
le

/3
0
/1

2
/1

6
1
7
/2

6
9
6
9
1
6
 b

y
 g

u
e
s
t o

n
 1

6
 A

u
g
u
s
t 2

0
2
2



SLEEP, Vol. 30, No. 12, 2007 1629

neurons. Synaptic strength also directly affects the rate of decruit-
ment because, the stronger synapses are, the more synaptic current 
will be removed from the network each time a neuron is decruited 
and the more rapidly other neurons will be decruited. Thus, by af-
fecting recruitment and decruitment rates, synaptic strength has a 
direct influence on wave slope.

Multipeak waves were also more frequent in the low-synap-
tic-strength condition. In the simulations, multiple peaks were 
observed when local populations of neurons became hyperpolar-
ized independently of other neural populations. This was more 
common in the low-synaptic-strength condition, due to the lower 
rate of decruitment and decreased network synchronization. In-
triguingly, using high-density EEG recordings in humans,12 it was 
found that when 2 or more slow waves are generated in short order 
at distant scalp locations, they can converge to produce a single 
EEG wave with multiple peaks at intermediate locations. Thus, 
although the multipeak waves modeled here at the level of local 
circuits occur at vastly different scales compared with the multi-
peak waves recorded macroscopically with the EEG, it appears 
that, at both levels, distinct peaks are often due to the recruitment 
of distinct populations of neurons.

In this paper, we assume that the strength of excitatory cor-
ticocortical connections decreases over the course of sleep, re-
flecting mechanisms such as a reduction in postsynaptic-recep-
tor number that would lead to reduced excitatory postsynaptic 
currents. Recent work has demonstrated that a net potentiation 
of excitatory synapses occurs over the course of wakefulness38 
and would thus require downscaling over the course of sleep 
according to the synaptic homeostasis hypothesis.4, 5 However, 
there is little evidence indicating whether or not inhibitory syn-
apses in adult cortex undergo a net potentiation over the course 
of wakefulness. It is also unclear what specific sets of excit-
atory connections are progressively potentiated over the course 
of wakefulness. We therefore performed further simulations to 
explore the effect of a decrease in the synaptic strength of in-
hibitory connections or specific sets of excitatory connections. 
We found that reducing the strength of interlayer excitatory and 
thalamocortical connections resulted in a modest decrease in 
wave parameters from baseline levels that did not reach signifi-
cance. Reducing the strength of intralayer excitatory connections 
had a large influence on wave parameters, suggesting that these 
connections are particularly important to network synchroniza-
tion. Reducing both excitatory and inhibitory synaptic strength 
resulted in a decrease of wave amplitude from baseline levels, 
which leaves open the possibility that inhibitory synapses may 
be downscaled along with excitatory connections during sleep. 
A reduction of just cortical inhibitory connection strength re-
sulted in larger waves with steeper slope, indicating that a bias 
toward excitation results in larger slow waves.

Altogether, the simulations presented here demonstrate that 
a reduction in synaptic strength is sufficient to explain the de-
crease in SWA observed over the course of sleep. However, it is 
important to emphasize that other mechanisms could also lead to 
changes in SWA. For example, arousal-promoting neuromodula-
tors, the decline of which during the transition from waking to 
deep sleep is essential for permitting the emergence of sleep slow 
waves, might conceivably rise back toward levels approaching 
waking over the course of sleep. To examine this possibility, we 
simulated sleep under conditions of elevated arousal-promoting 
neuromodulators and found that changes to slow waves caused by 

decreased synaptic strength can be distinguished from changes 
caused by increased arousal-promoting neuromodulators. Spe-
cifically, reducing synaptic strength and increasing arousal-pro-
moting neuromodulators in the model both decreased SWA and 
slow-wave amplitude and slope. However, when waves of the 
same amplitude produced by these 2 manipulations were com-
pared, we found that a reduction in synaptic strength resulted in 
waves with lower slope. This finding is particularly interesting 
in light of findings from a companion paper examining sleep in 
humans.12 Presumably, arousal-promoting neuromodulator levels 
decrease with increasing sleep depth. We assume here that syn-
aptic strength declines with sleep. In the companion paper, we 
compared waves from the beginning of the first sleep cycle (when 
synaptic strength would be high and arousal-promoting neuro-
modulatory levels would be low) with waves from the middle of 
the fourth sleep cycle (when synaptic strength would be low and 
arousal-promoting neuromodulatory levels would be high). As in 
the simulations, waves of the same amplitude had lower slopes if 
produced under the conditions we propose have lower synaptic 
strength than if produced under conditions of presumed increased 
neuromodulatory levels.

The results of the present simulations, demonstrating that a 
reduction in the strength of corticocortical synapses leads to a 
decrease in sleep SWA, as well as to characteristic changes in 
slow-wave morphology, become especially relevant in the con-
text of 2 companion papers, 1 in rats11 and 1 in humans,12 that 
were explicitly aimed at testing the model’s predictions. Specifi-
cally, in both rat LFP recordings and human EEG recordings, the 
well-established decrease in sleep SWA between early and late 
sleep was accompanied by a decrease in the occurrence of high-
amplitude slow waves, a reduction in the slope of slow waves, 
and an increased incidence of multipeak waves. Because these 
changes in wave morphology closely mirror those observed in 
the model, they suggest that a key factor underlying the decrease 
in SWA over the course of sleep may indeed be the reduction of 
cortical synaptic strength. As has been recently suggested, synap-
tic strength may be progressively depressed during NREM sleep 
due to the repeated alternation between activated up states and 
hyperpolarized down states at around 1 Hz.4, 5 Indeed, in vitro 
studies39 and preliminary results from computer simulations (Es-
ser et al, unpublished results) suggest that spike timing-dependent 
plasticity40 may be a mechanism sufficient to produce a general-
ized downscaling of synapses throughout cortex.
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