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Introduction

During good sleep, muscle and tissue rejuvenate. Memory consolidation also occurs. 

�erefore, maintaining the quality of sleep is crucial for human beings. Based on the 

survey of the National Sleep Foundation on 1000 participants from USA [1], 13% of the 

participants did not have enough sleep on non-workdays. �e percentage was higher on 

workdays, in which 30% of the participants did not have enough sleep. �e findings of 

this survey show that many people lack sleep, particularly on workdays.

�e lack of sleep may disturb individuals’ life by reducing productivity due to energy 

loss [2]. Early detection of sleep related disorders may prevent further sleep disorders 

in which evaluating sleep stages can be a good method for sleep study and early indi-

cation. According to the gold standard of sleep study, several stages of sleep can be 
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classified as awake, REM, and NREM [3]. �e NREM contains several stages such as 

light sleep (stage 1 and 2) and deep sleep (stage 3 and 4).

Classification of sleep stages can be done by visiting a sleep specialist. An experi-

ment will be conducted to patients in the specific room to monitor their psychologi-

cal conditions during sleep. Common devices such as electroencephalography and 

ECG can be employed for detecting brain wave and heart rate, respectively. For this 

work, ECG was chosen rather than EEG because it provides more comfort, where in 

EEG installation, EEG electrodes need to be placed on the patients [4]. For ECG case, 

a non-contact ECG sensor already exists [5]. �e ECG produces signal as the result, 

as shown in Fig. 1. Each data generated can be identified by sleep specialists. How-

ever, manual identification is very tedious and exhausting. Automatic identification of 

sleep stages will be very helpful for sleep research as the initial diagnosis.

Recent developments of portable sensors, embedded system, cloud computing, 

and machine learning algorithms have led to the emergence of big data analytics for 

healthcare. Sleep monitoring system is developed using these technologies to allow 

patients to monitor their sleep condition on a regular basis. �e ECG signal collected 

using a portable ECG sensor can be aggregated in the data aggregator before being 

sent to cloud computing for signal processing [6]. Sleep stage can be classified auto-

matically by machine learning algorithm for early diagnostic. �e sleep stages classi-

fication can be used to predict the proportion of each sleep stage. Where sleep stages 

proportion information can provide an insight of human sleep quality. For example, 

when it is found that the patient wakes up more than once during the night sleep, it is 

one indication of poor sleep quality.

In the field of machine learning, artificial neural network has been known as a 

promising and emerging method which can be applied in many fields. One of the 

advantages of applying neural network in sleep study is that it has tolerance for 

some undesirable data or events [7] with the ability to learn non-linear and complex 

Fig. 1 Several components of ECG signal
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relations [8]. On the other hand, neural network has some drawbacks, such as slow 

backpropagation learning which can lead to local optima solution [9].

Considering the time required for learning algorithm, neural network algorithm 

such as ELM provides a faster processing ELM can be considered as a feedforward 

neural network algorithm which usually has input, hidden, and output layer learned 

only in a single step. According to the previous implementation of ELM algorithm, it 

gives the best accuracy compared to SVM and BPNN with faster processing time [10]. 

�e faster processing time of ELM is due to a better generalization ability where ELM 

chooses the input weights randomly and uses simple matrix computations to deter-

mine the output weights.

SVM is another commonly used machine learning algorithm. It is the algorithm 

that operates using an optimal hyperplane and utilizes it for separating data based on 

the classes. Using this concept, a reliable classification tool can be achieved, in which 

it is widely applied in signal processing [11]. Due to SVM popularity and well-known 

performances, SVM was deployed in this work.

�e data features must be extracted in order to use ELM and SVM algorithm for 

identifying sleep stages. Features can be extracted based on heart rate variability from 

ECG. �e HRV is one of physiological phenomena showing the continuous beating of 

the heart which varies during sleeping. To extract the features of HRV, several meth-

ods can be employed, such as geometrical [12], time domain [12], poincare [13] as 

well as frequency domain [14]. Some features can be irrelevant and redundant for 

the classification model, especially when using a large number of features. Hence, the 

optimum features should be carefully selected to obtain low processing time for the 

model. To aid the feature selection process and determining hidden node number, 

PSO is chosen as algorithm in this work. Previous study has shown a promising result 

in using PSO for selecting features [15]. PSO showed minor accuracy reduction with 

significantly faster performance compared to other algorithms such as GA [16].

�e study was conducted using several methods. �e classification of sleep stages 

was conducted using ELM and SVM. PSO was later integrated with ELM for finding 

optimum features and determining the number of hidden nodes. �e performance of 

ELM, SVM, and the combination of ELM and PSO were evaluated to obtain the opti-

mum algorithm by calculating the accuracy percentage.

�e main contributions of this study are: 

1. Building a classifier model using the combination of ELM-PSO to achieve optimal 

accuracy in terms of sleep stages classification using HRV features obtained from 

ECG signal;

2. Evaluating the performance of the proposed ELM-PSO model in 6, 4, 3, and 2 sleep 

stage classes.

�e rest of the paper is arranged as follows: Sect. “Related Works” discusses related 

works. Sect. “Methods” presents the dataset and the algorithm used in this study. 

Finally, in sect. “Results and discussion”, the steps, results, and analysis are presented. 

Section “Conclusions” provides the conclusion of the paper.
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Related works

Since the invention of standardized sleep scoring in 1968, it has become a gold stand-

ard for studies on sleep [3]. Along with the standard, algorithm for automatic sleep 

stage classification has been developed since 1969 using EEG signal [17]. It was found 

that sleep stages can be identified using several physiologic parameters which can be 

extracted from EEG, ECG, electro-oculogram, electromyogram, pulse oximetry, airflow 

and respiratory effort [18]. Studies on sleep stage classification use ECG signal, rather 

than multi signal to reduce the complexity and increase comfort because the use of ECG 

signal could produce high accuracy [19]. Several methods of machine learning have been 

used to analyze the data from ECG to identify sleep stages (e.g., sleep, NREM, REM, 

awake) [20–25] and sleep disorders [26–28]. �e sleep disorders are not covered in this 

work since the study is focused on sleep stage classification.

Adnane et  al. used MITBPD for signal input and categorized sleep stages into two 

classes, which are sleep and awake [20]. SVM was utilized as machine learning algo-

rithm, and MITBPD was deployed to record physiologic signal in that study. Twelve 

features were extracted based on HRV, the detrended fluctuation analysis (DFA), and 

windowed DFA; 20% of the data were utilized for training, while the remaining 80% 

were dedicated for classification. �e testing was divided into two sets of features, which 

are 12 and optimum 10 features, in which the optimum ten features were determined 

using SVM-RFE. After 5 repeated testing for each set, the generated accuracies were 

79.31 ± 4.52% for 12 features (Cohen’s kappa value, k = 0.41) and 79.99 ± 4.64% for 10 

features (k = 0.43). Also, it was concluded that HRV performed better than DFA and 

windowed DFA.

Xiao et  al. classified sleep stages into three categories, which are awake, REM, and 

NREM sleep [21]. RF was used for the machine learning method. �e data were gath-

ered from SHRSV, resulting in 41 HRV features in which 25 features were novel. Using 

RF method, two scenarios were conducted, which were subject specific and subject 

independent classifier. In subject specific classifier scenario, data were divided into 80% 

training and 20% testing for each recording, followed by 10 repetitions of randomized 

data set to minimize bias. In the subject independent classifier scenario, 44 recordings 

were grouped as training data while one recording was set as testing data. �e process 

was repeated 45 times, and the resulting data were averaged. �e resulting accuracies 

were 88.67% for subject specific classifier (k = 0.7393) and 72.58% for subject independ-

ent classifier (k = 0.4627). Xiao et al. suggest that the proposed method could be used as 

an alternative or aiding technique for solving complex usage of PSG system and conveni-

ent sleep stages classification.

Werteni et  al. defined two classes of sleep stages, namely sleep and awake [22]. 

MITBPD was used in this study, and the features were extracted using HRV and DFA 

based on QRS detection times. ELM was used as algorithm and compared to SVM and 

BPNN. One-third of the data were assigned as training data while the remaining 2/3 

were testing data. �e resulting accuracies were 78.33%, 76.74%, 78.12% respectively for 

ELM, BPNN, and SVM. One must note that the ELM algorithm exhibited significantly 

faster detection time compared to BPNN and SVM. Werteni et  al. presents a simple 

automatic sleep–wake stages classifier using only RR series obtained from ECG. Seven 

features were extracted from the RR series by three methods, HRV, DFA and WDFA.
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Rahimi et al. utilized SVM with extension of ECOC and RBF as kernel algorithm for 

sleep stage classification [25]. Two sets of classes were used in the study, which were 

sleep–wake and wake-REM-NREM. �e methods were HRV, and ECG-derived res-

piration (EDR) extracted from ECG signal using neural principal component analysis 

(PCA). �e features were extracted by nonparametric Kruskal–Wallis test and opti-

mized using the mRMR algorithm. �e resulting accuracies were 81.76% for two sleep 

stages and 76% for three sleep stages. Rahimi et al. present a sleep stage classification 

using HRV and EDR features with multi-class SVM classification.

Radha et al. conducted a massive study involving 292 participants within the period 

of 1997 to 2000 in 7 labs from 5 European countries [23]. �e sleep stages were clas-

sified into four stages as wake, REM, N1/N2, N3 in which N1, N2, N3 are the stages 

of NREM sleep. To incorporate long-term temporal dependencies, Long Short-

Term Memory (LSTM) network was used in this work as algorithm. �e study was 

performed based on HRV data and achieved 77.00 ± 8.90% for four classes of sleep 

stages. Our previous study combined SVM with PSO in which SVM was deployed 

for classification while PSO was utilized for feature selection [24]. By using HRV as 

a method to classify 2 sleep stages, PSO was able to increase accuracy from ≈ 72% to 

78.41%. In light of those related works, the rapid detection algorithm such as ELM 

was combined with PSO for feature selection to improve the resulting accuracy. 

Radha et al. present HRV-based sleep stage classification using LSTM. However, there 

are still some issues until the system can reach the expected accuracy of EEG-based 

sleep stage classification.

Yücelbaş et  al. conducted research on sleep stage classification with Morphologi-

cal method using MITBPD public dataset [29]. �e classifier model used 15 features 

extracted based on HRV resulting into 3 sleep stage classes and achieved 77.02% 

accuracy for the model performance. Yücelbaş et al. present an automatic sleep stag-

ing system using morphological method based on ECG signal.

On the other hand, Wei et al. carried out research to classified sleep stages into 3 

sleep stages such as awake, REM and NREM [30]. By using 11 HRV features extracted 

from MITBPD, Wei et al. classified the sleep stages with 77% accuracy. Wei et al. sug-

gest that the values of RR interval can be used as the features and can reduce the 

number of wearable devices for sleep tracking.

In the previous research, there is a room for improvement for the model perfor-

mance in 2 and 3 classes. Also, the models implemented on the health monitoring 

system are required to perform fast and precisely. �erefore, in this study, we propose 

the sleep stage classification using ELM-PSO. �e proposed algorithm was tested in 

terms of accuracy and processing time. �e summary of related works on sleep stage 

classifications using ECG is presented in Table 1.

Methods

�e methodology includes: (1) data collection, (2) pre-processing of data, (3) feature 

extraction of HRV, and (4) model building and evaluation. �e algorithms used in this 

work were SVM, ELM, and the integration of ELM and PSO. Performance compari-

son was made. �e phases of the methodology is presented as shown in Fig. 2.
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Data collection of MIT‑BIH polysomnographic dataset

�e data obtained [31] contained recordings of physiological signal of the human 

body during sleeping. ECG, EEG, blood pressure, and respiration were included in 

MITBPD. �e reason for using MITBPD dataset is because it is one of public ECG 

datasets which has labelled annotations and has been used by many previous research 

to make sure that the results of comparison carried out are fair. For simplicity, only 

ECG signal was used, which was digitized with 12 bit per sample and sampling fre-

quency of 250 Hz. �e eighteen files recorded during the sleeping period of 2 female 

and 16 male subjects were utilized. �e participants’ ages ranged from 32 to 56 years 

old ( x = 43) with weight 89–152  kg ( x = 119  kg). Prior to pre-processing, 10274 

samples were retrieved in which each sample recording has a duration of 30  s. �e 

MITBPD data distribution are 17.79%, 38.28%, 4.76%, 1.78%, 6.89% and 30.5% for 

NREM1, NREM2, NREM3, NREM4, REM and awake sleep stage, respectively.

Pre‑processing of the data

Data annotation and RR interval were recorded and pre-processed. RR interval is 

a time delay between the current and previous heart beats [32]. By calculating the 

time which elapsed between two consecutive R waves of ECG signal, RR interval was 

Table 1 Summary of related works on sleep stage classi�cations using ECG

Algorithm [Ref.] Dataset Number of classes Methods Accuracy

SVM [20] MITBPD 2 HRV, DFA, windowed 
DFA

79.31 ± 4.52% for 12 
features

79.99 ± 4.64% for 10 
features

RF [21] SHRSV 3 HRV 88.67% for subject specific 
classifier

72.58% for subject inde-
pendent classifier

ELM [22] MITBPD 2 HRV and DFA 78.33% for both HRV and 
DFA; 76.29% for HRV; 
73.48% for DFA

BPNN [22] MITBPD 2 HRV and DFA 76.74% for both HRV and 
DFA; 73.81% for HRV; 
71.07% for DFA

SVM [22] MITBPD 2 HRV and DFA 78.12% for both HRV and 
DFA; 76.03% for HRV; 
73.21% for DFA

SVM with ECOC exten-
sion and RBF [25]

MITBPD 2 and 3 HRV and EDR 81.76% for 2 classes
76% for 3 classes

LSTM network [23] Siesta 4 HRV 77.00 ± 8.90%

Combination of SVM and 
PSO [24]

MITBPD 2 HRV 78.41% for RBF kernel
77.08% for linear kernel

Morphological [29] MITBPD 3 HRV 77.02%

Deep Neural Network 
[30]

MITBPD 3 HRV 77%

Combination of ELM 
and PSO (Proposed 
Method)

MITBPD 2 HRV 81.96% for 2 classes
76.59% for 3 classes
71.44% for 4 classes
63.18% for 6 classes
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obtained. Data annotation was labelled by a sleep specialist confirming the sleep stage 

for every 30 s.

Firstly, problematic data were removed. In this step, the annotation data and RR inter-

val were synchronized. �e problematic data refer to the missing timestamp that makes 

both data do not synchronize. �e data will be removed. Each annotation data may con-

tain many RR intervals. If the annotation data did not match the scope of the research 

(such as awake, NREM, REM), then the data were removed. �en, feature extraction was 

performed to those set of RR interval from each annotation.

Feature extraction of heart rate variability

To track and interpret the electric activity of the heart, ECG can be used [33]. �ere is a 

constant variation in human heart beat, which is recorded by ECG. �e nervous systems 

such as parasympathetic and sympathetic nerves control the heart rate fluctuation. In 

this work, those variabilities were utilized to extract the 18 features as shown in Table 2.

First algorithm: extreme learning machine

Compared to BPNN, ELM provides faster processing time due to better generalization; 

hence it is easier to implement the algorithm [9]. ELM is a feedforward neural network 

algorithm which usually has input, hidden, and output layer learned in only one step and 

does not need iterative training. ELM randomly chooses hidden nodes and analytically 

determines the output weights of hidden layer and all the parameters are tuned once 

[34].

Fig. 2 The phases of the methodology



Page 8 of 17Surantha et al. J Big Data            (2021) 8:14 

Second algorithm: support vector machine

�e optimum decision boundary, which separates data, can be found with SVM algo-

rithm. Usually, high value of margin indicates the best decision boundary. Herein, the 

gap between adjacent data to decision boundary is denoted as margin. For the most 

real-world problems, the data can be categorized as non-linearly separable in which 

kernel function can be used to solve the problem. Using kernel function, the data can 

be separated linearly by mapping the data from input to feature space with higher 

dimension. Two types of kernel functions can be used in SVM which is linear kernel 

function and RBF kernel. RBF was chosen in this work, which provided better accu-

racy in our previous work [24].

Table 2 The list of features extracted from HRV

No. Name of feature Method of extraction Explanation

1 AVNN Time domain AVNN is mean of all normal sinus to normal sinus of NN 
intervals.

AVNN =
1

N

N∑

j=1

RRj
 where j is interval index and N is number 

of total intervals

2 SDNN Time domain SDNN is the standard deviation of NN intervals

SDNN =

√

1

N - 1

N
∑

j = 1

(

RRj - RR
)2

3 RMSSD Time domain Root Mean Square of the Successive Differences (RMSSD)

RMSSD =

√

1

N−1

N−1
∑

j=1

(

RRj+1 − RRj
)2

4 SDSD Time domain The standard deviation of the successive difference 
between adjacent R-R intervals

5 NN50 Time domain The number of pairs of adjacent NN intervals differing by 
more than 50 ms

Numberof
(

RRj+1 − RRj
)

> 50

6 pNN50 Time domain Percentage of adjacent NN intervals differing by more than 
50 ms

pNN50 =
NN50
N−1

× 100

7 HRV Triangular 
Index

Geometrical (The total number of RR intervals)/(the height of histogram 
of all RR intervals with 7.8125 ms bin)

8 SD1 Poincare SD1
2

=
1

2
SDSD

2 where SD1 = the standard deviation of 
perpendicular points to the line-of-identity

9 SD2 Poincare SD2
2

= 2SDNN
2
−

1

2
SDSD

2 where SD2 = the standard 
deviation of parallel points along the line-of-identity

10 SD1SD2 Ratio Poincare SD1SD2Ratio =
SD1

SD2

11 S Poincare S = π × SD1 × SD2

12 TP Frequency domain The total power (TP) of the HRV

13 VLF Frequency domain Very low frequency (VLF) is defined as the total power (TP) 
ranging from 0‒0.04 Hz

14 LF Frequency domain Low frequency is defined as the total power (TP) ranging 
from 0.04‒0.15 Hz

15 HF Frequency domain High frequency is defined as the total power (TP) ranging 
from 0.15‒0.4 Hz

16 LFHF Ratio Frequency domain The ratio of LF to HF indicates the sympathovagal balance.

17 LFnorm Frequency domain LFnorm =
LF

TP−VLF

18 HFnorm Frequency domain HFnorm =
HF

TP−VLF



Page 9 of 17Surantha et al. J Big Data            (2021) 8:14  

Feature selection by particle swarm optimization

PSO is a population-based optimization technique inspired by the social behaviour of 

certain animals in colonies such as bird swarm that work together to achieve goals by 

moving together, spreading out of the group, and re-group [35]. In PSO, each position 

of a bird is denoted as particle in which the fitness value will be optimized. A particle 

with the best fitness value is denoted as g-best while p-best is indicated by the best 

fitness value for each particle. All of the particles have velocity which is used to evalu-

ate the particle movement to the next position. PSO algorithm is as follows [36]: 

(a) Randomly initializing velocity and particle population;

(b) Starting new iteration;

(c) Evaluating the fitness function for all particles;

(d) Determining p-best of each particle and replacing the p-best when it is better than 

the previous one;

(e) Determining g-best value;

(f ) Updating each particle velocity by Eq. (15).

where V t

id
 is the i-th particle velocity of the t-th iteration, W is inertia weight, and d-th 

variable [31]. Meanwhile, c1 is each particle tendency to follow its p-best. r1 and r2 is a 

random factor of 0 to 1. pbesttid is denoted as the best i-th particle position. c2 is each 

particle tendency for following its g-best while ptgd is g-best. xt
id

 is the position of i-th 

particle. 

(g) Updating the position of each particle by Eq. (16).

(h) �e iteration must be stopped when the termination conditions are met. Otherwise, 

the process must be repeated from point c).

Third algorithm: the integration of ELM with particle swarm optimization

In this work, ELM was integrated with PSO where PSO was used for selecting features 

and determining hidden node number. Table  3 shows each particle representation in 

binary containing total hidden nodes and feature mask [37].

(15)V t+1

id = WV t
id + c1 · r1 ·

(

pbesttid − xtid
)

+ c2 · r2 ·

(

ptgd − xtid

)

.

(16)x
t+1

id
= x

t

id
+ v

t+1

id

Table 3 Particle representation of ELM and PSO integration

Feature mask Total hidden nodes

p1i . . . pki . . .

pni p1i . . . pii . . . p
nc
i
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�e feature selection was represented in the part of feature mask where n is the total 

features to be selected, where “1” means that the feature has been chosen or else the 

value is “0”. As an example, the binary of “101011” means the features of 1, 3, 5, and 6 

have been selected with a total of 6 features.

�e determination of hidden node number was performed in the part of total hidden 

nodes where nc is the maximum bit number representing the maximum hidden node 

number. As an example, the binary of “00111” indicates that 7 hidden nodes were used 

by the particle.

To define the fitness function, the model was evaluated using the total selected fea-

tures and the accuracy of ELM. �e formula for fitness function is shown in Eq.  (17) 

where WF and WA are weighting factors indicating the significance of high accuracy with 

less selected features. Meanwhile, fj is j-th bit of feature mask and nf  is total number of 

features. In the integration of ELM with PSO, the accuracy of the particle was evaluated 

by ELM algorithm.

Results and discussion

�e algorithms were used to classify 4 sets of data, which are 6, 4, 3, and 2 number of 

sleep stages in which the sets can be categorized as follows (1) 6 classes: awake, stage 1, 

stage 2, stage 3, stage 4, and REM, (2) 4 classes: awake, deep sleep, light sleep, and REM, 

(3) 3 classes: awake, NREM, and REM, (4) 2 classes: awake and sleep. �e MITBPD data-

set distribution are 17.79%, 38.28%, 4.76%, 1.78%, 6.89% and 30.5% for NREM1, NREM2, 

NREM3, NREM4, REM and awake sleep stage, respectively. To validate the data, the 

70% training and 30% testing data were implemented using stratified sampling where 

the training and testing data were used further for accuracy evaluation. �e number of 

retrieved data was adjusted proportionally. �e training and testing results data from 

train-test split are different from data that used in previous works.

Pre‑processing

�e invalid data without annotation or irrelevant annotation as well as incomplete RR 

interval were taken out. 1.17% of total data removed amounted to 120 data. �e rest of 

the 98.83% data which is 10154 samples were synchronized with annotation data, data 

normalization, feature extraction, and RR interval.

First algorithm: extreme learning machine

Twenty-five experiments consisting of 100 ELM iterations for each experiment were 

performed to evaluate ELM algorithm. All 18 features were executed without a prior 

selection process. As shown in Fig.  3, the mean accuracy of training data for 6, 4, 3, 

and 2 classes were respectively 74.86%, 83.02%, 86.97%, and 92.85%. Consecutively, the 

mean accuracies of testing data for 6, 4, 3, and 2 classes were 57.62%, 66.83%, 72.2%, 

and 78.12%. According to the accuracy evaluation, the difference of training and test-

ing accuracy was significant in which the differences were 17.24%, 16.19%, 14.77%, and 

(17)fitnessi = WA × acci + WF ×



1 −

�

�nf
j=1

fj

�

nf
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14.73% for 6, 4, 3, and 2 classes. �e large differences may lead to overfitting. �e large 

differences caused by ELM does not do well with multiple class classification where ELM 

needs a large number of hidden nodes to ensure generalization performance, but also 

easy to lead to overfitting. To solve the overfitting problem, we propose the ELM with 

PSO, which is explained in Sect.  �ird algorithm: the integration of extreme learning 

machine with particle swarm optimization.

Second algorithm: support vector machine

All 18 features were used for SVM study without feature selection. RBF was utilized as 

kernel function. As shown in Fig. 4, the mean accuracy of training data for 6, 4, 3, and 2 

classes by SVM were 68.72%, 77.25%, 81.8%, 85.93% respectively and the mean accuracy 

of testing were 51.66%, 62.52%, 66.94%, and 72.2%. Similar to ELM, the training and test-

ing accuracy which showed significant differences were 17.06%, 14.73%, 14.86%, 13.73% 

for 6, 4, 3, and 2 classes, which can also lead to overfitting. �e RBF kernel more likely 

exposed to overfitting than the linear kernel.

Fig. 3 The testing accuracy of ELM algorithm in 4 sets of classes

Fig. 4 The testing accuracy of SVM algorithm in 4 sets of classes
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Third algorithm: the integration of extreme learning machine with particle swarm 

optimization

According to ELM and SVM study, the accuracy differences of training and testing data 

from ELM and SVM algorithm led to overfitting. Hence, the integration of ELM with 

PSO was proposed to overcome the overfitting problem. Twenty-five experiments were 

performed with 100 PSO iterations applied on each experiment for feature selection. �e 

parameter of PSO was outlined as follows: W was 0.6, c1 and c2 values were 1.2, 20 par-

ticles, WF and WA and were 0.05 and 0.95. With those set of parameter combination, the 

small difference of the training and testing accuracy was expected. In Fig. 5, ELM with 

PSO feature selection exhibited mean accuracy of testing data for 6, 4, 3, and 2 classes 

of 62.66%, 71.52%, 76.77%, 82.1% while the mean accuracy of training data were 69.09%, 

72.73%, 77.97%, 84.9%. �e differences were shown to be less significant compared to 

Fig. 5 The testing accuracy of the integration of ELM with PSO in 4 sets of classes

Table 4 The selected features for 6-classes classi�cation

Recording subject Selected features

slp01a 1 2 4 15 17

slp01b 1 3 4 6 8 9 13 14 15 16 18

slp02a 2 3 6 7 8 11 14 15 16 18

slp02b 2 3 6 8 9 10 11 14

slp03 1 7 9 10 12 14 15

slp04 6 7 8 11 13 14 15 16 18

slp14 1 2 3 10 12 13 14 16 17 18

slp16 1 2 4 8 9 10 11 12 14 15 17 18

slp32 3 4 6 7 10 14 16 18

slp37 1 3 5 7 8 11 14 16

slp41 2 3 5 6 8 10 13 14 17

slp45 2 4 6 7 8 9 10 11 13 14 15 17 18

slp48 1 2 3 4 6 8 10 12 13 14 15 16

slp59 2 3 4 8 12 13 17 18

slp60 1 4 7 8 9 13

slp61 3 5 6 8 17 18

slp66 2 4 7 11 12 13 14 16 18

slp67x 2 4 5 6 9 12 15
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ELM and SVM, in which those are 6.43%, 1.21%, 1.2%, 2.8% for 6, 4, 3, and 2 classes. It 

occurs because the feature selection by PSO can reduce redundancy in the the infor-

mation given by the selected features. �erefore, it improves the generalization of the 

model. Table 4 shows the selected features for each recorded subject in 6 class classifica-

tion. It shows that different best subsets of features are selected for each recorded sub-

ject using PSO.

The comparison of three algorithms

�e new data were deployed to evaluate the generalization ability and the accuracy of 

testing data from ELM, SVM, and the integration of ELM with PSO, as shown in Fig. 6. 

�ere is also a simple MLP experiment carried out as another comparison to the three 

algorithms. �e integration of ELM with PSO exhibited the best testing accuracy com-

pared to ELM, SVM and MLP in which PSO improved the testing accuracy of ELM 

methods by 5.04%, 4.69%, 4.57%, 3.98% for 6, 4, 3, and 2 classes. It is clear from the 

results that the selection of the best subset of features and the right number of hidden 

neurons will increase the classification accuracy of the proposed ELM-PSO method.

Fig. 6 The testing accuracy comparison of ELM, SVM, and ELM with PSO combination

Fig. 7 The processing time of ELM with PSO and SVM with PSO
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�e processing time of ELM with PSO was compared with SVM with PSO in Fig. 7, 

and it can be concluded that the model using SVM with PSO was not effective for multi-

class calculation due to the significant increment of processing time with the increase of 

the number of classes. In ELM with PSO, there was no significant difference in process-

ing time for 2, 3, 4, and 6 classes. More time was required in SVM to process the training 

data, in which the number of SVM to be trained can be described as k(k − 1)/2, where k 

is the number of classes. In ELM, the processing time correlated with the time spent to 

generalize inverse matrices of the hidden layer output matrix.

The comparison with previous works

In this section, the result of the proposed method is compared with previous works in 

2 class classification. Compared with the previous research presented in Table  5 con-

ducted by Werteni et al. [22], the proposed combination of ELM and PSO has an accu-

racy rate of 5.81%, 8.29%, 6.07%, and 3.72% higher than the ELM method, BPNN and 

SVM. Meanwhile, compared with research conducted by Adnane et al. [20], the com-

bination of ELM and PSO has an accuracy rate of 2.79% and 2.11%, respectively higher 

than the SVM method (12 features) and SVM (10 features).

Essentially, ELM has a limitation in calculating the appropriate number of hidden 

nodes to achieve sufficient accuracy. In addition, a comparison of the two previous stud-

ies [20, 22] indicates that the selection of features plays a very important role in defining 

the sleep cycle in order to achieve a better accuracy. With the combination of ELM and 

PSO for the selection of features and the determination of the number of hidden nodes, 

the particles in the PSO will help each other to achieve one objective function even if 

they originate from different positions. It is proven that PSO is able to boost the ability 

of the ELM to make stronger generalizations. �erefore it can achieve the best perfor-

mance in 2 classes classification compared to the references in Table 5, even though the 

other references [20, 22] use more than HRV signal to predict the sleep stage. �e com-

parison of our algorithm with the previous research is shown in Table 5.

�e result of proposed method is also compared to previous works in multi-class 

classification using HRV signal only. Compared with the previous research in Table  6 

conducted by Werteni et  al. [22], the proposed combination of ELM and PSO has an 

accuracy rate of 3.77%, 5.36% and 3.98% higher than the ELM method, BPNN and SVM. 

Meanwhile, when compared with research conducted by Adnane et  al. [20], the com-

bination of ELM and PSO has an accuracy rate of 2.79% and 2.11%, respectively higher 

Table 5 Comparison with previous research

Paper Dataset Method Accuracy

HRV DFA HRV + DFA HRV + DFA + WDFA

Werteni et al. [22] MITBPD ELM 76.29% 73.48% 78.33% –

BPNN 73.81% 71.07% 76.74% –

SVM 76.03% 73.21% 78.12% –

Adnane et al. [20] MITBPD SVM (12 features) – – – 79.31%

SVM (10 features) – – – 79.99%

Our paper MITBPD ELM and PSO 82.1% – – –



Page 15 of 17Surantha et al. J Big Data            (2021) 8:14  

than the SVM method (12 features) and SVM (10 features). Compared with research 

conducted by Xiao et al. [21], the RF method (41 features) has an accuracy rate of 11.9% 

higher than proposed combination ELM and PSO. Compared with research conducted 

by Yücelbaş et al. [29], the morphological has an accuracy rate of 11.9% higher than pro-

posed combination ELM and PSO. However, both Xiao et  al. [21] and Yücelbaş et  al. 

used SHRSV dataset, not MITBPD. Meanwhile, when compared with research con-

ducted by Wei et al. that used PSG dataset [30], the combination of ELM and PSO has 

an accuracy rate of 0.23% lower than the DNN method. �e comparison of our algo-

rithm with the previous research is shown in Table 6.

Conclusions

In this study, sleep stage classification from Heart Rate Variability of ECG signal was 

performed using 3 types of algorithm, 4 set of classes, and 2 set of features. Mean-

while, ELM, SVM, and the integration of ELM with PSO were used as algorithms. �e 

set of classes are 6, 4, 3, 2 sleep stages in which the accuracy was compared. �e 6 out 

of 18 features were selected by PSO algorithm.

�e study shows that the integration of ELM and PSO exhibited the highest accu-

racy, followed by ELM and SVM, respectively. It can be concluded that PSO incorpo-

ration improved the accuracy of ELM and SVM algorithm. �e probability of model 

overfitting was also decreased by PSO incorporation. �ere was no significant differ-

ence in the processing time of ELM with PSO for 2, 3, 4, and 6 classes.
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