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Abstract It is only the Slutsky equation that has been universally used to examine
how the demand for a good responds to variations in its own price. This paper proposes
an alternative to the Slutsky equation. It decomposes such a price effect into the “ratio
effect” and the “unit-elasticity effect”. The “ratio effect” is positive (negative) if the
expenditure spent on a good under consideration increases (decreases) when its own
price rises, and it can be divided further into the familiar substitution effect and the
“transfer effect” which reflects the income effect of other goods. The “unit-elasticity
effect,” which is always negative, stands for unitary price elasticity of demand. It
is also shown that the new method can be used for the analysis of the cross-price
effect with and without initial endowments. The Slutsky equation and the new one are
“complements”, but graphical representations as well as examples of the applications
reveal that the latter is much easier to understand intuitively.
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1 Introduction

The very first mission of demand theory was, is, and will be to analytically answer
the question of how the demand for a good responds to variations in its own price
(the price effect). Since Pareto (1892) discovered, and both Slutsky (1915) and Hicks
and Allen (1934a, b) gave an elegant formulation, it is only the Slutsky equation
that has been universally used for such an analysis. The Slutsky equation teaches us,
quite correctly, that the price effect can be decomposed into the substitution effect
and the income effect (the Slutsky decomposition). It has been the most fundamental
tool not only for pure demand theory but also for wide applications, microeconomic or
macroeconomic. It is no exaggeration to say thatwithout it economists could have been
only half through their works. The contribution of the Slutsky equation to economics
is literally immeasurable.1

On the other hand, current workhorses in demand theory are demand functions
derived from the Cobb–Douglas utility function and the CES utility function which
is a generalized version of the Cobb–Douglas. It is known that in such cases the
income effect is always negative. In other words all goods are normal ones. Since
the substitution effect is negative in general, the Slutsky equation repeats a matter of
course in a sense, i.e., a negative substitution effect and a negative income effect lead
to a negative price effect. This statement itself is very helpful and no one can deny
it. But now it may be too ordinary to grab academic researchers. Then, is there an
alternative to it?

In this paper I propose another way to decompose the price effect. According to
it, the price effect is composed of the “ratio effect” and the “unit-elasticity effect.”
The “ratio effect” is positive (negative) if the expenditure spent on a good under
consideration increases (decreases) when its own price goes up, and it can be divided
further into the familiar substitution effect and the “transfer effect” which reflects the
income effect of other goods. The “unit-elasticity effect” indicates how the demand for
the good changes in response to a rise in its own price if the expenditure for the good
remains unchanged, i.e., if its price elasticity of demand is unity. The “unit-elasticity
effect” thus defined is always negative.

The usefulness of the new decomposition is the most understandable in the Cobb–
Douglas and the CES cases. Particularly in the Cobb–Douglas case, as will be seen
below, the “ratio effect” vanishes because a negative substitution effect and a positive
“transfer effect” just cancel out. The new decomposition would be applicable to other
various problems. For example, not a few economists may be interested in the case
where the ratio effect is large enough to govern the price effect, i.e., the case of a Giffen
good. It never occurs in the Cobb–Douglas or in the CES case. The new method can
also be applied to the analysis of such a good.

This paper is organized as follows. Reviewing the Slutsky equation, Sect. 2 presents
a new equation which decomposes the price effect into the ratio effect and the unit-
elasticity effect.Applications of the two equations to examples often used in economics
are given, too. Section 3 explains the new equation graphically for a better understand-

1 For the relationship amongPareto (1892), Slutsky (1915), andHicks andAllen (1934a, b), seeAllen (1936)
and Dooley (1983). See also Schultz (1935) for the first empirical application of the Slutsky equation.
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ing. The new method is applies to the case of a Giffen good in Sect. 4, the cross-price
case in Sect. 5, and a case where a consumer holds initial endowments in Sect. 6.
Section 7 concludes the paper.

2 Comparison of a New Decomposition with the Slutsky

A consumer under consideration has an ordinal utility function

v = u(q1, q2), (1)

where q1 and q2 are the quantity of good 1 and that of good 2, respectively.2 For
simplicity both good 1 and good 2 are assumed to be normal except in Sect. 4. As
usual, the utility function (1) has the following properties:

u1 > 0, u2 > 0,

and

|U | ≡
∣
∣
∣
∣
∣
∣

u11 u12 u1
u21 u22 u2
u1 u2 0

∣
∣
∣
∣
∣
∣

= −u22u11 + 2u1u2u12 − u21u22 > 0,

where ui = ∂u/∂qi and ui j = ∂2u/∂qi∂q j , i, j = 1, 2. The positivity of bordered
Hessian |U | means the decreasing marginal rate of substitution.3

The objective of the consumer is to maximize the utility represented by u(q1, q2)
under the budget constraint p1q1 + p2q2 = y with prices p1, p2 of goods 1, 2 and
income y as given. This utility maximization problem can be written compactly as

Problem I : max
q1, q2

u(q1, q2)

s.t. p1q1 + p2q2 = y.

The solutions, q∗
1 , q∗

2 , to this problem, i.e., the demands for goods 1 and 2, are the
function of p1, p2, and y. Then, the Slutsky equation says that the price effect with
respect to good 1 is expressed as the sum of the substitution effect and the income
effect as follows:

2 The arguments below will proceed around good 1. Good 2 can be regarded as the rest of all goods.
3 Utility must be ordinal. This is what Slutsky (1915) and Hicks and Allen (1934a, b) emphasized in order
to say good-bye to the unrealistic assumption that utility is measurable. Economists should have replaced
a cardinal utility with an ordinal one. Nevertheless, the former did not die. Rather, it revived and is now
prospering in economic theory such as game theory, expected utility theory, and optimal growth theory. Did
they forget the great contribution by Slutsky et al.? For the related discussion of expected utility theory, see
Montesano (1985).
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dq1
dp1

∣
∣
∣
∣
p2,y=const

︸ ︷︷ ︸

price effect

= dq1
dp1

∣
∣
∣
∣
p2,v=const

︸ ︷︷ ︸

substitution effect

+
(

−q1
dq1
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

income effect

, (2)

where

dq1
dp1

∣
∣
∣
∣
p2,v=const

= − u1u22
p1|U | < 0 and − q1

dq1
dy

∣
∣
∣
∣
p1,p2=const

= −q1
u1(u2u12 − u1u22)

p1|U | < 0,

all partial derivatives and q1 being evaluated at (q∗
1 , q∗

2 ). The above arguments are too
ordinary to need more explanation. Graphical representations of it can easily be found
in every textbook of microeconomics.

Here, for concreteness, let us apply theSlutsky equation (2) to two familiar examples
of (1). One is the Cobb–Douglas-type utility function

v = Aqa1q
b
2 , a > 0, b > 0 (3)

with A, a, and b as positive parameters. The Slutsky equation for this utility function
becomes

− a

a + b

y

p21
︸ ︷︷ ︸

price effect

= − ab

(a + b)2
y

p21
︸ ︷︷ ︸

substitution effect�

+
[

− a2

(a + b)2
y

p21

]

︸ ︷︷ ︸

income effect�

< 0. (4)

Good 1 is certainly a normal good. The other example is the CES utility function

v = A

(

aq
σ−1
σ

1 + bq
σ−1
σ

2

) σ
σ−1

(5)

with A, a, b, and σ as positive parameters. σ is referred to as the elasticity of sub-
stitution between good 1 and good 2.4 The Slutsky equation in this case is written
as

− 1 + σc

(1 + c)2
y

p21
︸ ︷︷ ︸

price effect

= − σc

(1 + c)2
y

p21
︸ ︷︷ ︸

substitution effect�

+
[

− 1

(1 + c)2
y

p21

]

︸ ︷︷ ︸

income effect�

< 0, (6)

where

c =
(
b

a

)σ (
p1
p2

)σ−1

> 0.

4 When σ = 1 and a+b = 1, the CES utility function (5) coincides with the Cobb–Douglas utility function
(3). For the proof, see Henderson and Quandt (1980, p. 113).
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Again good 1 is a normal good. As seen from these examples, the Slutsky equation
goes on justifying the law of demand as long as a good is a normal one.

Now let me propose another decomposition. It is derived from the solutions to the
following problem which is obtained simply by rewriting Problem I just a little bit:

Problem II : max
θ

u(q1, q2)

s.t. q1 = θy

p1
, q2 = (1 − θ)y

p2
, 0 ≤ θ ≤ 1.

θ is the ratio of income y that goes to the purchase of good 1.5 As is apparent, Problem
I and Problem II are mathematically equivalent and the solutions to each problem are
the same.6 The difference is that the optimal quantities, q∗

1 , q∗
2 , of goods 1 and 2

are found in Problem I by adjusting those quantities q1 and q2 directly, whereas in
Problem II by controlling the ratio θ indirectly. It seems trifling. But differentiating
q1 = θy

p1
partially with respect to p1 gives quite a new equation:

dq1
dp1

∣
∣
∣
∣
p2,y=const

︸ ︷︷ ︸

price effect

=
dθ
dp1

y

p1
︸ ︷︷ ︸

ratio effect

+
(

dq1
dp1

∣
∣
∣
∣
y,θ=const

)

︸ ︷︷ ︸

unit-elasticity effect

, (7)

where

dθ
dp1

y

p1
= − u1

p1

u22
|U | + q1

p1

u1u2u12 − u22u11
|U | � 0 and

dq1
dp1

∣
∣
∣
∣
y,θ= const

= − q1
p1

< 0,

all partial derivatives and q1 being evaluated at (q∗
1 , q∗

2 ).

According to (7), the price effect can be divided into the two effects which are called
for convenience the “ratio” effect and the “unit-elasticity” effect. The implication is
very simple. It is this. When price p1 of good 1 rises, a change in the demand for it
is governed completely by the unit-elasticity effect unless the ratio θ changes, or in
other words if the expenditure spent on it remains unchanged. The magnitude of it can
be calculated from the relation p1q1 = θy with θ and y as given. Total differentiation
of it yields the value of −q1/p1 at once. To put it differently, a unit increase in p1
decreases income y by q1 which in turn implies a decrease in the demand for good 1
by q1/p1, ceteris paribus. In a word, the price elasticity of demand is unity. Hence
the name “unit-elasticity” effect.7

Of course, the price effect differs from the unit-elasticity effect when the ratio θ

is affected by variations in p1. The “ratio” effect measures the difference. If the ratio
changes by dθ/dp1, it means a variation in the expenditure for good 1 by (dθ/dp1)y

5 For other interpretations of θ, see footnotes 18 and 21 below.
6 The conditions for utility maximization are derived from Problem II in “Appendix 1”.
7 Note that the statement of this paragraph holds in the n-good case, too. Particularly the way to derive the
unit-elasticity effect is always the same.
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which in turn leads to a change in the demanded quantity by (dθ/dp1)y/p1. This is
the ratio effect. The calculation of it is not so easy as that of the unit-elasticity effect.
Fortunately, however, the value of the price effect is already known in (2). Thus, the
quickest way to obtain the ratio effect is to subtract −q1/p1 from it.8 Anyway, it is
assured that the unit-elasticity effect always dominates the ratio effect as long as a
normal good is analyzed.

In fact the ratio effect consists of the two effects:

dθ
dp1

y

p1
︸ ︷︷ ︸

ratio effect

= dq1
dp1

∣
∣
∣
∣
p2,v=const

︸ ︷︷ ︸

substitution effect

+ p2
p1

q1
dq2
dy

∣
∣
∣
∣
p1,p2=const

︸ ︷︷ ︸

transfer effect

, (8)

where

dq1
dp1

∣
∣
∣
∣
p2,v = const

= − u1u22
p1|U | < 0 and

p2
p1

q1
dq2
dy

∣
∣
∣
∣
p1,p2=const

= p2
p1

q1
u2
p2

u1u12 − u2u11
|U | > 0,

all partial derivatives and q1 being evaluated at (q∗
1 , q∗

2 ). The substitution effect of (8)
is the same as that of the Slutsky equation (2). The second effect on the right-hand
side of (8) is interpreted as follows. A unit increase in p1 decreases income y by q1
which leads to a decrease in the demand for good 2 by9

q1
dq2
dy

∣
∣
∣
∣
p1,p2 = const

(

= q1
u2
p2

u1u12 − u2u11
|U | > 0

)

.

In nominal terms it has the value multiplied by p2. That amount in turn is added
to the expenditure on good 1. That is, a rise in p1 caused the demand for good 2 to
“transfer” to that for good 1. Correctly speaking, the demand for good 1 increases by
the “transfer” effect indicated in (8).10

The sign of the ratio effect is indeterminate because it is the sum of the two terms
with opposite signs. When those two terms almost cancel out, the ratio effect is neg-
ligible. In such a situation, the unit-elasticity effect dominates. This is an important
message the new Eq. (7) sends.

8 “Appendix 2” shows a direct method of calculating the ratio effect (8).
9 Remember that good 2 is assumed to be a normal good.
10 As is seen from (7) and (8), it is necessary that the transfer effect is extraordinarily large in order for good
1 to become a Giffen good. In other words, a Giffen good cannot exist without the sacrifice of other goods.
This is related to what Silberberg and Walker (1984) emphasized, though they focused on an additively
separable utility function with a “pseudo-Giffen good”. Using the new Eq. (7), the case of a Giffen good
will be analyzed in Sect. 4.

123



Slutsky Revisited: A New Decomposition of the Price Effect 259

In order to show the usefulness of it, let us apply it to the above examples. As for
the Cobb–Douglas-type utility function (3), Eq. (7) becomes

− a

a + b

y

p21
︸ ︷︷ ︸

price effect

= 0
︸︷︷︸

ratio effect

+
(

− a

a + b

y

p21

)

︸ ︷︷ ︸

unit-elasticity effect

= − ab

(a + b)2
y

p21
︸ ︷︷ ︸

substitution effect�

+ ab

(a + b)2
y

p21
︸ ︷︷ ︸

transfer effect⊕

+
(

− a

a + b

y

p21

)

︸ ︷︷ ︸

unit-elasticity effect�

< 0.

(9)

In this case the substitution effect and the transfer effect just cancel out. As a result,
the ratio effect vanishes. The price effect is equal to the unit-elasticity effect. So, the
price elasticity of demand for good 1 is one, though this fact is well known.

Equation (7) for (5) is given by

− 1 + σc

(1 + c)2
y

p21
︸ ︷︷ ︸

price effect

= − (σ − 1)c

(1 + c)2
y

p21
︸ ︷︷ ︸

ratio effect

+
(

− 1

1 + c

y

p21

)

︸ ︷︷ ︸

unit-elasticity effect

= − σc

(1 + c)2
y

p21
︸ ︷︷ ︸

substitution effect�

+ c

(1 + c)2
y

p21
︸ ︷︷ ︸

transfer effect⊕

+
(

− 1

1 + c

y

p21

)

︸ ︷︷ ︸

unit-elasticity effect�

<0.

(10)

The CES utility function is characterized by the elasticity of substitution σ. It is known
that for σ > 1 (< 1) the expenditure on good 1 decreases (increases) as p1 goes up.
The above equation confirms it because for σ > 1 (<1) the ratio effect is negative
(positive) and therefore the price elasticity of demand is greater than (less than) one.
And a new result: σ is always the ratio of the substitution effect in absolute value to
the transfer effect. If σ is greater than unity, the substitution effect exceeds the transfer
effect.11

Finally, it should be noticed that the sum of the transfer effect and the unit-elasticity
effect is equal to the income effect in the Slutsky equation (2). This can be checked

11 Examples (3) and (5) were originally derived respectively by Cobb et al. (1928) and Arrow et al. (1961)
as aggregate production functions. Despite the claim of the latter that empirically σ (as the elasticity of
substitution between capital and labor) is significantly less than unity, it is now believed bymacroeconomists
that there is the law that σ is almost one. Solow (2005) calls such a situation the “addiction of theorists to
Cobb–Douglas”. In this sense the Cobb–Douglas production function is more than a mere special case of
the CES. See also Douglas (1967) for the triumph. How about (3) and (5) as utility functions? Judging from
very frequent use of (3) or a qualitatively equivalent log utility function, it seems that microeconomists
also deem that in many cases it is appropriate to put it equal to unity. It applies to σ as the intertemporal
elasticity of substitution in consumption, too. But Hall (1988) estimates that it is close to zero.
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by comparing general formulations (2) and (7). It is also seen at once by looking at
the above Eqs. (9) and (10) derived from the two examples.

3 Graphical Representations

In the previous section, a new equation decomposing the price effect was explained
in detail by mathematical expressions and concrete examples. They made economists
know well how new and how useful it is, I believe. But graphical representations are
convenient for anyone. In this section, the new decomposition is explained further
using three figures.

Figure 1 shows how such a decomposition of the price effect is drawn on the q1q2
plane. When p1 = p′

1 and p2 = p′
2, this consumer chooses an optimal combination

(q∗
1 , q∗

2 ) of goods 1 and 2. It is indicated by • as the point at which an upper budget line
is tangent to a right indifference curve. Next assume that p1 rises from p′

1 to p′′
1 while

p2 = p′
2. Then, the budget line of this consumer pivots clockwise on the q2-intercept.

A new optimal combination (q∗∗
1 , q∗∗

2 ) is found as the point where the lower budget
line touches a left indifference curve.

As shown in the figure, the price effect (PE) is measured by the difference between
q∗
1 and q∗∗

1 . According to (7) the price effect is divided into the ratio effect and the
unit-elasticity effect. Such a relation is pictured by the coupling of two arrows. One
is the westward arrow starting at the initial optimal point. Note that this arrow runs
horizontally. It means that the ordinate is still q∗

2 at the head of it. Furthermore p2
does not change, either. Thus, this arrow exactly represents the unit-elasticity effect

1q

PE
2q

0 *
1q

**
1q

RE
UE

1p
y

1p
y

2p
y

1p
y

1

)1(
p
y

*
2q

**
2q

2p
y

2

)1(
p
y

Fig. 1 A decomposition of the price effect: the case of a negative ratio effect. PE price effect, RE ratio
effect, UE unit-elasticity effect. PE = RE + UE
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1q 1q 1q

1p
y

1p
y

2p
y

2q 2q2q

0 00 *
1q

*
1q

*
1q

*
2q

*
2q

*
2q

1p
y

1p
y

1p
y

1p
y

2p
y

2p
y

(a) (b) (c) 

Fig. 2 Three types of indifference curves. a Negative ratio effect, b zero ratio effect, c positive ratio effect

(UE). The other is the arrow running northwestward along the lower budget line and
reaching the new optimal point. It approximately shows the ratio effect (RE).12

In Fig. 1 the ratio effect is negative since the demand for good 1 decreases along the
northwestward arrowas p1 goes up.The ratio effectmaybe zero or positive.As is easily
seen, when the ratio effect is positive, the arrow starting at the head of the westward
arrow runs southeastward along the lower budget line. The zero ratio effect means the
disappearance of an arrow running along the budget line. In Fig. 2, depending on the
signs of the ratio effect, three types of indifference curves are depicted on the q1q2
plane. The Cobb–Douglas-type utility function corresponds exactly to type b. And the
CES utility function with σ greater than (less than) unity belongs to type a (type c).13

So far the demand for good 1 was examined on the q1q2 plane taking into account
the connection with the demand for good 2. No doubt it is a right way to analyze it. But
people eventually want (visually more familiar) demand curves for good 1 on the q1 p1
plane, do not they? Then, how do the above arguments based on a new decomposition
(7) are related to ordinary demand curves? The answer is condensed into Fig. 3, where
three types of demand curves are drawn on the q1 p1 plane, corresponding to three
types of indifference curves in Fig. 2.

12 Strictly speaking, the ratio effect is represented by the arrow starting at the initial optimal point and
running northwestward along the upper budget line. For p1 in the denominator of the first term on the
right-hand side of (7) takes a value before it rises. In this case it is p′

1, not p
′′
1 . Such an arrow is also

depicted in Fig. 1. The two northwestward arrows almost coincide when variations in p1 are small enough.
13 Instead of the direction of an arrow, the sign of the ratio effect can also be discerned graphically with
the help of “triangles.” Look at Fig. 1 again and call points (y/p′

2, 0), (0, 0), (0, y/p′
1), and (q∗

1 , q∗
2 )

respectively points A, B, C, and D. Then it is easy to understand that the ratio of the area of triangle
ABD to that of right triangle ABC is equal to the ratio of income y that goes to the purchase of good 1
for p1 = p′

1, say, θ. In addition call points (y/p′′
1 , 0) and (q∗∗

1 , q∗∗
2 ) respectively points C ′ and D′. Then

the ratio of the area of triangle ABD′ to that of right triangle ABC ′ is equal to the ratio of income y that
goes to the purchase of good 1 for p1 = p′′

1 , say, θ ′. Note that right-angled triangles ABC and ABC ′ have
side AB in common. It follows that θ > θ ′, i.e., the ratio effect is negative, if and only if point D′ is above
horizontal line q2 = q∗

2 as in Fig. 1 or 2a. Similarly, the ratio effect is positive if and only if point D′ is
below horizontal line q2 = q∗

2 as in Fig. 2c. It is only when points D and D′ are both on the same horizontal
line that the ratio effect is zero as in Fig. 2b.
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1q 1q 1q

1p

0 00 *
1q

*
1q

*
1q

1p

1p1p

1p 1p
RE

RE

UE
UE

UE
PE

PE

PE

(a) (b) (c) 

Fig. 3 Three types of demand curves. See Fig. 1. a Negative ratio effect, b zero ratio effect, c positive ratio
effect

For example, look at a demand curve of type a, the flattest one of three types. The
demand for good 1 is q∗

1 for p1 = p′
1. The price effect at this point is measured by the

angle formed by the vertical axis and the tangential line of the demand curve at the
same point. It is indicated by a bold arc PE. The unit-elasticity effect, the magnitude
of which is q∗

1/p′
1, is represented by the angle formed by the vertical axis and the

straight line starting at the origin and passing through point (q∗
1 , p′

1). The reason is
straightforward. The arc UE shows the unit-elasticity effect. Call the straight line
characterized by the arc the UE line. To detect the ratio effect, draw a straight line
from the origin such that the vertical axis and the straight line form the angle with the
same size as the price effect. Such an angle is indicated by a bold arc near the origin.
And call the straight line the PE line. Since the ratio effect is negative in type a, the
price effect is greater than the unit-elasticity effect in absolute value by the ratio effect
also in absolute value.14 Thus, on the q1 p1 plane the slope of the PE line is less than
that of the UE line by the ratio effect, as shown by the arc RE.

A demand curve of type c can be seen in a similar way. The only difference is that
the slope of the PE line is greater than that of the UE line by the ratio effect as also
shown by the arc RE. Finally the ratio effect vanishes and the PE line coincides with
the UE line in a demand curve of type b. A demand curve which is always of type b
is none other than a rectangular hyperbola.

As has been seen fromFig. 3, a very convenient feature of this new decomposition is
that it can be expressed directly on the q1 p1 plane, using a demand curve in question.15

This is not possible for the Slutsky decomposition which can be illustrated only on the
q1q2 plane. Furthermore, the decompositions in Fig. 3 basically obtain in the n-good

14 The relationship among the three effects are the same as that in Fig. 1.
15 Take as a familiar example a linear demand function p1 = −αq1 + β, α, β > 0 which is often used in
monopoly theory. The price effect for good 1 is always −1/α in this case. But the demand curve belongs
to all three types, i.e., it is of type a (b, c) for p1 greater than (equal to, less than) β/2. It can be understood
at once by drawing the graph on the q1 p1 plane.
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case, too. The unit-elasticity effect is always found with the help of a straight line
connecting the origin and a relevant point like (q∗

1 , p′
1). If the ratio effect is zero, the

unit-elasticity effect thus found is also the price effect even in the n-good case! The
slope of a demand curve differs from that of a rectangular hyperbola according as the
ratio effect is negative or positive. That is, the slope becomes flatter (less flat) for a
negative (positive) ratio effect. And it is the ratio effect that such a difference means
even in the n-good case!

4 A Giffen Good

Hicks (1939) (p. 35) stated about the law of demand as follows: “Exceptions to it are
rare and unimportant”. Stigler (1947, 1987) also continued to negate the existence
of a Giffen good all his life. Nevertheless, there have been persistent efforts to find
Giffen goods empirically and theoretically. Empirically, for example, Battalio et al.
(1991) confirmed the existence of a Giffen good for rats, while recently Jensen and
Miller (2008) reported the “first real-world evidence of Giffen behavior”. Theoretical
interests lay in specifying utility functions which gave rise to Giffen behavior. Such
exampleswere submitted, e.g., byWold (1948), Vandermeulen (1972), Spiegel (1994),
Moffatt (2002), and Doi et al. (2009).

From a theoretical point of view, the utility function constructed byDoi et al. (2009)
is noteworthy because of its beauty and tractability. Using the notations of this paper,
their utility function can be written as

u(q1, q2) = a log q1 + b log q2 − c q1q2, b > a > b/2 > 0, c > 0 (11)

with a, b, and c as positive parameters. Note that it is c that makes the utility function
(11) different from the Cobb–Douglas (3). If c = 0, then (11) is virtually the same as
(3). Without resort to the Slutsky equation but by examining the relationship between
(11) and a budget constraint in depth, they found out that good 1 becomes a Giffen

good for b −
√

1
2 b(b − a) < c q1q2 < a.

Their stunning result can be interpreted in two ways. First, the Slutsky equation
decomposes the price effect into the substitution effect and the incomeeffect as follows:

dq1
dp1

∣
∣
∣
∣
p2,y=const

︸ ︷︷ ︸

price effect

= − u1u22
p1|U |

︸ ︷︷ ︸

substitution effect�

+
[

−u1(c2q21q
2
2 − 2bcq1q2 + ab)

p1q22 |U |

]

︸ ︷︷ ︸

income effect⊕

> 0, (12)

where all partial derivatives, q1, and q2 are evaluated at the interior optimal point.

Simply speaking, the condition b −
√

1
2 b(b − a) < c q1q2 < a helps to render the

income effect positive enough. The Slutsky equation (12) means that the income effect
is so large that it overwhelms the substitution effect with the result that the price effect
takes a positive value. Needless to say, this is a conventional explanation for a Giffen
good.
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Second, the new equation decomposes the price effect into the ratio effect and the
unit-elasticity effect as follows:

dq1
dp1

∣
∣
∣
∣
p2,y=const

︸ ︷︷ ︸

price effect

= (b − a)c u2
p1|U |

︸ ︷︷ ︸

ratio effect⊕

+
(

− q1
p1

)

︸ ︷︷ ︸

unit-elasticity effect�

> 0. (13)

Unlike the traditional Slutsky equation, the newone (13) says that a positive price effect
is due to the predominance of a positive ratio effect over a negative unit-elasticity effect.
Judging from the above decomposition, it is necessary for c to be relatively large in
order for the ratio effect to overpower the unit-elasticity effect. And that is actually
what Lemma 4.1 in Doi et al. (2009) (p. 256) implies.16

5 Cross-Price Effect

It is interesting to examine the relation between the new decomposition and the Slutsky
decomposition of the cross-price effect. Such a version of the Slutsky equation says
the cross-price effect with respect to good 1 is expressed as the sum of the cross-
substitution effect and the income effect as follows:

dq1
dp2

∣
∣
∣
∣
p1,y=const

︸ ︷︷ ︸

cross-price effect

= dq1
dp2

∣
∣
∣
∣
p1,v=const

︸ ︷︷ ︸

cross-substitution effect

+
(

−q2
dq1
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

income effect

, (14)

16 A high value must be put on the efforts made by Doi et al. (2009) for the analysis of the utility function
(11). Nevertheless, I think that the specification of utility functions with a Giffen good is still a hard work.
The reason is that economists must follow a utility function (1) which is a function of the quantities of goods
1 and 2 only. If the rule is loosened, however, an upward sloping demand curve is easy to draw. Think of a

kind of the quasilinear utility function u = log q1 + (y/p1)
2q2, y > 3

√

p21 p2 . Then, the demand for good

1 turns out to be an increasing function of its own price as q1 = p1 p2/y
2. Note also that it is an inferior

good as well. In this sense it is not a good for conspicuous consumption, and so the demand for it does not
come from the Veblen effect which also gives birth to an upward sloping demand curve, as suggested by
Leibenstein (1950).

The above utility function and the resulting demand function correspondwell to economists’ explanation
for whyGiffen goods exist. For example,Whitehead (2010) (p. 49) says, “This classification of commodities
as inferior or Giffen typically fits the basic staples in foodstuffs consumed by the poorer sections of the
society. As real income rises and consumers become more affluent, they tend to shift away from the more
traditional food staples and towards commodities that were previously priced out of their reach”. y2/(p1 p2)
in my example can be regarded as (a square of) “real income” the increase of which causes consumer’s shift
from an inferior good q1 to a superior one q2. A typical consumer Jensen and Miller (2008) investigated
theoretically has also a utility function which apparently depends on her income level (see particularly the
subsistence zone in Fig. 1 therein). Doi et al. (2009) showed that Giffen behavior can arise for a relatively
low value of p/I 2. In fact their I 2/p, the reciprocal of p/I 2, is just the same as my y2/(p1 p2) because I
and p correspond respectively to y/p2 and p1/p2. The role of income level is important in their arguments
for a Giffen good, too.
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where

dq1
dp2

∣
∣
∣
∣
p1,v=const

= u1u22
p2|U | > 0 and − q2

dq1
dy

∣
∣
∣
∣
p1,p2=const

= −q2
u2(u2u12 − u1u22)

p2|U | < 0,

all partial derivatives and q2 being evaluated at (q∗
1 , q∗

2 ). Like (2) this equation is
also derived by solving Problem I. The cross-substitution is always positive, while the
income effect is always negative. Thus the sign of the cross-price effect is indetermi-
nate. But this is a “normal” situation.

Next consider Problem II again. This time differentiate q1 = θy
p1

partially
with respect to p2. Then a new equation for the cross-price effect is obtained as
follows:

dq1
dp2

∣
∣
∣
∣
p1,y=const

︸ ︷︷ ︸

cross-price effect

=
dθ
dp2

y

p1
︸ ︷︷ ︸

ratio effect

, (15)

where

dθ
dp2

y

p1
= u2

p2

u1u2
|U | − q2

u2
p2

u2u12 − u1u22
|U | � 0,

all partial derivatives and q2 being evaluated at (q∗
1 , q∗

2 ). It is found from (15) that
there is no unit-elasticity effect in the cross-price case. Thus, the cross-price effect is
governed completely by the ratio effect. But the ratio effect consists of the positive
cross-substitution effect and the negative income effect just as the Slutsky equation
(14) shows.17 Therefore, the sign of the ratio effect is indeterminate, too.

Let us apply Eq. (15) to the Cobb–Douglas-type utility function (3). Then,

0
︸︷︷︸

cross-price effect
= 0

︸︷︷︸

ratio effect

= ab

(a + b)2
y

p1 p2
︸ ︷︷ ︸

cross-substitution effect⊕

+
[

− ab

(a + b)2
y

p1 p2

]

︸ ︷︷ ︸

income effect�

= 0.

(16)

In this case the cross-substitution effect and the income effect cancel out exactly. As
a result, the ratio effect and the cross-price effect are zero. The demand for good 1 is
unaffected by variations in price p2 of good 2.

17 “Appendix 3” shows a direct method of calculating the ratio effect in the cross-price case.
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Fig. 4 The cross-price effect. CPE cross-price effect, RE ratio effect. CPE = RE

As for the CES utility function (5), Eq. (15) is written as follows:

(σ − 1)c

(1 + c)2
y

p1 p2
︸ ︷︷ ︸

cross-price effect

= (σ − 1)c

(1 + c)2
y

p1 p2
︸ ︷︷ ︸

ratio effect

= σc

(1+c)2
y

p1 p2
︸ ︷︷ ︸

cross-substitution effect⊕

+
[

− c

(1 + c)2
y

p1 p2

]

︸ ︷︷ ︸

income effect�

� 0. (17)

It follows that for σ > 1 (< 1) the expenditure on good 1 increases (decreases) as p2
rises. It is the ratio effect. And, since p1 and y remain constant, the demand for good
1 increases (decreases). It is the cross-price effect.18

In Fig. 4 is illustrated the cross-price effect for good 1 when p2 rises from p′
2 to p′′

2
while p1 = p′

1.The ratio effect is represented by an arrow starting at the initial optimal

18 The saving decision problem can be solved by the application of Eq. (15). Suppose that q1 and q2 are
current consumption and future consumption, respectively. Moreover, put p1 = 1 and p2 = 1/(1+ r) with
r as the real interest rate. Then, saving s is defined as y − q1, and so 1 − θ can be regarded as the saving
rate. And the response of saving to variations in the interest rate can be written as

∂s

∂r
= 1

(1 + r)2
dθ

dp2
y.

That is, analysis of saving is tantamount to that of the ratio effect. Empirically it is a well-known (but
frequently ignored) fact that the influence of the interest rate on saving is unimportant. See, e.g., Stiglitz
and Walsh (2006) (p. 537).
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Cross-Price Effect = Ratio Effect

Income Effect 

Fig. 5 The relation with the Slutsky decomposition

point (q∗
1 , q∗

2 ) and running southwestward along the budget line. Since the demand
for good 1 increases, the cross-price effect is positive as in the case of the CES utility
function with σ greater than unity. Of course, such an arrow points northwestward
when the cross-price effect is negative, and it disappears when the cross-price effect
vanishes.19

Finally it is convenient to summarize the results obtained so far. Figure 5 shows the
relation between the new decomposition and the traditional Slutsky decomposition for
the price effect and the cross-price effect. First, the price effect can be divided into the
ratio effect and the unit-elasticity effect. The latter effect is always negative, whereas
the sign of the former effect is indeterminate because it consists of the two effects
with opposite signs, the negative (own-)substitution effect and the positive transfer
effect. The sum of the transfer effect and the unit-elasticity effect leads to the negative
income effect of the Slutsky decomposition. Second, there is no unit-elasticity effect
in the cross-price case. The cross-price effect is equal to the ratio effect which in
this case is the sum of the two effects of the Slutsky decomposition, i.e., the positive
cross-substitution effect and the negative income effect. The sign of the ratio effect is
indeterminate in this case, too.

6 A Case Where a Consumer Holds Initial Endowments

In this section a case in which a consumer holds initial endowments as in a pure
exchange model is examined. Now the income of a consumer is not fixed but varies
with prices p1 and p2.

19 In fact, you have already seen these three patterns of the cross-price effect in Fig. 2 as the relationship
between price p1 of good 1 and the demand for good 2.
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6.1 Price Effect

Problem I in Sect. 2 must be rewritten as

Problem I′ : max
q1, q2

u(q1, q2)

s.t. p1q1 + p2q2 = y,

y = p1q̄1 + p2q̄2,

where q̄1 and q̄2 are respectively non-negative initial endowments of goods 1 and 2.
Solving it yields the Slutsky equation with initial endowments:

dq1
dp1

∣
∣
∣
∣
p2=const

︸ ︷︷ ︸

price effect

= dq1
dp1

∣
∣
∣
∣
p2,v=const

︸ ︷︷ ︸

substitution effect

+
[

(q̄1 − q1)
dq1
dy

∣
∣
∣
∣
p1,p2=const

]

︸ ︷︷ ︸

income effect

, (18)

where

dq1
dp1

∣
∣
∣
∣
p2,v=const

= − u1
p1

u22
|U | < 0 and (q̄1 − q1)

dq1
dy

∣
∣
∣
∣
p1,p2=const

= (q̄1 − q1)
u1
p1

u2u12 − u1u22
|U | � 0,

all partial derivatives and q1 being evaluated at the optimal point (q∗
1 , q∗

2 ). Note that
the assumption that good 1 is a normal good does not warrant the negativity of the
price effect any more. It may be zero or positive for q∗

1 < q̄1.
Next rewrite Problem II so as to deal with initial endowments (q̄1, q̄2) as

Problem II′ : max
θ

u(q1, q2)

s.t. q1 = θy

p1
, q2 = (1 − θ)y

p2
, 0 ≤ θ ≤ 1,

y = p1q̄1 + p2q̄2.

Differentiating q1 = θy
p1

partially with respect to p1, taking account of y = p1q̄1 +
p2q̄2, gives the following equation:

dq1
dp1

∣
∣
∣
∣
p2=const

︸ ︷︷ ︸

price effect

=
dθ
dp1

y

p1
︸ ︷︷ ︸

ratio effect

+
(
dq1
dp1

∣
∣
∣
∣
θ=const

)

,

︸ ︷︷ ︸

constant-ratio effect

(19)
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where

dθ
dp1

y

p1
= − u1

p1

u22
|U | + q1

p1

u1u2u12 − u22u11
|U | + q̄1q1

y

u22u11 − u1u2u12
|U |

+ q̄1q2
y

u22u12 − u1u2u22
|U | � 0

and

dq1
dp1

∣
∣
∣
∣
θ= const

= − p2q̄2
y

q1
p1

≤ 0,

q1, q2, and all partial derivatives being evaluated at (q∗
1 , q∗

2 ).

According to (19), the price effect with initial endowments can be divided into the
“ratio” effect and the “constant-ratio” effect. Equation (19) is not the same as Eq. (7)
with y as given, though they resembles each other. The “constant-ratio effect” in (19)
represents how the demand for good 1 changes in response to a rise in its own price
if the ratio θ of expenditure for the good to income remains constant. The magnitude
of it can be calculated from the relation p1q1 = θ(p1q̄1 + p2q̄2) with θ as constant.
Total differentiation of it gives the value of − p2q̄2

y
q1
p1

. The price elasticity of demand

in this situation is p2q̄2
y which lies between zero and one.

The price effect differs from the constant-ratio effect by the ratio effect. The ratio
effect indicates how the demand for good 1 changes in response to a rise in its own
price if income is kept unchanged. It can be obtained by subtracting − p2q̄2

y
q1
p1

from

the right-hand side of (18).20

Remember that the ratio effect in (7) consists of two effects. But the ratio effect in
(19) consists of four effects:

dθ
dp1

y

p1
︸ ︷︷ ︸

ratio effect

= dq1
dp1

∣
∣
∣
∣
p2,v=const

︸ ︷︷ ︸

substitution effect

+ p2
p1

q1

(

dq2
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

transfer effect

− p2
p1

(

θ
∂y

∂p1

) (

dq2
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

first endowment effect

+
[

(1 − θ)
∂y

∂p1

] (

dq1
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

second endowment effect

, (20)

20 It can also be derived in the same way as in “Appendix 2” except for the terms relating to q̄1.
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where

dq1
dp1

∣
∣
∣
∣
p2,v=const

= − u1
p1

u22
|U | < 0,

p2
p1

q1

(

dq2
dy

∣
∣
∣
∣
p1,p2=const

)

= p2
p1

q1
u2
p2

u1u12 − u2u11
|U | > 0,

− p2
p1

(

θ
∂y

∂p1

)(

dq2
dy

∣
∣
∣
∣
p1,p2=const

)

= − p2
p1

(
p1q1
y

q̄1

)
u2
p2

u1u12 − u2u11
|U | ≤ 0, and

[

(1 − θ)
∂y

∂p1

](

dq1
dy

∣
∣
∣
∣
p1,p2=const

)

=
(
p2q2
y

q̄1

)
u1
p1

u2u12 − u1u22
|U | ≥ 0,

q1, q2, and all partial derivatives being evaluated at (q∗
1 , q∗

2 ).The first two terms on the
right-hand side of (20) are virtually the same as those in (8). The remaining two terms,
which are called the “first endowment effect” and the “second endowment effect”, are
proper to a case with initial endowments.

The way to interpret the latter two effects is similar to the explanation of the transfer
effect in (8). The first endowment effect represented by the third term is interpreted
as follows. A unit increase in p1 actually increases the income of a consumer by q̄1.
The ratio θ of the increase in income leads to an increase in the demand for good 1
which is already reflected in the constant-ratio effect in (19). On the other hand, the
ratio θ of the increase in income also increases the demand for good 2 by

(

θ
∂y

∂p1

) (

dq2
dy

∣
∣
∣
∣
p1,p2=const

) [

=
(
p1q1
y

q̄1

)
u2
p2

u1u12 − u2u11
|U | ≥ 0

]

.

In nominal terms it has the value multiplied by p2. That amount is covered by part of
the expenditure on good 1. That is, a rise in p1 has the demand for good 1 “transfer” to
that for good 2. As a result, the demand for good 1 decreases by the first endowment
effect. The ratio 1 − θ of the increase in income coming from a unit increase in p1
leads to an increase in the demand for good 1 by the second endowment effect.

The constant-ratio effect is non-positive, but the sign of the ratio effect is indeter-
minate. Thus, the price effect is ambiguous. Then, the applications of (19) to examples
(3) and (5) will help. Equation (19) for the Cobb–Douglas-type utility function (3)
becomes

− a

a + b

p2q̄2
p21

︸ ︷︷ ︸

price effect

= 0
︸︷︷︸

ratio effect

+
(

− a

a + b

p2q̄2
p21

)

︸ ︷︷ ︸

constant-ratio effect

= − ab

(a + b)2
y

p21
︸ ︷︷ ︸

substitution effect�

+ ab

(a + b)2
y

p21
︸ ︷︷ ︸

transfer effect⊕

− ab

(a + b)2
q̄1
p1

︸ ︷︷ ︸

first endowment effect
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+ ab

(a + b)2
q̄1
p1

︸ ︷︷ ︸

second endowment effect

− a

a + b

p2q̄2
p21

︸ ︷︷ ︸

constant-ratio effect

≤ 0,

⎡

⎢
⎢
⎢
⎣

= − ab

(a + b)2
p1q̄1 + p2q̄2

p21
︸ ︷︷ ︸

substitution effect�

+ a

(a + b)2
bp1q̄1 − ap2q̄2

p21
︸ ︷︷ ︸

income effect

⎤

⎥
⎥
⎥
⎦

where y = p1q̄1 + p2q̄2 and the last line in big brackets is due to the Slutsky
equation (18). The substitution effect and the transfer effect just cancel out as in
(9). And, surprisingly, so do the first and the second endowment effects. Hence zero
ratio effect. The price effect is governed entirely by the non-positive constant-ratio
effect.

The price effect in the case of the CES utility function (5) is decomposed by (19)
as follows:

− (σ − 1)cp1q̄1 + (σc + 1)p2q̄2
(1 + c)2

1

p21
︸ ︷︷ ︸

price effect

= − (σ − 1)c

(1 + c)2
y

p21
︸ ︷︷ ︸

ratio effect

+
(

− 1

1 + c

p2q̄2
p21

)

︸ ︷︷ ︸

constant-ratio effect

= − σc

(1 + c)2
y

p21
︸ ︷︷ ︸

substitution effect�

+ c

(1 + c)2
y

p21
︸ ︷︷ ︸

transfer effect⊕

− c

(1 + c)2
q̄1
p1

︸ ︷︷ ︸

first endowment effect

+ c

(1 + c)2
q̄1
p1

︸ ︷︷ ︸

second endowment effect

− 1

1 + c

p2q̄2
p21

︸ ︷︷ ︸

constant-ratio effect

� 0,

⎡

⎢
⎢
⎢
⎣

= − σc

(1 + c)2
p1q̄1 + p2q̄2

p21
︸ ︷︷ ︸

substitution effect�

+ 1

(1 + c)2
cp1q̄1 − p2q̄2

p21
︸ ︷︷ ︸

income effect

⎤

⎥
⎥
⎥
⎦

where y = p1q̄1 + p2q̄2 and the last line in big brackets is the Slutsky decomposition
(18). Surprisingly again, the first and the second endowment effects cancel out exactly.
Thus the ratio effect takes the same form as that in (10). The sign of the price effect is
indeterminate, but it can be said that it is non-positive if σ ≥ 1.21

21 The labor supply decision problem of a worker can be solved by the application of (19). Put p2 = 1 and
q̄2 = 0, and think of q1, q̄1, q2, and p1 respectively as leisure, total available time, consumption, and the
(real) wage rate. Then, labor supply n is the difference between q̄1 and q1, i.e., n = (1− θ)q̄1. 1− θ can be
regarded as the ratio of total available time used for labor. The response of the labor supply to variations in the
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6.2 Cross-Price Effect

Solving Problem I′ also gives the Slutsky equation for the cross-price effect with initial
endowments (q̄1, q̄2):

dq1
dp2

∣
∣
∣
∣
p1=const

︸ ︷︷ ︸

cross-price effect

= dq1
dp2

∣
∣
∣
∣
p1,v=const

︸ ︷︷ ︸

cross-substitution effect

+
[

(q̄2 − q2)
dq1
dy

∣
∣
∣
∣
p1,p2=const

]

︸ ︷︷ ︸

income effect

, (21)

where

dq1
dp2

∣
∣
∣
∣
p1,v=const

= u1u22
p2|U | > 0 and (q̄2 − q2)

dq1
dy

∣
∣
∣
∣
p1,p2=const

= (q̄2 − q2)
u2
p2

u2u12 − u1u22
|U | � 0,

all partial derivatives and q2 being evaluated at the optimal point (q∗
1 , q∗

2 ).

On the other hand a new equation for the cross-price effect with initial endowments
can be derived from Problem II′. Differentiating q1 = θy

p1
partially with respect to p2,

taking account of y = p1q̄1 + p2q̄2, yields the following equation:

dq1
dp2

∣
∣
∣
∣
p1=const

︸ ︷︷ ︸

cross-price effect

=
dθ
dp2

y

p1
︸ ︷︷ ︸

ratio effect

+
(
dq1
dp2

∣
∣
∣
∣
θ=const

)

︸ ︷︷ ︸

constant-ratio effect

, (22)

where

dθ
dp2

y

p1
= u2

p2

u1u2
|U | − q2

u2
p2

u2u12 − u1u22
|U | + q̄2q1

y

u22u11 − u1u2u12
|U |

+ q̄2q2
y

u22u12 − u1u2u22
|U | � 0

and

dq1
dp2

∣
∣
∣
∣
θ=const

= p2q̄2
y

q1
p2

≥ 0,

q1, q2, and all partial derivatives being evaluated at (q∗
1 , q∗

2 ).

Footnote 21 continued
wage rate can be written as

∂n

∂p1
= − dθ

dp1
q̄1.

Since there is no constant-ratio effect in this problem, labor supply is governed completely by the ratio
effect. But I have not heard that it is affected by the wage rate significantly.

123



Slutsky Revisited: A New Decomposition of the Price Effect 273

It should be noticed that there is the constant-ratio effect in (22) unlike (15) in which
only the ratio effect exists. Even if the ratio effect is zero, the demand for good 1 can
respond positively to a change in price p2 of good 2. The constant-ratio effect can
be calculated from the relation p1q1 = θ(p1q̄1 + p2q̄2). Differentiating it totally and
putting dp1 = dθ = 0 gives the value of p2q̄2

y
q1
p2

. The “cross-elasticity” of demand in

this situation is p2q̄2
y which is between zero and one.

The cross-price effect differs from the constant-ratio effect by the ratio effect. The
ratio effect can be obtained by subtracting p2q̄2

y
q1
p1

from the right-hand side of (21).22

The ratio effect is the sum of of the four effects:

dθ
dp2

y

p1
︸ ︷︷ ︸

ratio effect

= dq1
dp2

∣
∣
∣
∣
p1,v=const

︸ ︷︷ ︸

cross-substitution effect

−q2

(

dq1
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

income effect

− p2
p1

(

θ
∂y

∂p2

) (

dq2
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

first endowment effect

+
[

(1 − θ)
∂y

∂p2

] (

dq1
dy

∣
∣
∣
∣
p1,p2=const

)

︸ ︷︷ ︸

second endowment effect

, (23)

where

dq1
dp2

∣
∣
∣
∣
p1,v=const

= u2
p2

u1u2
|U | > 0,

−q2

(

dq1
dy

∣
∣
∣
∣
p1,p2=const

)

= −q2
u2
p2

u2u12 − u1u22
|U | < 0,

− p2
p1

(

θ
∂y

∂p2

)(

dq2
dy

∣
∣
∣
∣
p1,p2=const

)

= − p2
p1

(
p1q1
y

q̄2

)
u2
p2

u1u12 − u2u11
|U | ≤ 0, and

[

(1 − θ)
∂y

∂p2

](

dq1
dy

∣
∣
∣
∣
p1,p2=const

)

=
(
p2q2
y

q̄2

)
u2
p2

u2u12 − u1u22
|U | ≥ 0,

q1, q2, and all partial derivatives being evaluated at (q∗
1 , q∗

2 ). The substitution effect
and the income effect on the right-hand side of (23) are virtually the same as those in
(15). The first and second endowment effects can be interpreted similarly to those in
(20).

To show the usefulness of (22), let us apply it to examples (3) and (5). Equation
(22) for the Cobb–Douglas-type utility function (3) becomes

22 Or it can directly be calculated in the same way as in “Appendix 3” except for the terms relating to q̄2.
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a

a + b

q̄2
p1

︸ ︷︷ ︸

cross-price effect

= 0
︸︷︷︸

ratio effect

+ a

a + b

q̄2
p1

︸ ︷︷ ︸

constant-ratio effect

= ab

(a + b)2
y

p1 p2
︸ ︷︷ ︸

cross-substitution effect⊕

− ab

(a + b)2
y

p1 p2
︸ ︷︷ ︸

income effect�

− ab

(a + b)2
q̄2
p1

︸ ︷︷ ︸

first endowment effect

+ ab

(a + b)2
q̄2
p1

︸ ︷︷ ︸

second endowment effect

+ a

a + b

q̄2
p1

︸ ︷︷ ︸

constant-ratio effect

≥ 0,

⎡

⎢
⎢
⎢
⎣

= ab

(a + b)2
p1q̄1 + p2q̄2

p1 p2
︸ ︷︷ ︸

cross-substitution effect⊕

+ a

(a + b)2
−bp1q̄1 + ap2q̄2

p1 p2
︸ ︷︷ ︸

income effect

⎤

⎥
⎥
⎥
⎦

where y = p1q̄1 + p2q̄2 and the last line in big brackets is due to the Slutsky equation
(21). The cross-substitution effect and the income effect just cancel out as in (16). And
so do the first and the second endowment effects. Thus the ratio effect vanishes and
the cross-price effect is governed by the constant-ratio effect which is greater than or
equal to zero.

As for the CES utility function (5), (22) is written as follows:

(σ − 1)cp1q̄1 + (σc + 1)p2q̄2
(1 + c)2

1

p1 p2
︸ ︷︷ ︸

cross-price effect

= (σ − 1)c

(1 + c)2
y

p1 p2
︸ ︷︷ ︸

ratio effect

+ 1

1 + c

q̄2
p1

︸ ︷︷ ︸

constant-ratio effect

= σc

(1 + c)2
y

p1 p2
︸ ︷︷ ︸

cross-substitution effect⊕

− c

(1 + c)2
y

p1 p2
︸ ︷︷ ︸

income effect�

− c

(1 + c)2
q̄2
p1

︸ ︷︷ ︸

first endowment effect

+ c

(1 + c)2
q̄2
p1

︸ ︷︷ ︸

second endowment effect

+ 1

1 + c

q̄2
p1

︸ ︷︷ ︸

constant-ratio effect

� 0,

⎡

⎢
⎢
⎢
⎣

= σc

(1 + c)2
p1q̄1 + p2q̄2

p1 p2
︸ ︷︷ ︸

cross-substitution effect⊕

+ 1

(1 + c)2
−cp1q̄1 + p2q̄2

p1 p2
︸ ︷︷ ︸

income effect

⎤

⎥
⎥
⎥
⎦

where y = p1q̄1 + p2q̄2 and the last line in brackets is the Slutsky decomposition for
the cross-price effect (21). Since the first and the second endowment effects cancel out
exactly, the ratio effect takes the same form as that in (17). The sign of the cross-price
effect is indeterminate, but it is positive if σ > 1.
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7 Conclusion

For a long time economists have made it a rule to decompose the price effect into two
effects (the substitution effect and the income effect). They still believe that it is the
only way to decompose the price effect even in the n-good case. This paper showed
that the price effect can be decomposed into three effects (the substitution effect, the
transfer effect, and the unit-elasticity effect) even in the two-good case. Since the sum
of the transfer effect and the unit-elasticity effect is equal to the income effect, the new
decomposition proposed in this paper can be regarded as a further decomposition of
the traditional Slutsky decomposition.

This paper emphasized the usefulness of a new decomposition into the ratio effect
and the unit-elasticity effect. The ratio effect consists of the two effects with opposite
signs (the substitution effect and the transfer effect). If the two effects almost cancel
out, the price effect is governed by the unit-elasticity effect. Especially if they cancel
out exactly, the price elasticity of demand becomes one, which means that the demand
function is derived from the Cobb–Douglas-type utility function.

The above result gives economists a new answer to the question of why the price
elasticity for the demand function derived from the Cobb–Douglas is unity. A conven-
tional answer would be, rather tautologically, “because a utility function which leads
to a demand function with unitary price elasticity is the Cobb–Douglas.” But, as the
new equation shows clearly, any utility function is subject to the unit-elasticity effect.
No good can escape from such an effect when its own price goes up. It is the canceling
out of the substitution effect and the transfer effect that makes the price elasticity of
demand just one. This is the answer the new equation can provide.

As far as a normal good is analyzed, the unit-elasticity effect always outweighs
the ratio effect, which implies a downward sloping demand curve. This situation still
holds in the case of an inferior good with a relatively small transfer effect. The new
equation is able to deal with the case of a Giffen good, too, in which case a positive
ratio effect is so large that the price effect becomes positive and the corresponding
demand curve is upward sloping. Thus, a conventional rationale for the existence of a
Giffen good is the dominance of a positive income effect over a negative substitution
effect, whereas the rationale found by the new equation is an extraordinarily large
transfer effect which means a great sacrifice of the other good. Furthermore, the new
equation can be used for the consideration of the cross-price effect and the analysis of
a case where a consumer holds initial endowments.

Finally I never intend to argue that the new decomposition is superior to the Slutsky
decomposition. The new equation helps to see the world which cannot be seen by the
Slutsky equation alone and vice versa. They are complements.

Appendix 1: Conditions for Utility Maximization in Problem II

Substituting q1 = θy/p1 and q2 = (1 − θ)y/p2 into utility function (1) yields

v = u

(
θy

p1
,

(1 − θ)y

p2

)

. (24)
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A consumer is in a position to maximize v by adjusting the ratio θ only. Differentiate
(24) with respect to θ once and twice. Then,

dv

dθ
= u1

y

p1
− u2

y

p2
,

d2v

dθ2
= u11

(
y

p1

)2

− 2u12
y

p1

y

p2
+ u22

(
y

p2

)2

.

Putting dv/dθ = 0 gives the first-order condition

u1
u2

= p1
p2

. (25)

(25) assures that d2v/dθ2 takes a negative value because

d2v

dθ2
=

(
y

p1

)2
[

u11 − 2u12
p1
p2

+ u22

(
p1
p2

)2
]

=
(

y

p1

)2
[

u11 − 2u12
u1
u2

+ u22

(
u1
u2

)2
]

=
(

y

p1

)2 u22u11 − 2u1u2u12 + u21u22
u22

= −
(

y

p1

)2 |U |
u22

< 0.

Therefore, the second-order condition is also satisfied.23

Appendix 2: Direct Method of Calculating the Ratio Effect (8)

For the calculation of the ratio effect (8) it is necessary to notice that the first-order
condition (25) always works. Thus the ratio θ can be written as

θ = p1q1
y

=
p1
p2
q1

p1
p2
q1 + q2

23 The extension of this two-good case to an n−good case is easy. When there are n goods, (24) becomes

v = u

(
θ1y

p1
,

θ2y

p2
, . . . ,

[1 − (θ1 + θ2 + . . . + θn−1)]y
pn

)

,

where θi represents the ratio of income y that goes to the purchase of good i, i = 1, 2, . . . , n − 1. The
maximization conditions in this case are dv/dθi = 0 and d2v/dθ2i < 0, i = 1, 2, . . . , n − 1.
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=
u1
u2
q1

u1
u2
q1 + q2

= u1q1
u1q1 + u2q2

. (26)

(26) also means

u1q1 + u2q2 = u1
y

p1
. (27)

Differentiate (26) w.r.t. p1. Then,

dθ

dp1
=

d(u1q1)
dp1

u2q2 − d(u2q2)
dp1

u1q1

(u1q1 + u2q2)2
.

Multiplying both sides of the above equation by (u1q1 + u2q2)2 gives

(u1q1 + u2q2)
2 dθ

dp1
= d(u1q1)

dp1
u2q2 − d(u2q2)

dp1
u1q1.

Using (27) it can be rewritten as

(

u1
y

p1

)2 dθ

dp1
= d(u1q1)

dp1
u2q2 − d(u2q2)

dp1
u1q1. (28)

By the way, it can easily be checked that the following calculations are correct:

d(u1q1)

dp1
= u11

( dθ
dp1

y

p1
− q1

p1

)

q1 − u12

dθ
dp1

y

p2
q1 + u1

( dθ
dp1

y

p1
− q1

p1

)

, (29)

d(u2q2)

dp1
= u12

( dθ
dp1

y

p1
− q1

p1

)

q2 − u22

dθ
dp1

y

p2
q2 − u2

dθ
dp1

y

p2
. (30)

So substitute (29) and (30) into (28). Then,

(

u1
y

p1

)2 dθ

dp1
=

[

u11

( dθ
dp1

y

p1
− q1

p1

)

q1−u12
p1
p2

dθ
dp1

y

p1
q1+u1

( dθ
dp1

y

p1
− q1

p1

)]

u2q2

−
[

u12

( dθ
dp1

y

p1
− q1

p1

)

q2 − u22
p1
p2

dθ
dp1

y

p1
q2 − u2

p1
p2

dθ
dp1

y

p1

]

u1q1.

In order to reach a desired result a few more steps are needed. That is,

(

u21
y

p1
− u2u11q1q2+u1u12q1q2 − u1u2q2 + u1u12q1q2 − u21

u2
u22q1q2 − u21q1

) dθ
dp1

y

p1

=
[

− 1

p1
u1u2 + q1

p1
(u1u12 − u2u11)

]

q1q2,
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(

u21
u1q1 + u2q2

u1
− u2u11q1q2 + 2u1u12q1q2 − u1u2q2 − u21

u2
u22q1q2 − u21q1

) dθ
dp1

y

p1

=
[

− 1

p1
u1u2 + q1

p1
(u1u12 − u2u11)

]

q1q2,

(

−u2u11q1q2 + 2u1u12q1q2 − u21
u2

u22q1q2

) dθ
dp1

y

p1

=
[

− 1

p1
u1u2 + q1

p1
(u1u12 − u2u11)

]

q1q2,

and finally

(−u22u11 + 2u1u2u12 − u21u22)
dθ
dp1

y

p1
= − u1

p1
u22 + q1

p1
(u1u2u12 − u22u11).

Dividing both sides of the last equation by the bordered Hessian |U | gives the ratio
effect (8)

dθ
dp1

y

p1
= − u1

p1

u22
|U | + q1

p1

u1u2u12 − u22u11
|U | .

Appendix 3: Direct Method of Calculating the Ratio Effect (15) in the
Cross-Price Effect

The derivation of (15) is similar to that of (8) shown in “Appendix 2”. Differentiating
(26) w.r.t. p2 and considering (27) yields

(

u1
y

p1

)2 dθ

dp2
= d(u1q1)

dp2
u2q2 − d(u2q2)

dp2
u1q1. (31)

Notice here that the counterpart of Eq. (7) also obtains, that is,

dq2
dp2

∣
∣
∣
∣
p1,y=const

= −
dθ
dp2

y

p2
− q2

p2
.

Keeping this in mind, one can obtain the following relations at once:

d(u1q1)

dp2
= u11

dθ
dp2

y

p1
q1 + u12

(

−
dθ
dp2

y

p2
− q2

p2

)

q1 + u1

dθ
dp2

y

p1
, (32)

d(u2q2)

dp2
= u12

dθ
dp2

y

p1
q2+u22

(

−
dθ
dp2

y

p2
− q2

p2

)

q2+u2

(

−
dθ
dp2

y

p2
− q2

p2

)

. (33)
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Substituting (32) and (33) into (31) and arranging the resulting terms yields

(−u22u11 + 2u1u2u12 − u21u22)
dθ
dp2

y

p1
= 1

p2
u1u

2
2 − q2

u2
p2

(u2u12 − u1u22).

Finally divide both sides of the above equation by the bordered Hessian |U |. Then the
desired result, i.e., (15), follows:

dθ
dp2

y

p1
= u2

p2

u1u2
|U | − q2

u2
p2

u2u12 − u1u22
|U | .
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