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Abstract: Discrete cosine transforms (DCTs) are widely used in intelligent electronic systems for
data storage, processing, and transmission. The popularity of using these transformations, on the
one hand, is explained by their unique properties and, on the other hand, by the availability of fast
algorithms that minimize the computational and hardware complexity of their implementation. The
type-I DCT has so far been perhaps the least popular, and there have been practically no publications
on fast algorithms for its implementation. However, at present the situation has changed; therefore,
the development of effective methods for implementing this type of DCT becomes an urgent task.
This article proposes several algorithmic solutions for implementing type-I DCTs. A set of type-I
DCT algorithms for small lengths N = 2, 3, 4, 5, 6, 7, 8 is presented. The effectiveness of the proposed
solutions is due to the possibility of fortunate factorization of the small-size DCT-I matrices, which
reduces the complexity of implementing transformations of this type.

Keywords: digital signal processing; type-I discrete cosine transform; fast algorithms

1. Introduction

Discrete cosine transform (DCT) [1–6] is widely used in many radio-electronic and
telecommunication systems for data processing and transmission, including digital signal
and image processing [7–9], radar imaging [10], digital watermarking [11,12], analysis
of hyperspectral data [13,14], video compression [15–22], etc. In fact, there are eight
different types of DCTs [4–6]. In the DCT arsenal, the Type I Discrete Cosine Transform
(DCT-I) is one of the less popular ones. However, recently it has been increasingly used
in wireless communication systems in order to modernize the multicarrier modulation
and channel estimation techniques for Long Term Evolution (LTE) [23–27]. Since, like
other types of orthogonal transformations, the implementation of the DCT-I transformation
requires a lot of time, the search for algorithmic solutions that can reduce this time is an
urgent task. The reduction of the number of arithmetic operations is provided by the
so-called fast algorithms. Unfortunately, there are undeservedly few articles devoted to
fast algorithms for calculating DCT-I. With rare exceptions, most publications known to the
authors mainly deal with fast algorithms for other types of DCT. It should be noted that,
as in the case of other discrete orthogonal transformations [28–30], the DCT-I algorithms
for short sequences are also of particular interest. In the case of hardware or software
implementation of digital signal processing methods, small-sized DCT-I implementation
cores can serve as building blocks for the synthesis of larger-size algorithms [4,7,31–33].
Despite this, there is practically no information about DCT-I algorithms for short-length
sequences in the publications available to the authors. To eliminate these shortcomings, fast
DCT-I algorithms for input sequences of length N = 2, 3, 4, 5, 6, 7, 8 are described in detail.
This article continues the series of publications related to the development of small-sized
algorithms for fast orthogonal transforms [28–30].
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2. Preliminary Remarks

The DCT-I transform is given by the following equation [3–5]:

ck =

√
2

N − 1

N−1

∑
n=0

xnεnεk cos
(

πnk
N − 1

)
, (1)

εn, εk =


1√
2

n, k = 0,
1√
2

n, k = N − 1,
1 otherwise,

k, n = 0, 1, . . . , N − 1,

where {xn} is an input data sequence and {cn} is a sequence of DCT coefficients. In
matrix-vector notation the pair of FTCT/IDCT transforms can be represented as:

YN×1 = CNXN×1, XN×1 = CT
NYN×1, (2)

where CN = ‖ck,n‖ is (N × N) discrete cosine transform matrix, XN×1 = [x0, x1, . . . , xN−1]
T

and YN×1 = [y0, y1, . . . , yN−1]
T are input and output data vectors, respectively. Symbol “T”

denotes the matrix transpose operation, and

ck,n =

√
2

N − 1
εnεk cos

(
πnk

N − 1

)
. (3)

In the case of DCT-I CN = CT
N . Based on that general considerations, we can describe

the entries of the DCT matrix in the following way:

CN =


c0,0 c0,1 . . . c0,N−1

c1,0 c1,1 . . . c1,N−1

...
...

. . .
...

cN−1,0 cN−1,1 . . . cN−1,N−1.

.

The entries of this matrix are real numbers and their values depend on both the indexes
k, n and the number N. However, it will be more convenient for us to denote the numerical
values of the matrix CN entries by means of the letters of the ordinary Latin alphabet
{aN , bN , cN , . . . , zN}. In this case, the subscript N will indicate the size of the DCT matrix.
This will simplify the identification of structural features of the matrix and the presence in
it of compositions of the same values of the entries.

3. Small-Size Algorithms for the DCT-I
3.1. Algorithm for the 2-Point DCT-I

Let X2×1 = [x0, x1]
T and Y2×1 = [y0, y1]

T be 2-element input and output data vectors.
The problem is to calculate the product:

Y2×1 = C2X2×1, (4)

where

C2 =

[
a2 a2

a2 −a2

]
, a2 =

√
2

2
.

Direct computation of (4) requires four multiplications and two additions. Because
every vector element needs to be multiplied by the same factor it is possible to perform the
additions first and then perform the multiplications.

Knowing that, the rationalized computational procedure for computing the 2-point
DCT-I can be described in the following form:
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Y2×1 = D2H2X2×1, (5)

where

H2 =

[
1 1
1 −1

]
, D2 = diag(s(2)0 , s(2)1 ), s(2)0 = s(2)1 = a2.

As shown in (5), the 2-point DCT-I can be calculated using only two multiplications
and two additions.

The same algorithm is represented as a data flow graph in Figure 1. In this paper all of
the data flow graphs represent data flow from left to right. Straight lines denote operations
of data transfer (data paths). Multiplications are shown as circles with a number inside
denoting the factor by which the data should be multiplied. Points where multiple lines
end denote summation nodes. Additionally dashed lines visualise data paths changing the
sign of a number (these data paths multiply a number by a factor of −1). We use the usual
lines without arrows on purpose, so as not to clutter the graphs.

x0

x1

y0

y1

H2

s0

(2)
 

s1

(2)
 

Figure 1. Signal flow graph of the algorithm for computing the 2-point DCT-I.

3.2. Algorithm for the 3-Point DCT-I

Let X3×1 = [x0, x1, x2]
T and Y3×1 = [y0, y1, y2]

T be 3-element input and output data
vectors. The 3-point DCT-I can be represented as:

Y3×1 = C3X3×1, (6)

where

C3 =

a3 b3 a3

b3 0 −b3

a3 −b3 a3

, a3 =
1
2

, b3 =

√
2

2
.

The C3 matrix can be described as a sum of two matrices: a3 b3 a3

b3 0 −b3

a3 −b3 a3

 = C(1)
3 + C(2)

3 ,

where

C(1)
3 =

 a3 0 a3

0 0 0
a3 0 a3

, C(2)
3 =

 0 b3 0
b3 0 −b3

0 −b3 0 .


The C(1)

3 matrix can be reduced to a 2× 2 matrix.

C(1)
3 → C(1)

2 =

[
a3 a3

a3 a3.

]
Multiplication by this matrix can be preformed using only one multiplication and one

addition using the following formula:

Y(1)
2×1 = 12×1a311×2X(1)

2×1

where
X(1)

2×1 = [x0, x2]
T, 11×2 = [1, 1], 12×1 = [1, 1]T, Y(1)

2×1 = [y0, y2]
T.

It is also possible to reduce the number of multiplications in the C(2)
3 matrix. In this

case the addition from the second row can be performed before multiplication. So, x1 can be
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multiplied by b3 first and then it can be replicated while changing the sign of the replicated
number to reproduce row numbers 1 and 3.

Taking into account the transformations made, the rationalized computational proce-
dure for the 3-point DCT-I can be written in the following form:

Y3×1 = W(2)
3 D3W(1)

3 X3×1, (7)

where

W(1)
3 =

1 0 1
0 1 0
1 0 −1

, D3 = diag(s(3)0 , s(3)1 , s(3)2 ), W(2)
3 =

1 1 0
0 0 1
1 −1 0

, s(3)0 = a3, s(3)1 = s(3)2 = b3.

As you can see, in this and some other cases, the developed algorithms contain
multiplications by 1

2 . This operation is reduced to the usual shift to the right by one position.
Due to the ease of implementation, these operations are usually not taken into account
when estimating computational complexity. Therefore, the 3-point DCT-I can be calculated
using only two multiplications and four additions. Figure 2 represents this algorithm in the
form of a data flow graph.

x0

x1

x2

y0

y1

y2

H2

s0

(3)
 

s1

(3)
 

s2

(3)
 

Figure 2. Signal flow graph of the algorithm for computing the 3-point DCT-I.

3.3. Algorithm for the 4-Point DCT-I

Let X4×1 = [x0, x1, x2, x3]
T and Y4×1 = [y0, y1, y2, y3]

T be 2-element input and output data
vectors. The 4-point DCT-I can be represented as:

Y4×1 = C4X4×1, (8)

where

C4 =


a4 b4 b4 a4

b4 a4 −a4 −b4

b4 −a4 −a4 b4

a4 −b4 b4 −a4

, a4 =

√
6

6
, b4 =

√
3

3
.

In the C4 the optimized version of the algorithm is not visible at a first glance. What
we can do is change the order of columns and rows of the matrix while also permuting
the corresponding elements in the input and output vectors. We chose to swap rows with
number 1 and number 3 and also columns with numbers 1 and 3. As a result, we get the
following matrix:

C̃4 =


a4 a4 b4 b4

a4 −a4 b4 −b4

b4 b4 −a4 −a4

b4 −b4 −a4 a4

 =

[
A(1)

2 B(1)
2

B(1)
2 −A(1)

2 .

]

Because of the structure it can be computed using the following procedure [34]:

C̃4 = (T(1)
2×3 ⊗ I2)[(A

(1)
2 − B(1)

2 )⊕ (−A(1)
2 − B(1)

2 )⊕ B(1)
2 ](T(1)

3×2 ⊗ I2),
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where

T3×2 =

1 0
0 1
1 1

, T2×3 =

[
1 0 1
0 1 1

]
.

In this article the “⊗” and “⊕” symbols are used to represent the Kronecker product
and direct sum of two matrices respectively [35,36]. Such factorization allows us to reduce
the number of the multiplications by a factor of 3

4 . Both A(1)
2 and B(1)

2 share similar structures,
which is a Hadamard matrix of order two multiplied by a scalar. Because of that it is possible
to further reduce the number of multiplications times two by first using Hadamard matrix
and later multiplying by proper scalars.

Knowing all of that, the rationalized computational procedure for computing the
4-point DCT-I can be described in the following form:

Y4×1 = P4A4×6D6W6A6×4P4X4×1 (9)

where

P4 =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

, A6×4 =



1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 0
0 1 0 1

, W6 = I3⊗H2, D6 = diag (s(4)0 , s(4)1 , s(4)2 , . . . , s(4)5 ),

s(4)0 = s(4)1 = a4 − b4, s(4)2 = s(4)3 = −a4 − b4, s(4)4 = s(4)5 = b4, A4×6 =


1 0 0 0 1 0
0 1 0 0 0 1
0 0 1 0 1 0
0 0 0 1 0 1.


As shown in Figure 3, the 4-point DCT-I can be computed using only six multiplications

and 12 additions.

H2

H2

H2
x0

x1

x2

x3

y0

y1

y2

y3

s0

(4)
 

s1

(4)
 

s2

(4)
 

s3

(4)
 

s4

(4)
 

s5

(4)
 

Figure 3. Signal flow graph of the algorithm for computing the 4-point DCT-I.

3.4. Algorithm for the 5-Point DCT-I

Let X5×1 = [x0, x1, x2, x3, x4]
T and Y5×1 = [y0, y1, y2, y3, y4]

T be 5-element input and
output data vectors. The 5-point DCT-I can be represented as:

Y5×1 = C5X5×1, (10)
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where

C5 =


a5 b5 b5 b5 a5

b5 b5 0 −b5 −b5

b5 0 c5 0 b5

b5 −b5 0 b5 −b5

a5 −b5 b5 −b5 a5

, a5 =

√
2

4
, b5 =

1
2

, c5 = −
√

2
2

.

In this matrix it is also worth changing the order of columns and rows and reordering
them according to vector elements. It is also easier to fit one of the patterns after changing
some of the signs. After swapping column 2 with column 5, row 1 with row 4 and inverting
signs of x3 and y3 the matrix looks the following way:

C5 =


−b5 b5 0 b5 b5

b5 −b5 0 b5 b5

b5 b5 c5 0 0
a5 a5 b5 −b5 b5

a5 a5 b5 b5 −b5.


This matrix can be split into three matrices for applying corresponding rationalized

procedures:

A(2)
2 =

[
−b5 b5

b5 −b5

]
, B(2)

2 =

[
b5 b5

b5 b5

]
, A3×5 =

 b5 b5 c5 0 0
a5 a5 b5 −b5 b5

a5 a5 b5 b5 −b5

.

For the A(2)
2 and A(2)

2 matrices there are already optimised formulas. The A3×5 requires
an individual approach. The left part of this matrix can be reduced to a single addition and
two multiplications. The first step is to add x1 and x2. Then the same value can be used
twice and multiplied by b5 and a5 and added to corresponding rows. In this matrix it is
worth calculating the multiplications from column 3 separately. The right part containing
A(2)

2 matrix can also be computed using already existing procedures.
After applying all of this, the rationalized computational procedure for computing the

5-point DCT-I can be described in the following form:

Y5×1 = P(2)
5 W(2)

5 A5×7D7M7×5W
(1)
5 P(1)

5 X5×1, (11)

where

P(1)
5 =


1 0 0 0 0
0 0 0 0 1
0 0 1 0 0
0 0 0 1 0
0 1 0 0 0

, W(1)
5 =


1 −1 0 0 0
0 0 0 −1 1
1 1 0 0 0
0 0 1 0 0
0 0 0 1 1

, M7×5 =



1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 1


,

D7 = diag(s(5)0 , s(5)1 , s(5)2 , . . . , s(5)6 ), s(5)0 = s(5)1 = s(5)2 = s(5)5 = s(5)6 = b5 =
1
2

, s3 = a5, s4 = c5,

A5×7 =


1 −1 0 0 0 0 0
1 1 0 0 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 1

, W(2)
5 = I3 ⊕H2, P(2)

5 =


0 0 0 1 0
0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1

.

As shown in (11) the 5-point DCT-I can be calculated using only two multiplications
and 10 additions. Figure 4 represents this algorithm in the form of a data flow graph.
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H2

x0

x1

x2

x3

x4

y0

y1

y2

y3

y4

s0

(5)
 

s1

(5)
 

s2

(5)
 

s3

(5)
 

s4

(5)
 

s5

(5)
 

s6

(5)
 

Figure 4. Signal flow graph of the algorithm for computing the 5-point DCT-I.

3.5. Algorithm for the 6-Point DCT-I

Let X6×1 = [x0, x1, x2, x3, x4, x5]
T and Y6×1 = [y0, y1, y2, y3, y4, y5]

T be 6-element input and
output data vectors. The 6-point DCT-I can be represented as:

Y6×1 = C6X6×1, (12)

where

C6 =



a6 b6 b6 b6 b6 a6

b6 c6 d6 −d6 −c6 −b6

b6 d6 −c6 −c6 d6 b6

b6 −d6 −c6 c6 d6 −b6

b6 −c6 d6 d6 −c6 b6

a6 −b6 b6 −b6 b6 −a6

, a6 =

√
10

10
, b6 =

√
5

5
,

c6 =

√
10
5

cos
π

5
≈ 0.51167, d6 =

√
10
5

cos
2π

5
≈ 0.19544.

Before trying to find any way to optimize, it is worth changing the order of columns
and rows. At first, we begin by swapping columns 2 with 6, 4 with 5, and rows 2 with 6
and 4 with 5. After this operation the matrix looks the following way:

C(1)
6 =



a6 a6 b6 b6 b6 b6

a6 −a6 b6 b6 −b6 −b6

b6 b6 −c6 d6 −c6 d6

b6 b6 d6 −c6 d6 −c6

b6 −b6 −c6 d6 c6 −d6

b6 −b6 d6 −c6 −d6 c6

 =

[
A(3)

2 A2×4

A4×2 A(1)
4

]
.

Similar to algorithms for N = 2, 3, 4, 5, the A(3)
2 matrix can be calculated by first per-

forming the additions (multiplying by an order 2 Hadamard matrix) and later performing
only two multiplications. The A2×4 matrix can be optimized by first calculating x2 + x3 and
x4 + x5, multiplying both expressions by b6, and as the matrix pattern suggests an order 2
Hadamard matrix to put everything together. The A4×2 matrix consists of two parts. Both
of these halves can be reduced to singular multiplications by first computing x1 + x2 and
x1 − x2 respectively and multiplying the results by b6. These additions are not required to
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be calculated, because the additions from A(3)
2 can be reused. The A(1)

4 is more complex than
previous matrices. In this case, the matrix has the following structure:

A(1)
4 =


−c6 d6 −c6 d6

d6 −c6 d6 −c6

−c6 d6 c6 −d6

d6 −c6 −d6 c6

,

 =

[
A(4)

2 A(4)
2

A(4)
2 −A(4)

2

]
.

It is noticeable that this structure makes it possible to reduce the number of multipli-
cations at least by a factor of 2. The multiplications can be performed for a single vertical
half of matrix and these values can be reused in the second half. The right half requires the
invertion of the signs of the results when reusing the results. In conclusion, only two matrix
multiplications by A(4)

2 are required instead of four. It is also possible to reduce the number
of multiplications in a single A(4)

2 matrix. To do so we can apply one of the templates of the
matrix structures [34]. In this case the procedure for A(4)

2 would have the following form:

Y2×1 = H2
1
2

diag(−c6 + d6,−c6 − d6)H2X2×1. (13)

Knowing all of that, the rationalized computational procedure for computing the
6-point DCT-I can be described in the following form:

Y6×1 = P6A6×10W
(2)
10 W(1)

10 D10M10×6W(1)
6 P6X6×1, (14)

where

P6 =



1 0 0 0 0 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 1 0 0 0 0

, W(1)
6 = I3 ⊗H2, M10×6 =



1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


D10 = diag(s0, s1, s2, . . . , s9), s0 = s2 = a6, s1 = s3 = s4 = s5 = b6,

s6 = s8 =
−c6 + d6

2
, s7 = s9 =

−c6 − d6

2
, W(1)

10 = I4 ⊕ (I3 ⊗H2), W(2)
10 = I6 ⊕ (H2 ⊗ I2),

A6×10 =



1 0 0 0 1 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1

.

As shown in (14), the 6-point DCT-I can be calculated using only 10 multiplications
and 22 additions. Figure 5 represents this algorithm in the form of a data flow graph.



Electronics 2022, 11, 2411 9 of 18

H2

H2

H2

H2

H2

H2

H2

x0

x1

x2

x3

x4

x5

y0

y1

y2

y3

y4

y5

H2

s0

(6)

s1

(6)
 

s2

(6)
 

s4

(6)
 

s5

(6)
 

s6

(6)
 

s7

(6)
 

s8

(6)
 

s9

(6)
 

s2

(6)

s3

(6)
 

 

Figure 5. Signal flow graph of the algorithm for computing the 6-point DCT-I.

3.6. Algorithm for the 7-Point DCT-I

Let X7×1 = [x0, x1, x2, x3, x4, x5, x6]
T and Y7×1 = [y0, y1, y2, y3, y4, y5, y6]

T be 7-element
input and output data vectors. The 7-point DCT-I can be represented as:

Y7×1 = C7X7×1, (15)

where

C7 =



a7 b7 b7 b7 b7 b7 a7

b7 c7 a7 0 −a7 −c7 −b7

b7 a7 −a7 −d7 −a7 a7 b7

b7 0 −d7 0 d7 0 −b7

b7 −a7 −a7 d7 −a7 −a7 b7

b7 −c7 a7 0 −a7 c7 −b7

a7 −b7 b7 −b7 b7 −b7 a7


, a7 =

√
3

6
, b7 =

√
6

6
, c7 =

1
2

, d7 = −
√

3
3

.

For better clarity we begin with changing the order of columns and rows in the C7

matrix. In this case it is worth swapping columns 2 with 7, 4 with 5 and rows 2 with 7 and
4 with 5. This leaves us with the following matrix:

C(1)
7 =



a7 a7 b7 b7 b7 b7 b7

a7 a7 b7 b7 −b7 −b7 −b7

b7 b7 −a7 −a7 −d7 a7 a7

b7 b7 −a7 −a7 d7 −a7 −a7

b7 −b7 −d7 d7 0 0 0
b7 −b7 a7 −a7 0 c7 −c7

b7 −b7 a7 −a7 0 −c7 c7


=

[
A4 A(1)

4×3

A(1)
3×4 A(1)

3 .

]
.
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Because the A4 matrix has a following structure:

A4 =


a7 a7 b7 b7

a7 a7 b7 b7

b7 b7 −a7 −a7

b7 b7 −a7 −a7

 =

[
A(5)

2 B2

B2 A(5)
2 .

]
.

it is possible to apply the following procedure:

Y4×1 = (T2×3 ⊗ I2)[(A
(5)
2 − B2)⊕ (−A(5)

2 − B2)⊕ B2](T3×2 ⊗ I2)X4×1

where

T3×2 =

1 0
0 1
1 1

, T2×3 =

[
1 0 1
0 1 1

]
.

This way, the number of multiplications in A4 is reduced to only 3
4 of the original

multiplications. Additionally, matrices (A(5)
2 − B2), (−A(5)

2 − B2) and B2 have identical
structures and these matrices require only a single multiplication as shown in one of the
previous procedures. This means that multiplication by the A4 matrix can be reduced to
only three multiplications.

The A(1)
4×3 matrix can be split in the following way:

A(1)
4×3 =


b7 b7 b7

−b7 −b7 −b7

−d7 a7 a7

d7 −a7 −a7.

.

The upper half of this matrix can be calculated by adding all three of the input values
and multiplying them once. The same result can be used for both of the rows by inverting
the sign. The bottom half can be computed in a similar way, but the left part requires
additional multiplication by d7. Because this part requires the addition of the second and
third input elements and the upper part requires the addition of all three arguments it is
worth separating additions in two steps. Therefore, the number of multiplications in A4×3

can also be reduced to three multiplications.
The A(1)

3 matrix contains only zeros in the first column and the first row and can be
reduced to a 2× 2 matrix:

A(1)
3 → A(6)

2 =

[
c7 −c7

−c7 c7

]
.

Number of multiplications in this matrix can be reduced to a single multiplication by
performing the additions first and by knowing that both rows of this matrix are the same,
but with an inverted sign.

The last part of the C7 matrix has the following structure:

A3×4 =

 b7 −b7 −d7 d7

b7 −b7 a7 −a7

b7 −b7 a7 −a7.

.

The first step in this case is to calculate x1 − x− 2 and x3 − x4. The left part of A3×4

contains three identical rows so only a single multiplication of the first addition is required.
In the right side it is important to note that d7 = 2a7 and it is possible to calculate this part
by multiplying x3 − x4 only by a7. To calculate the first row we can use the same result,
reverse the sign and use a bitwise shift.

Knowing all of that, the rationalized computational procedure for computing the
7-point DCT-I can be described in the following form:
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Y7×1 = P7A7A7×10M10×9D9A9W9A9×7P7X7×1, (16)

where

P7 =



1 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 1 0 0 0 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 1 0 0 0 0 0


, A9×7 =



1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


,

W9 =



1 1 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0
1 −1 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1 −1


, A9 =



1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0


,

D9 = diag(s0, s1, s2, . . . , s8), s0 = a7 − b7, s1 = −a7 − b7, s2 = s3 = s7 = b7, s4 = d7,

s5 = s8 = a7, s6 = c7, s9 = 2, M10×9 = I8 ⊕
[

1
1

]
,

A7×10 =



1 0 1 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 1 1 0


, A7 =



1 0 1 0 0 0 0
1 0 −1 0 0 0 0
0 1 0 −1 0 0 0
0 1 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 1
0 0 0 0 −1 0 1


.

As shown in (16) the 7-point DCT-I can be calculated using only nine multiplications,
21 additions and a single bitwise shift. Figure 6 represents this algorithm in the form of a
data flow graph.
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Figure 6. Signal flow graph of the algorithm for computing the 7-point DCT-I.

3.7. Algorithm for the 8-Point DCT-I

Let X8×1 = [x0, x1, x2, x3, x4, x5, x6, x7]
T and Y8×1 = [y0, y1, y2, y3, y4, y5, y6, y7]

T be 8-element
input and output data vectors. The 8-point DCT-I can be represented as:

Y8×1 = C8X8×1, (17)

where

C8 =



a8 b8 b8 b8 b8 b8 b8 a8

b8 c8 d8 e8 −e8 −d8 −c8 −b8

b8 d8 −e8 −c8 −c8 −e8 d8 b8

b8 e8 −c8 −d8 d8 c8 −e8 −b8

b8 −e8 −c8 d8 d8 −c8 −e8 b8

b8 −d8 −e8 c8 −c8 e8 d8 −b8

b8 −c8 d8 −e8 −e8 d8 −c8 b8

a8 −b8 b8 −b8 b8 −b8 b8 −a8


, a8 =

√
14

14
, b8 =

√
7

7
,

c8 =

√
2
7

cos
π

7
≈ 0.481588, d8 =

√
2
7

cos
2π

7
≈ 0.333269, e8 =

√
2
7

cos
3π

7
≈ 0.118942,

The first step for finding the algorithm is to split the C8 matrix in the following way:

C8 =



a8 b8 b8 b8 b8 b8 b8 a8

b8 c8 d8 e8 −e8 −d8 −c8 −b8

b8 d8 −e8 −c8 −c8 −e8 d8 b8

b8 e8 −c8 −d8 d8 c8 −e8 −b8

b8 −e8 −c8 d8 d8 −c8 −e8 b8

b8 −d8 −e8 c8 −c8 e8 d8 −b8

b8 −c8 d8 −e8 −e8 d8 −c8 b8

a8 −b8 b8 −b8 b8 −b8 b8 −a8


= A(1)

8 + A(2)
8 ,
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where

A(1)
8 =



a8 b8 b8 b8 b8 b8 b8 a8

b8 0 0 0 0 0 0 −b8

b8 0 0 0 0 0 0 b8

b8 0 0 0 0 0 0 −b8

b8 0 0 0 0 0 0 b8

b8 0 0 0 0 0 0 −b8

b8 0 0 0 0 0 0 b8

a8 −b8 b8 −b8 b8 −b8 b8 −a8


,

A(2)
8 =



0 0 0 0 0 0 0 0
0 c8 d8 e8 −e8 −d8 −c8 0
0 d8 −e8 −c8 −c8 −e8 d8 0
0 e8 −c8 −d8 d8 c8 −e8 0
0 −e8 −c8 d8 d8 −c8 −e8 0
0 −d8 −e8 c8 −c8 e8 d8 0
0 −c8 d8 −e8 −e8 d8 −c8 0
0 0 0 0 0 0 0 0.


.

Multiplication by A(1)
8 can be optimised by separating the multiplications from addi-

tions and performing them before multiplications. Simple techniques like factoring out
parentheses provide good results in this case and it is possible to reduce a multiplication by
A(1)

8 to only six multiplications.
The A(2)

8 matrix contains only zeros on its borders and can be reduced to a 6× 6 matrix:

A(2)
8 → A6 =



c8 d8 e8 −e8 −d8 −c8

d8 −e8 −c8 −c8 −e8 d8

e8 −c8 −d8 d8 c8 −e8

−e8 −c8 d8 d8 −c8 −e8

−d8 −e8 c8 −c8 e8 d8

−c8 d8 −e8 −e8 d8 −c8

.

To find a way to reduce the number of multiplications in this matrix the first step is to
change the order of columns in this matrix to: 1, 5, 3, 6, 2, 4 and the order of rows to: 3, 5,
1, 4, 2, 6 and invert the signs of the three last columns in the resulting matrix. After this
operation, the matrix looks as follows:

A(2)
6 =



e8 c8 −d8 e8 c8 −d8

−d8 e8 c8 −d8 e8 c8

c8 −d8 e8 c8 −d8 e8

−e8 −c8 d8 e8 c8 −d8

d8 −e8 −c8 −d8 e8 c8

−c8 d8 −e8 c8 −d8 e8

.

The structure of this matrix can be described in the following way:

A(2)
6 =



e8 c8 −d8 e8 c8 −d8

−d8 e8 c8 −d8 e8 c8

c8 −d8 e8 c8 −d8 e8

−e8 −c8 d8 e8 c8 −d8

d8 −e8 −c8 −d8 e8 c8

−c8 d8 −e8 c8 −d8 e8

 =

[
A(2)

3 A(2)
3

B3 −B3 .

]
.

Because of that it is possible to apply the following formula [34]:

Y6×1 = (A(2)
3 ⊕ B3)(H2 ⊗ I3)X6×1.
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This already reduces the number of multiplication by a factor of 2. The input vector is
multiplied by two 3× 3 matrices instead of a single 6× 6 matrix. These smaller matrices
share the same pattern and only all of the signs are inverted relative to the other matrix.
This means that we can take the same approach for both of these matrices.

Because of the characteristic structure of A(2)
3 , multiplication by this matrix can be

calculated using a three-point circular convolution [37] which has the following form
for A(2)

3 :
A(2)

3 = A(4)
3 A3×4D(1)

4 A(2)
4×3A(3)

3 ,

where

A(3)
3 =

1 1 1
1 0 −1
0 1 −1

, A(2)
4×3 =


1 0 0
0 1 0
0 0 1
0 1 1

, D(1)
4 = diag(s0, s1, s2, s3), s0 =

c− d + e
3

,

s1 = −c+ e, s2 = −c− d, s3 =
−2c− d + e

3
, A3×4 =

1 0 0 0
0 1 0 −1
0 0 1 −1

, A(4)
3 =

1 1 0
1 −1 −1
1 0 1

.

Knowing all of that, the rationalized computational procedure for computing the
8-point DCT-I can be described in the following form:

Y8×1 = A8×10A10A10×14D14M14×10W10W10×14M14×8X8×1, (18)

where

M14×8 =

[
P6×8

I8

]
P6×8 =



0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 −1 0 0 0 0 0
0 0 0 0 −1 0 0 0

,

W10×14 = W(2)
6 ⊕W4×8, W4×8 =


1 0 0 0 0 0 0 1
1 0 0 0 0 0 0 −1
0 1 0 1 0 1 0 0
0 0 1 0 1 0 1 0

,

W(2)
6 =



1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
1 0 0 −1 0 0
0 1 0 0 −1 0
0 0 1 0 0 −1

, W10 = I2 ⊗A(3)
3 ⊕ I4, A(3)

3 =

1 1 1
1 0 −1
0 1 −1

,

M14×10 = I2 ⊗A(2)
4×3 ⊕M6×4, M6×4 =



1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, A(2)
4×3 =


1 0 0
0 1 0
0 0 1
0 1 1

,

D14 = diag(s(8)0 , s(8)1 , s(8)2 , . . . , s(8)13 ), s(8)0 =
c− d + e

3
, s(8)1 = −c + e, s(8)2 = −c− d,

s(8)3 =
−2c− d + e

3
, s(8)4 = −s(8)0 , s(8)5 = −s(8)1 , s(8)6 = −s(8)2 , s(8)7 = −s(8)3 , s(8)8 = s(8)11 = a8,
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s(8)9 = s(8)10 = s(8)12 = s(8)13 = b8, A10×14 = I2 ⊗A(2)
3×4 ⊕A4×6, A(2)

3×4 =

1 0 0 0
0 1 0 −1
0 0 1 −1

,

A4×6 =


1 0 0 0 1 1
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 −1 1

, A10 = I2 ⊗A(4)
3 ⊕ I4, A(4)

3 =

1 1 0
1 −1 −1
1 0 1



A8×10 =



0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 1 0
1 0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 1 0
0 1 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 1 0
0 0 0 0 0 0 0 0 0 1.


As shown in (18) the 8-point DCT-I can be calculated using only 14 multiplications

and 43 additions. Figure 7 represents this algorithm in the form of a data flow graph.
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Figure 7. Signal flow graph of the algorithm for computing the 8-point DCT-I.

4. Computation Complexity

Despite the fact that we noted the number of arithmetic operations spent during the
implementation for each algorithm separately, in this section we provide a summary table.
Table 1 shows estimates of the number of arithmetic operations for short length DCT-I
algorithms. The penultimate column of Table 1 shows the percentage reduction in the
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number of multiplications, while the last column shows the percentage reduction in the
number of additions.

Table 1. Arithmetical complexities of naïve implementation and proposed solutions.

Length N

Numbers of Arithmetic Operations in DCT-I Algorithms

Naïve
Implementation

Proposed
Solutions

Percentage
Estimate

“×” “+” “×” “+” “×” “+”

2 4 2 2 2 50% 0%
3 9 6 2 4 78% 33%
4 16 12 6 12 63% 0%
5 25 20 2 10 92% 50%
6 36 30 10 22 72% 27%
7 49 42 9 21 82% 50%
8 64 56 14 43 78% 23%

5. Conclusions

This article presents a set of small-size type I discrete cosine transform algorithms with
a reduced number of multiplications. This fact suggests that with the correct hardware
implementation of the developed algorithms in the form of full-fledged ASIC modules,
these modules will take up less space and consume less energy. As a result, the entire system
in which these modules will be used as building blocks will have minimal dimensions
and low power consumption. This approach is especially important when dealing with
battery-powered devices. While modern stationary data processing systems have sufficient
processing power due to the parallelization of calculations, the process of designing battery-
powered mobile airborne systems contains many conflicting factors that prevent maximum
performance. The parallelization of computing, traditionally used to achieve high data
processing speed, leads to an increase in hardware costs and, as a result, to an increase in
the size, weight, and power consumption of the entire system. Therefore, we need solutions
that, on the one hand, maximize the use of parallel computing, and on the other hand,
minimize the hardware implementation costs. With proper implementation, the algorithms
proposed in the article can provide high technical characteristics. In the future, we plan to
expand the set of proposed algorithmic solutions, as well as implement and present the
algorithms in the form of IP cores. These issues will be consistently reflected in the authors’
subsequent publications.
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