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ABSTRACT

Sub-Chandrasekhar mass white dwarfs accreting a helium shell on a carbon-oxygen core are potential progenitors of normal Type
Ia supernovae. This work focuses on the details of the onset of the carbon detonation in the double detonation sub-Chandrasekhar
model. In order to simulate the influence of core-shell mixing on the carbon ignition mechanism, the helium shell and its detonation are
followed with an increased resolution compared to the rest of the star treating the propagation of the detonation wave more accurately.
This significantly improves the predictions of the nucleosynthetic yields from the helium burning. The simulations were carried out
with the Arepo code. A carbon-oxygen core with a helium shell was set up in one dimension and mapped to three dimensions.
We ensured the stability of the white dwarf with a relaxation step before the hydrodynamic detonation simulation started. Synthetic
observables were calculated with the radiative transfer code Artis. An ignition mechanism of the carbon detonation was observed,
which received little attention before. In this "scissors mechanism", the impact the helium detonation wave has on unburnt material
when converging opposite to its ignition spot is strong enough to ignite a carbon detonation. This is possible in a carbon enriched
transition region between the core and shell. The detonation mechanism is found to be sensitive to details of the core-shell transition
and our models illustrate the need to consider core-shell mixing taking place during the accretion process. Even though the detonation
ignition mechanism differs form the converging shock mechanism, the differences in the synthetic observables are not significant.
Though they do not fit observations better than previous simulations, they illustrate the need for multi-dimensional simulations.

Key words. Hydrodynamics — Methods: numerical — Nuclear reactions, nucleosynthesis, abundances — Radiative transfer — super-
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1. Introduction

The progenitor evolution and the conditions that lead to the
onset of explosions of Type Ia supernovae (SNe Ia) are highly
controversial. Recent results (e.g., Gilfanov & Bogdan 2010;
Sim et al. 2013) indicate that the majority of events cannot
be easily explained with the long-time favored model of
thermonuclear explosions in Chandrasekhar-mass white dwarfs
(WDs) (Arnett 1969; Reinecke et al. 2002; Seitenzahl et al.
2013b, but also see Seitenzahl et al. 2013a). A promising
alternative is a thermonuclear carbon-oxygen (CO) detonation
in sub-Chandrasekhar mass WDs (Shigeyama et al. 1992;
Sim et al. 2010; Shen et al. 2018; Wilk et al. 2018), but the
mechanism by which it is initiated is not fully understood.
Violent mergers of two white dwarfs have been suggested (e.g.,
Iben & Tutukov 1984; Guillochon et al. 2010; Pakmor et al.
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2010, 2011, 2013). As an alternative to that, Nomoto (1982),
Woosley & Weaver (1994), Bildsten et al. (2007), and Kromer
et al. (2010) investigated sub-Chandrasekhar mass white dwarfs
in binaries. In this case a white dwarf accretes helium (He)
from a companion and ignition conditions arise. Recent reviews
on the different progenitor systems are Maoz et al. (2014) and
Wang et al. (2012).

Here we consider a sub-Chandrasekhar mass white dwarf as
a progenitor that explodes in the double detonation scenario. In
this scenario, a carbon-oxygen WD has accreted a rather mas-
sive helium shell from a helium white dwarf. A detonation is ig-
nited at the base of the shell when critical conditions are reached
through thermal instability. Following the detonation in the shell,
three main scenarios have been suggested so far: First, the He
shell detonation directly triggers a second detonation at the in-
terface between the He shell and CO core, which is referred to
as the edge-lit scenario (e.g., Livne & Glasner 1990; Sim et al.
2012). Second, a shock wave that is driven by the helium shell
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detonation propagates into the core and converges spherically
thus igniting a second detonation, which is referred to as the con-
verging shock scenario (e.g., Livne 1990; Livne & Glasner 1991;
Livne & Arnett 1995; Fink et al. 2007, 2010; Moll & Woosley
2013; Shen & Bildsten 2014). Third, no secondary core deto-
nation is ignited and a faint .Ia supernova ensues (e.g., Bildsten
et al. 2007; Waldman et al. 2011; Sim et al. 2012).

The converging shock scenario corresponds to the classical
double detonation scenario. In the context of this scenario three
questions remain open; (1) how does the helium detonation in
the shell form, (2) how is the core detonation initiated, and (3)
what are the yields of the helium detonation and their effects on
the spectra and light curves.

Previous work by Kromer et al. (2010), Boyle et al. (2017),
and Botydnszki et al. (2018), for example, points out that the
synthetic spectra of the sub-Chandrasekhar mass models are too
red. Further He is not present in the observed spectra. Therefore
the mass of the He shell must be small. Townsley et al. (2019)
show that a double detonation of a CO white dwarf with a less
massive He shell is possible. Their model is modestly enriched
with C which supports burning to heavier elements during the
He detonation. Compared to their work we now increase the res-
olution in the He shell and use a different numerical approach.

Our simulations focus on the last two questions mentioned
above. We study the influence of the burning products of the he-
lium shell on the ejecta composition and the details of igniting
a detonation in the CO core. Radiative transfer calculations al-
low the discussion of their impact on the observables. Relating
to question (1), Glasner et al. (2018) investigated whether a he-
lium detonation can ignite in the He shell. Ropke et al. (2007)
and Seitenzahl et al. (2009) studied conditions for carbon deto-
nation ignition and the processes leading to it were simulated by
Fink et al. (2007, 2010) and Moll & Woosley (2013), addressing
question (2). The effect of the He shell ejecta on the observables
was discussed by Kromer et al. (2010) and Townsley et al. (2012,
2019), corresponding to question (3).

Previous work was mostly carried out in one or two spatial
dimensions (1D and 2D). Moll & Woosley (2013) perform three-
dimensional (3D) simulations of one quarter of the white dwarf
assuming two synchronous spherical detonators and using mir-
ror symmetry. Garcia-Senz et al. (2018) carry out 3D simulations
of rigidly rotating sub-Chandrasekhar mass white dwarfs with a
smoothed particle hydrodynamics code. We follow up on such
studies and present grid-based hydrodynamic simulations com-
prising a whole (non-rotating) white dwarf to check whether a
detonation in a helium shell can trigger a second detonation in
the core leading to a complete incineration of the white dwarf
and a supernova explosion. The use of the moving mesh code
ArEepo (Springel 2010) allows a better resolution of the helium
shell and a more accurate simulation of the propagation of the
detonation front in the helium shell compared to previous simu-
lations by others (e.g., Fink et al. 2007; Moll & Woosley 2013).
In our simulations we observe a mechanism for igniting the sec-
ondary core detonation that previously received little attention.
The convergence of the helium detonation wave on the far side
of the ignition spot causes a second detonation at the edge of the
CO core. This detonation propagates through the whole core dis-
rupting the white dwarf. Livne & Arnett (1995) and Garcia-Senz
et al. (1999) mention a delayed edge-lit detonation with a sec-
ond detonation forming at the antipode of the He ignition point,
and Forcada (2008) presents a simulation showing this effect. A
detailed discussion of the progenitor and explosion mechanism,
however, is missing in these publications. The same detonation
ignition mechanism is described in Garcia-Senz et al. (2018) for
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a rotating white dwarf. Following up on their work we explain
the ignition mechanism in detail and discuss its effect on ob-
servables in the analyzes of multi-dimensional radiative transfer
calculations.

The methods are described in Section 2 and details on the
models are presented in Section 3. Section 4 discusses the results
from the hydrodynamic simulations and their significance in the
framework of previous work. Radiative transfer calculations are
presented in Section 5. We conclude in Section 6. The simulation
data of all our models will be made available on the Heidelberg
Supernova Model Archive (HESMA, Kromer et al. 2017).

2. Methods
2.1. Hydrodynamics

Three dimensional simulations are carried out using the mov-
ing mesh code Arepo (Springel 2010). The code is based on a
Voronoi tessellation of space with mesh generating points mov-
ing along with the hydrodynamic flow. This leads to a nearly La-
grangian scheme. A second-order finite-volume method is em-
ployed to solve the Euler-Poisson equations of hydrodynam-
ics with tree-based self-gravity as a source term. The Godunov
method is used as described in Springel (2010) with the im-
proved scheme of Pakmor et al. (2016). For modeling reactive
flows, a source term is added to the energy equation and balance
equations for nuclear species are followed. To this end, the nu-
clear network solver of Pakmor et al. (2012) is coupled to the
hydrodynamic solver of the Arero code (Pakmor et al. 2013).
If not stated otherwise, we employ a nuclear network consisting
of 33 species comprising n, p, “He, '2C, 13N, 190, ?°Ne, ?’Na,
23Na, 24Mg, ZSMg, 26Mg, 27A1, 28Si’ 29Si, 3OSi, 31P, 328, 36AI',
40C3., 44Ti, 45Ti, 46Ti, 47V, 48CI‘, 49CI', 50Cr, SIMH, SZFC, 53FC,
34Fe, 53Co, and °Ni.

Following Fryxell et al. (1989) and Appendix A of Townsley
et al. (2016), burning is disabled when the conditions

V.o<0andVP- = 5 066

cell

ey

indicate that the corresponding region is located inside the
shock. The Helmholtz equation of state was implemented by
Pakmor et al. (2013) based on Timmes & Swesty (2000) and
closes the system of equations to be solved.

The adaptive mesh refinement capability of Arepo allows us
to better resolve the helium shell and the propagation of the det-
onation wave within it. We employ an additional refinement in
two different regions: the He shell and the location of the carbon
detonation ignition (see Sec. 3.3 for the coordinates). A passive
scalar is used to track the location of the He shell. This is needed
as He is not only present in the shell, but also in the background
of the white dwarf.

The mass of a cell is chosen as the refinement criterion. Sim-
ilar to Pakmor et al. (2013) an explicit refinement is used for a
better mass resolution and a reference mass for a cell is fixed. If
a cell mass exceeds this reference mass by a factor of two the
cell is split.

2.2. Nucleosynthesis postprocessing

As stated above a 33 isotope nuclear network is used to follow
the nucleosynthesis in the hydrodynamics simulation. This gives
a good approximation to the final abundances and the energy
release during the explosion. To determine detailed yields, nu-
cleosynthesis postprocessing is carried out in a subsequent step
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based on two million tracer particles that are placed into the hy-
drodynamic explosion model. These sample the initial mass dis-
tribution, each representing a mass of about 1x 10?7 g of material
whose temperature and density evolution is tracked (Travaglio
et al. 2004).

The thermodynamic tracer particle trajectories form the basis
of the postprocessing nucleosynthesis calculation with a network
involving 384 isotopes (Pakmor et al. 2012). It reaches from neu-
trons to **Mo. The reaction rates are taken from the REACLIB
data base (Rauscher & Thielemann 2000) as in Pakmor et al.
(2012). The hydrodynamic simulation extends up to 100s af-
ter ignition. By this time, homologous expansion is reached to a
good approximation while the nuclear burning is already com-
plete after a few seconds. With its two million tracer particles,
the postprocessing step determines the three-dimensional chem-
ical composition of the ejecta with sufficient accuracy for subse-
quent radiative transfer calculations.

2.3. Radiative transfer

The time-dependent multi-dimensional Monte Carlo radiative
transfer code Artis (Sim 2007; Kromer & Sim 2009, based
on the methods of Lucy 2002, 2003, 2005) is used to derive
synthetic observables for the models. The postprocessing abun-
dances and final ejecta density are mapped onto a 50° Carte-
sian grid using the scheme described by Fink et al. (2014, see
also Kromer et al. 2010). In each radiative transfer simulation
2.56 x 107 energy packets are tracked as they propagate through
the ejecta for 111 logarithmically spaced time steps between 2
and 120 days after the explosion. We use the atomic data set
as described by Gall et al. (2012), adopt a gray approximation
in cells that are optically thick (cf. Kromer & Sim 2009), and
assume local thermodynamic equilibrium for the first ten time
steps (times < 3 days after explosion). Line-of-sight dependent
light curves are calculated as by Kromer et al. (2010). The escap-
ing photons are binned into a grid of ten equal solid-angle bins in
i = cos 6 where 6 is the angle between the line of sight and the z-
axis of the model. The line-of-sight dependent spectra are calcu-
lated using "virtual-packets" as described by Bulla et al. (2015).
Where an energy packet interaction occurs, a virtual-packet is
created with frequency and energy equal to the energy packet at
the point of creation. The virtual-packet is propagated toward a
predefined observer direction nqps, and contributes to the emer-
gent spectrum. This approach significantly reduces the Monte
Carlo noise in the angle dependent spectra.

3. Models
3.1. Model setup

Nine hydrodynamics simulations were carried out following the
evolution of a white dwarf that consists of a carbon-oxygen core
and a helium shell. Carbon and oxygen make up 50% by mass,
respectively, of the core material. In our initial models, the com-
position changes in a small transition region at the edge of the
core to pure helium. The details of the models are listed in Ta-
ble 1. Their total masses of 0.91 My (M3a) and 1.05M, (M1
and M?2) are chosen to be similar to Models 1 and 3 (hereafter
FM1 and FM3) in Fink et al. (2010). Model M2a is our reference
model. Modifications of the base setup are made to study the ef-
fect of different parameters. The different models explore the in-
fluence of the mixing of carbon into the shell (M1a and M2a), the
white dwarf mass (M2a and M3a), the resolution (M2a, M2a_13,
M2a_21, M2a_36, and M2a_79), the nuclear network in the hy-
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Fig. 1: Radial profile of the density, temperature, and helium
mass fraction in an interval of 3 to 5.5 X 10%cm of the ini-
tial setup and at helium ignition of Model M2a; the black solid,
green dotted, and blue dashed lines represent the core-shell tran-
sition, base of the helium shell, and outer edge of the transi-
tion region, respectively; the cells with temperatures higher than
7 x 108K in the profile at He ignition represent the detonating
cells of the He detonation.

drodynamic calculations (M2a and M2a_i55), and the He igni-
tion setup (M2a and b; see Table 1). The reference model M2a
is discussed in Sections 3.2 and 3.3 as well as Sections 4.1 and
4.2. A comparison and discussion of the hydrodynamic simula-
tions in the context of Models M1a and M2b to M3a follows in
Sections 4.3 to 4.6.

The white dwarf was set up in 1D by integrating the equa-
tions of hydrostatic equilibrium. The total mass of the white
dwarf (Myo) and the transition density (ps) at which the helium
shell begins are initial parameters. The position at which the he-
lium shell begins as well as its mass depend on these param-
eters. The temperature was set to be constant within the core
(T¢) while Ts describes the temperature at the outer edge of the
transition between core and shell beyond which it declines adi-
abatically. The helium shell mass was not set explicitly but was
determined by an iteration based on the fixed total mass of the
WD and density at the base of the helium shell, ps, while the
central density pc is variable.

Article number, page 3 of 18
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Fig. 1 shows the initial setup of Model M2a in the radial
range from 3 to 5.5 x 103 cm (in blue). The model parameters
are listed in Table 1. The jump in the temperature profile (mid-
dle row) and helium mass fraction (bottom row) indicates the
location of the change from the CO core to the helium shell of
the WD. The vertical line in the density profile marks the posi-
tion of pg corresponding to the other profiles. The core radius is
at about 4.0 x 108 cm. The transition between core and shell is
set to only consist of 20 cells in the 1D setup following a linear
trend in the temperature and abundances. This transition region
extends from 4.039 x 10 cm to 4.058 x 108 cm in radius. Based
on the setup in 1D, the model of a white dwarf with a helium
shell is mapped to 3D using the HEALPix method (Gorski et al.
2005) on concentric shells according to Ohlmann et al. (2017).

3.2. Relaxation

After mapping onto the 3D grid of Arepo, a relaxation step fol-
lowing Ohlmann et al. (2017) was carried out to eliminate spu-
rious velocities that can be caused by discrepancies between the
pressure gradient and gravity. Earlier work by, for example, Fink
et al. (2007) performed the explosion simulations without prior
relaxation of the star; however, when mapping the initial WD
structure onto the unstructured computational mesh of Arepo,
relaxation is necessary to obtain a hydrostatic equilibrium. The
white dwarf was relaxed in a hydrodynamic simulation with the
nuclear reactions switched off for ten dynamical time scales,
which are defined here by the sound crossing time,

“dr

9
0 Us

2

Tdyn =

with radius R and local sound speed v, which, because the den-
sity is not constant, varies with radius. In the relaxation process
the velocities were damped until 80% of the relaxation time
has passed. The simulation was continued for two dynamical
timescales without damping to verify stability of the model. The
conditions for stability posed in Ohlmann et al. (2017) are ful-
filled for all models presented in this paper.

During the relaxation process mixing took place between the
helium shell and CO core washing out the interface between
them. This mixing was additionally enhanced after the relaxation
for all models except M1a and M3a. We therefore identify the
shell with material in which the helium mass fraction exceeds
0.01. Naturally, this shifts the original core and shell masses
and the values for the post-relaxation helium shell masses are
included in Table 1. They differ by about 0.02 M, from the ini-
tial setup. 0.01 Mg, of each carbon and oxygen are mixed into the
shell.

The effect of mixing during the relaxation phase is illustrated
in Fig. 1. The red points represent the radial profiles obtained
from the Arero model at the time of helium ignition after re-
laxation while the initial 1D model is shown in blue. The core
radius shifts inwards to about 3.8 X 10® cm and the transition re-
gion between core and pure shell material increases in size (see
bottom panel in Fig. 1). The radius of the outer end of the transi-
tion region shifts outwards due to the additional artificial mixing.
The temperature profile (middle panel) shows a similar shift cor-
responding to the helium mass fraction. However, the transition
region does not show an equally broad increase in the tempera-
ture. Some cells in the radial interval [3.5 x 108,3.9 x 10%] cm
experience an increase in temperature during the relaxation. This
does not influence the detonation as the values are too low for ig-
nition of a detonation in the material.
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3.3. Detonation

In contrast to Pakmor et al. (2013) who model a white dwarf
merger, the first detonation in the He shell was not ignited dy-
namically but it was assumed to be triggered by thermal instabil-
ity. Glasner et al. (2018) investigate whether such a detonation
in the helium shell can develop naturally following the accre-
tion of helium onto the white dwarf and find this to be likely
from their simulations. Jacobs et al. (2016) carry out 3D simu-
lations of one eighth of a WD using a low-Mach number code.
They conclude that a localized runaway can be achieved tak-
ing 3D convection into account. Similar to Livne (1997), Fink
et al. (2010), and Woosley & Kasen (2011), we triggered the he-
lium detonation artificially at the base of the helium shell. This
is achieved by increasing the specific thermal energy of selected
cells to 5 x 10'%erg g~!. This value was chosen to ignite explo-
sive burning without reaching a non-physical high thermal en-
ergy. Comparable values are found by Glasner et al. (2018) in
their He detonation ignition simulations.

Due to the mixing the transition region between core and
shell has widened. The igniting cells were therefore chosen to
enclose a volume of radius AR centered at the outer edge of the
transition region. AR was defined as 0.04 times the distance of
the central detonating cell to the center of the white dwarf. This
value leads to a detonation ignition in a volume similar to that
found by Glasner et al. (2018). This construction formally results
in a symmetric detonation ignition volume around one point. In
the numerical implementation, however, asymmetries are pos-
sible due to the Voronoi structure of the grid. Averaged global
spherical symmetry (neglecting rotation) allows us to select the
detonation point arbitrarily on a sphere corresponding to the base
of the helium shell. In our models, it was placed on the positive
z-axis, thatisat x =y = 0.

The cells in which the helium was ignited can be identified
in the temperature profile of Fig. 1. They are located at radii
between 3.88 x 108 cm and 4.11 x 10 cm and have temperatures
of at least 7 x 108 K. The central ignition spot is at a radius of
4.04 x 108 cm for Model M2a.

Different initial positions for the helium detonation were
tested for Model M2. The detonation in the helium shell was
ignited uniformly around one point at the very base of the He
shell (Rc, M2b with core radius R after relaxation, green dotted
line in Fig. 1), and at the base of the He shell where the peak in
the temperature profile is located at the outer edge of the tran-
sition region (M2a, blue dashed line in Fig. 1). The radii of the
central ignition spots are 4.04 x 108 cm and 3.77 x 10% cm for
Models M2a and b, respectively. A sketch of the ignition spots
is shown in Fig. 2. The red curve represents the outer edge of the
transition region between core and shell.

As described in Section 2.1 an additional mesh refinement
was imposed in the helium shell to better resolve the propaga-
tion of the detonation wave. A passive scalar was used to follow
the shell material and to determine where the refinement is in-
creased. As we discuss in Sec. 4, Model M2a shows a high in-
crease of the density and temperature in the convergence point
of the He detonation wave at the antipode of the helium ignition
which triggers a carbon detonation. A further mesh refinement
region was added for the location of this second, carbon detona-
tion. This results in two regions with additional refinement over
the base resolution: one in the helium shell and another around
the helium detonation convergence spot opposite from its igni-
tion. Additional simulations were carried out with different res-
olutions to check for the convergence of the helium detonation
and the carbon detonation. These are Models M2a_79, M2a_36,
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Table 1: Overview of model parameters.

Model My Mipes Mpes Ts Tc 0s pc resolution #isotopes ignition spot
[Mo]  [Mo]  [Mo] [107K] [107K] [10°gcem™] [10"gem™] [107% Mg]
Mla 1.05 0.051 0.064 6 3 1.2 4.8 3.33 33 a
M2a 1.05 0.051 0.073 6 3 1.2 4.8 3.35 33 a
M2b 1.05 0.051 0.073 6 3 1.2 4.8 3.35 33 b
M2a_79 1.05 0.051 0.073 6 3 1.2 4.8 79.18 33 a
M2a_36 1.05 0.051 0.073 6 3 1.2 4.8 36.27 33 a
M2a_21 1.05 0.051 0.073 6 3 1.2 4.8 21.44 33 a
M2a_13 1.05 0.051 0.073 6 3 1.2 4.8 12.71 33 a
M2a_i55 1.05 0.051 0.073 6 3 1.2 4.8 3.35 55 a
M3a 091 0.135 0.155 6 3 1.5 1.9 2.76 33 a

Notes. The total mass of the white dwarf M, initial mass of the helium shell Miy.s and post-relaxation Mpy.s, temperature T at the base of the
helium shell, core temperature 7, transition density to the shell ps, and central density pc are given. Models M2 denote models with an additional
mixing of carbon into the He shell after relaxation. The resolution is given for the volume where the detonation wave converges at the antipodes

which is the region with the highest level of refinement in Model M2a.

Fig. 2: Schematic illustration of different ignition spots for
Model M2 with the white dwarf CO core in yellow and helium
shell in gray; symmetric around the base of the shell (M2b) and
symmetric around the point of peak temperature (M2a).

M2a_21, and M2a_13. Contrary to simulation M2a and other
models no additional refinement is used for Model M2a_79.

In Arepo, refinement is enforced by reducing the reference
mass in the respective region. As a standard, a reference mass
My of 2 x 10?7 g is chosen in regions with base resolution. With
each level of refinement the reference mass is decreased. The
reference mass is 4x10% g and 2x10?° g for Models M2a_36 and
M2a_21, respectively, which have an additional refinement in
the helium shell. The refinement around the convergence spot of
the helium detonation is imposed in the region enclosed in —2 X
108 cm < x < 2x10% cm, —2x10% cm < y < 2x10% cm, and —7x
103 cm < z < —3 x 108 cm. The limits of this refinement region
are chosen after the first detection of the carbon detonation at
the convergence spot. Models M2a_13 and M2a have a reference
mass of 1.2 x 10%0 g and 2 x 10% g, respectively.

4. Results from the hydrodynamic explosion
simulations

We summarize the results from the hydrodynamic explosion
simulations in this section focusing on our reference model M2a
for most parts. The detonation ignition mechanism is described
in detail followed by an analysis of the final abundances. A dis-
cussion of different parameters such as the resolution, ignition

spot, and white dwarf mass is carried out. A comparison to pre-
vious work concludes this section.

We describe the evolution for our reference model M2a
first. After the He detonation is initiated, a detonation wave
propagates through the helium shell and a shock wave develops
and propagates through the core of the white dwarf. The
simulation follows the evolution for 100s. In Model M2a a
volume consisting of 4514 cells is set to detonate initially in the
helium detonation.

The propagation of the detonation wave is visible in Fig. 3.
It shows the evolution of the carbon mass fraction, temperature,
and density (from left to right) at four different times.

The top row illustrates the ignition of the helium detonation
in the high temperature spot. The location of the core-shell tran-
sition can be inferred from the carbon abundance. The second
row shows the propagation of the detonation wave in the helium
shell and the shock in the CO core. The burning in the helium
shell is visible as some of the carbon in the core-shell transition
region is burned together with the helium. At the same time the
energy release leads to a temperature increase. The shock wave
driven into the core by the helium detonation is visible in the
density slice. The third row of Fig. 3 shows the instant when
the detonation wave that propagated through the He shell con-
verges into a spot on the far side of the ignition. This initiates
a second detonation in the carbon-oxygen core 1.123 s after he-
lium ignition. Details of this detonation formation are described
in Section 4.1. After the convergence of the He detonation wave
and ignition of a carbon detonation, the detonation wave moves
inwards with a velocity of about 13.1 x 108cm s~! and a deto-
nation wave develops in the core. The carbon detonation wave
incinerates the core, thereby running over the shock wave still
propagating through the core material. The bottom row in Fig. 3
illustrates this situation: The shock wave sent into the core from
the shell detonation is about to converge while the detonation
overruns it.

Small asymmetries are visible in the bottom row of Fig. 3
which persist for the remaining simulation time until homolo-
gous expansion sets in. These asymmetries might be caused by
the irregularity of the grid or the initial asymmetric initiation of
the detonation in the helium shell. The Voronoi mesh consists of
cells that have different sizes and shapes. Only the cell mass is a
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constant parameter. This grid does not allow a perfect represen-
tation of all shapes. The characteristic of the mesh also results in
small asymmetries in the initial artificial detonation spot in the
helium shell as discussed in Section 3.3. Due to this, the prop-
agation of the detonation wave in the helium shell might differ
slightly between different sides of the white dwarf.

4.1. CO detonation ignition mechanism

The detonation ignition mechanism shown in Fig. 3 has not been
investigated in detail in previous work, which mostly focused
on the converging shock mechanism as the possible trigger for
the second detonation. It has, however, been briefly described
by Livne & Arnett (1995), Garcia-Senz et al. (1999), Forcada
(2008), and Garcia-Senz et al. (2018). We call this mechanism
the scissors mechanism because the detonation forms as a shock
wave propagates into dense core material while sliding over each
other, much like closing scissors.

Fig. 4 shows the temperature in a zoom-in (in time and space)
into the region of —2.5 x 108cm < x < 2.5 x 10%cm and
-6.5x 108 cm < z < =2.5x 108 cm of Fig. 3 at 1.080s to 1.187 s
after the first detonation ignition. At the helium detonation front
the temperature is high with values of about 3.6 x 10° K. It closes
up 1.123 s after its ignition on the far side of the WD star (see the
center panel of Fig. 4). A comparison of the profile of the carbon
abundance and temperature in the third row from the top in Fig. 3
shows that the point of convergence is close to the base of the
helium shell. This region contains carbon which was mixed into
the shell during the relaxation and acts as fuel that can be burned.
Peak temperatures of about 2.7 x 10° K are reached. Temperature
spikes of at least 2.4 x 10° K lead to explosive burning in a few
cells. These cells each have a volume of about 3.22 x 10'° cm?
on average (corresponding to a radius of about 20km assum-
ing a spherical structure of the cell) with a density higher than
3.0x 10%g cm™3 after 1.123 s. In all detonating cells, the temper-
ature increases further to above 2.8 x 10° K 1.126 s after the first
ignition in the helium shell increasing the robustness of the det-
onation. The detonating cells have abundances of at least 0.20 in
carbon and 0.42 in oxygen, confirming the carbon detonation.

Even in our highest-resolution simulation, the ignition of the
carbon detonation is far from being resolved. The detonating
cells in the simulation with the highest resolution have a radial
extent of about 20km. Katz & Zingale (2019) in comparison
show that a resolution lower than 1 km is necessary which can
not be reached easily in full 3D simulations. The detonation in
our simulations is at least in parts due to numerical effects. We
therefore compare with off-line detonation ignition studies to de-
termine whether a detonation can form physically under the con-
ditions we observe in our simulations. The values of temperature
and density are high enough to trigger a detonation according to
both Ropke et al. (2007) and Seitenzahl et al. (2009) who de-
termined critical values and sizes for detonation ignition. Ropke
et al. (2007) list a temperature of 2.3 x 10°K to be sufficient
on a 100 km scale with a density of at least 1.41 x 10°g cm™.
Seitenzahl et al. (2009) give values of at least 5.0 x 10°g cm™>
and 2.0 x 10°K for the density and temperature, respectively.
We therefore conclude that a physical detonation ignition at the
points singled out in our simulation is likely to occur.

4.2. Final abundances

The final abundances of “He, 12C, 160, 28Si, 328, 40Ca, **Ti, and
Ni in the ejected material as determined from nucleosynthetic
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postprocessing of the tracer particles (see Section 2.2) are given
in Table 2 for Models M1a, FM3, M2a, and M2a_i55. The four
left columns list the abundances from the helium detonation,
while the four right columns give the final abundances of the
core detonation when homologous expansion occurs. The tracer
particle approach allows us to separate the yields of the helium
detonation from the yields of the core detonation: we identify
tracers that are affected by the helium shell detonation based on
whether it had a helium mass fraction of at least 0.01 at the be-
ginning of the hydrodynamic detonation simulation. Fink et al.
(2010) do not consider the possibility of the ignition of a deto-
nation at the point where the detonation wave converges at the
shell-core interface for Model FM3, but they focus on a second
detonation that might be ignited in the CO core due to spherical
shock collimation near the center. Their abundances are included
in Table 2 for comparison and taken from Fink et al. (2010) and
Kromer et al. (2010) for Model FM3.

In Model M2a about equal parts of 32S and “°Ca are pro-
duced in the He shell detonation (~ 107> M) while the amounts
of produced '°O and ?8Si are slightly higher. The **Ti abundance
is comparatively low with 7.0x 10™* M. The '2C is also low —in
this case because high enough temperatures are reached to burn
to heavier elements. The relatively high amount of helium in the
shell detonation is a result of the expansion of the matter during
the burning. The density decreases, it cools down and burning
stops.

The high temperatures and densities together with carbon in
the helium shell allow the production of more heavy elements
such as Ni compared to Model FM3. The a-captures are
accelerated due to the presence of >C (see Fink et al. (2010) for
a detailed discussion). There is a difference of about one order
of magnitude in most species produced in the helium detonation
between our reference model M2a and FM3. Only the '2C
and “°Ca abundances are about the same with 1.0 x 107 Mg
and 2.2 x 107* My, and 3.6 x 107> M, and 2.2 x 1073 M,
respectively. The **Ti abundance shows a reduction by about a
factor of five compared to the value found by Fink et al. (2010).
In Model M2a we burn about 50 % of the initial helium. This
is higher than in Fink et al. (2010) and can in part explain our
higher °Ni production. Another reason for the discrepancy is
the different modeling approach of Fink et al. (2010). Their
level set method does not allow a self-consistent calculation of
the energy release and nuclear burning.

The abundances of the core detonation are in agreement with
the qualitatively expected values. *°Ni is produced most abun-
dantly followed by ?8Si and 32S. The mixing of carbon into the
shell causes less carbon to be present in the core so that less is
present after the detonation. The abundances of the core deto-
nation are of the same order in Models M2a and FM3, except
for the amount of '>C which is about one order of magnitude
lower in M2a than in FM3 after 100s in our simulation. Small
variations in the abundances of the core detonation between M2a
and FM3 can be explained by the different codes. The agreement
of both models is better for the core detonation than the helium
detonation as the core mass and composition are very similar.
Moreover, the level set method to model detonations is more pre-
cise at the high densities in the core. The total final mass (shell
and core) of “°Ni (0.59M,) is in the expected range for a normal
Type Ia supernova (Stritzinger et al. 2006; Scalzo et al. 2014). A
discussion on how the change in the abundances influences the
spectra follows in Section 5.
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Fig. 4: Zoom-in of Fig. 3 on the time evolution of Model M2a; temperature profile with increasing time from left to right and top to
bottom: the times are indicated above each plot going from ¢ = 1.080s in the top left to = 1.187 s in the bottom right; plotted as

slices through the center of the white dwarf in the x — z plane.

4.3. Influence of core and shell mixing

Until now it is unclear whether the transition between core
and shell is sharp or smeared out over a certain volume.
Neunteufel et al. (2017) expect that some — but not very much —
mixing takes place during the accretion of helium onto the white
dwarf. The ignition of He shell burning may dredge up some
core material. Even without mixing, the material forming the He
shell has some metallicity. Accretion from a hybrid HeCO WD

Article number, page 8 of 18

is another possibility. An enrichment with carbon (and possibly
other metals) influences the He burning. As a simple illustration,
we consider the case of material consisting of “He and '>C only.
Similar arguments can be made for the admixture of other metals
(see Shen & Moore 2014). Carbon admixture in the He shell has
two effects: it enhances the burning rate and can limit the mass
number of the ash material. Kromer et al. (2010) show how this
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Table 2: Final abundances in the explosion ejecta for Models M1a, FM3()® M2a, and M2a_i55.

He detonation

core detonation

Mla FM3 M2a M2a_i55 Mla FM3 M2a M2a_i55

[Mo] [Mo] [Mo] [Mo] [Mo] [Mo] [Mo] [Mo]
“He 2.5x1072 33x10%2 23x1072 23x107%2 | 42x1073 50x 1073 54x1073
12c 3.6x107% 22x10™* 1.0x10™* 6.8x10° | 12x103 27x10 89x10* 82x10™*
0 50x102% 19x10° 74x102 76x1072 | 55%x102 80x10%2 52x1072 5.2x1072
BSi  46%x1073 14x10* 89x1073 91x1073 | 1.7x107" 21x107" 1.6x107" 1.5x107!
28 1.8x 1073 78x10% 32x103 33x1073 | 1.1x107" 1.0x107' 1.1x107" 1.0x107!
OCa 27x1073 22x103 3.6x107° 35%x103 | 24%x102 18x1072 23x102 22x107?
“T 72x107% 34x%x103% 70x10* 69x10* | 28%x10° 1.1x107° 28x10° 29x107°
BCr 15x107 44x107% 1.6x1073 1.6x1073 | 49x10* 45x10™* 48x10* 47x10™*
MNi 1.5%x1072 1.7x1073 12x1072 12x107%2 | 56x107" 55x107" 57x107' 59x107!

References. (1) Fink et al. (2010), (2) Kromer et al. (2010)

impacts synthetic spectra and light curves and conclude that it
leads to a better fit with the observations for Model FM3.

The triple-a reaction is the bottle-neck in the pure He compo-
sition case. In a pure He shell the triple-a reaction first needs to
produce '?C before the a-process starting out with '>C(a, y)'°0
forms heavier elements up to Ni. A seed abundance of car-
bon circumvents the triple-a bottleneck. This is because for the
temperatures reached after ignition of explosive helium burning
the a-capture is faster than the triple-a reaction (see top panel
of Fig. 5). Such an effect occurs for any carbon mass fraction
above some cross-over temperature T'x (Fig. 5, bottom panel).
Since Ty is typically smaller than the temperatures reached in
explosive He burning, this enhances the burning rate in the He
shell and leads to stronger shocks by increasing the energy re-
lease in the detonation.

The second effect in addition to this carbon-enhanced He det-
onation results from an over-pollution of the He shell with car-
bon: In the a-process, it takes eleven « particles to reach °Ni
from '2C. Therefore, for a number ratio of helium to carbon
smaller than 11:1 we enter the a-limited regime, where the a-
chain stalls around a nucleus with nucleon number A < 56. The
stagnation point of the @-chain for a given carbon mass fraction
is determined by the relations

12 +4n = A, (3)

where n is the number of « particles needed to reach the stagna-
tion nucleus from '2C, and

Y(*He)  _X(*He)
Y2c) ~ " T X0y

Since, by mass conservation of a two species mixture,

X(*He) = 1 - X("?0),

“

Eq. (4) gives n = 3/X('>C) — 3. Substituting n into Eq. (3) we
finally get the nucleon number of the stagnation nucleus

12

- X(IZC) :
The a-limited regime thus begins at a mass fraction X(C) > 0.21.
In their Model 3m, Kromer et al. (2010) add 34% by mass of 12c
to the He shell and therefore reach a stagnation of the « - process

around argon which avoids strong imprints on the predicted opti-
cal spectra of the simulated supernova explosion. While Kromer

et al. (2010) study a homogeneous admixture of carbon to the
shell, our models are characterized by an abundance profile with
a higher amount of carbon at the base of the shell than at its
outer edge that results from the relaxation process (see Section
3.2). This gradient represents the expected abundance distribu-
tion more realistically (Neunteufel et al. 2017).

To bracket the effect and to investigate the influence of car-

bon in the shell on the detonation ignition mechanism, a different
structure in the helium, carbon, and oxygen abundances is mod-
eled. For this, no additional mixing of carbon and oxygen into
the He shell is added after the relaxation in Model M1a: In this
model the core consists of pure carbon and oxygen in equal mass
parts and the helium shell is only slightly enriched with carbon.
As a result of this only about 0.007 M, of each carbon and oxy-
gen is present in the shell and the total shell mass decreases. The
change in the composition of the transition region has an influ-
ence on the carbon detonation ignition mechanism. Contrary to
Model M2a, the convergence of the helium detonation wave at
the antipode is not strong enough to ignite a carbon detonation at
the shell-core interface in Model M1a. However, a detonation ac-
cording to the converging shock mechanism is found. Moreover,
the omission of additional mixing in Model M1a results in small
differences of the final abundances compared to those of Model
M?2a. Because of the similar shell mass and detonation ignition
mechanism the abundances of Model M1a can best be compared
to Model FM3 (see Table 2). The small addition of carbon to the
shell in the transition region leads to an increased production of
IMEs compared to FM3 while one order of magnitude less **Ti
and more *°Ni is produced in the shell detonation. These differ-
ences can be explained by the different treatment of the helium
shell detonation in both models.
Models M1la and 3m by Kromer et al. (2010) lead us to con-
clude that the mixing of carbon to the helium shell has an impact
on the yields as it results in the production of heavier elements.
However, our models show that it does not solve the problem of
a significant amount of “He being unburned and the redness of
the synthetic spectra (Boyle et al. 2017; Botyanszki et al. 2018).
On the other hand the mixing is critical for the details of the
detonation ignition mechanism as stated above.

4.4. Resolution study

In this study, we are interested in the results of the helium shell
detonation and the mechanism of the core detonation ignition.
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Table 3: Reference mass My of the helium shell and at the carbon ignition point as well as energy release of the He shell detonation
of Models M2a, M2a_13, M2a_21, M2a_36, and M2a_79. The last column lists whether a carbon detonation ignition following the

scissors mechanism is observed.

Mpy in He shell Egeshen Mg at Cign. point  scissors mechanism
[10°g] [erg] [10*g]
M2a_79 20.0 9.78 x 10%
M2a_36 40 9.93x10%
M2a_21 20 9.97x10% 2.0 no
M2a_13 2.0 1.2 yes
M2a 2.0 0.2 yes
105 ond column of Tab. 3) shows convergence: the difference of the
I energy release between the simulation with the high (M2a_21)
103! and modest (M2a_36) resolution is smaller than the difference
lo1 between M2a_36 and M2a_79.
Model M2a_21, which has the highest He shell refinement,
o 101t is taken as the base for testing the convergence of the carbon
Y2 103l detonation ignition mechanism. Two further simulations have an
5 additional refinement around the carbon ignition point (see third
= 105} column in Tab. 3). A detonation ignition by the scissors mech-
i 107! anism is not observed in Model M2a_21, but for both models
s with higher resolution in the corresponding material. This indi-
109t cates that core detonation ignition by the scissors mechanism is
the converged numerical solution.
10-11]
10-13}
1015 4.5. Sensitivity to the ignition spot
0 1 2 3 4
T [10° K] As described in Section 3.3 the ignition spot for the first deto-
nation was changed to consider two different locations in Model
M2. The simulations M2a and M2b differ only slightly (see Ta-
8 ble 1). The same propagation behavior is observed when the ig-
2.0rx nition spot is set to be located at the base of the He shell (Model
193 )&& M2b) and a carbon detonation is ignited at the same location
c’a 15 % as in Model M2a. The detonation ignition mechanism is robust
— Xy against small changes in the location of the first ignition spot of
e X x the helium detonation.
1.0f x
X
X
0.0 0.2 02 0.6 0.8 4.6. Influence of a different white dwarf mass
X(C)

Fig. 5: Top: Rate of change in *He abundance due to the
triple-a (red) and '>C(a,y)'®O (blue) reactions at a density of
1.2 x 10° gem™ and X('2C) = 0.1 dependent on temperature;
bottom: crossing temperature Tx above which the depletion due
to a-captures exceeds that due to triple-a dependent on initial
carbon abundance at a density of 1.2 x 10% gcm™3. The reaction
rates are taken from the JINA Reaclib Database (Cyburt et al.
2010) based on Xu et al. (2013) for the a-capture and Fynbo
et al. (2005) for the triple-a reaction.

We therefore perform numerical convergence studies for the two
effects in separate steps. Models M2a_79, M2a_36, and M2a_21
have different refinements in the helium shell, characterized by
the reference mass My as given in the first column of Tab. 3. The
total number of cells 1.123 s after helium ignition is 2.0 million,
1.6 million, and 1.3 million for Models M2a_21, M2a_36, and
M2a_79. The energy release of the He shell detonation (see sec-
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Table 4: Final abundances for Model M3a and FM1()-®),

He detonation

core detonation

M3a FM1 M3a FM1

Mo] Mo] Mo] Mo]
‘He 42x102 83x102 | 14x107°
2Cc 76x107° 12x1073 | 40x10™* 6.6x1073
10 17x102 32x10° | 6.8x102 14x107!
BGi 27x102 48x107* | 1.8x 1071 27x107!
29 50x103 22x107% | 12x107" 1.3x 107!
0Ca 42x1073 47x1073 | 23%x102 2.0x1072
“Ti 13x1073 79%x1073 | 1.9%x 10 7.2x10°
BCr 25x107% 1.1x1072 | 44%x10* 39x10™*
BNi 3.1x102 84x107* | 31x107' 1.7x107!

References. (1) Fink et al. (2010), (2) Kromer et al. (2010)
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A comparison of Model M2a to Model M3a is carried out to
consider the effects different white dwarf masses might have on
the mechanism. Details of Model M3a are listed in Table 1. The
size of the helium detonation is slightly smaller than in Model
M2a. 2447 cells are ignited with AR set to be 0.02 times the dis-
tance between central detonating cell and the center of the white
dwarf as described in Sec. 3.3. The total mass of the white dwarf
here is about 0.9 My with a helium shell about twice as massive
as in Model M2a. The simulation is run at a high resolution and
shows a convergence of the detonation wave 1.251 s after the first
ignition. At this point, opposite to the helium detonation spot, a
density of at least 5.8 x 10® g cm™ and temperature higher than
3.2x 10° K is reached in cells with a mass fraction of 0.32 in '>C
leading to the same detonation ignition mechanism as in Model
M2a.

The final abundances gained from Model M3a are listed in
Table 4. A total of 0.34 My, of **Ni is produced in the shell and
core detonations combined. The total yields for 28Si and 32S
are produced most abundantly following °Ni in this simulation
with 0.21 Mg and 0.12 Mg, respectively. The final abundances
of Model FM1 are included in Table 4 for comparison. Due to
the relaxation process and mixing of carbon and oxygen into the
shell in our simulation the He shell is about 0.03 M, heavier than
in Model FMI1. This leads to a much higher production of °Ni
and IMEs during the He detonation, but lower yields of “*Cr. The
abundances from the core detonation show the same relations as
Models M2a and FM3 for most isotopes. Only the differences
in the '®0 and >°Ni abundances are higher as Model M3a burns
more oxygen and produces twice as much nickel as the model by
Fink et al. (2010). We remind the reader that Fink et al. (2010)
uses a level set method which is different from our numerical
treatment. Their approach is better suited for a simulation of the
WD core at high densities than that of the helium shell detona-
tion, as discussed in Sec. 4.2.

4.7. Influence of the nuclear network

We test the sensitivity of the results to the size of the em-
ployed nuclear network. For this we consider a 55-isotope nu-
clear network during the hydrodynamics simulation. It is chosen
to match the nuclear network in Townsley et al. (2019) consisting
of n, p, *He, 1B, 12-13C, 13-15N, 15-17Q, 18F 19-22N¢ 22-23Ng,
23-26\g, 25-27 A], 28-30Gj, 29-31p 31-33g 3335 36-39Ap K
40Ca, $Sc, ¥Ti, Y7V, 8Cr, S'Mn, 5256Fe, 55Co, and 658-5Ni.
Shen & Moore (2014) point out that a large nuclear network is
needed to model the nuclear energy release accurately. Follow-
ing this, Townsley et al. (2019) show that a 55 isotope nuclear
network is large enough. They argue that their isotope network
gives the same energy release as a large 495-isotope network.
The nuclear network of Townsley et al. (2019) best captures He
burning at low densities while the 33 isotope nuclear network
used in M2a is optimized to follow carbon burning. As our mod-
els do not consider a helium shell enriched with *N, there is no
need to include a larger nuclear network similar to the one by
Townsley et al. (2019).

In our Model M2a_i55, considering the 55 isotope nuclear
network, the second detonation is ignited in the same way as in
Model M2a though the ignition occurs 0.003 s later. We further
find that the total energy release of the shell and core detona-
tion are within a few per cent of each other for Models M2a and
M2a_i55 (see Tab. 5). The final abundances are included in Ta-
ble 2 and it is shown that the different nuclear network does not
change the abundances significantly.

Table 5: Energy release of Models M2a and M2a_i55.

He detonation core detonation

[erg] [erg]
M2a 9.93 x 10% 1.35 x 10°!
M2a_i55 1.01 x 105 1.34 x 103!

4.8. Comparison to previous work

Livne & Arnett (1995), Garcia-Senz et al. (1999), Forcada et al.
(2006), and Forcada (2008) found a similar carbon detonation
ignition mechanism in their models. Livne & Arnett (1995) and
Garcia-Senz et al. (1999) consider different masses in their work.
Garcia-Senz et al. (1999) simulate the explosion of a white dwarf
with a total mass of 1.02 My and Livne & Arnett (1995) look into
different total masses between 0.70 Mg and 1.10 M. Differences
in the setup, namely the core and shell masses, do not allow us
to compare the final abundances of the models with our work.
The model of Forcada et al. (2006) and Forcada (2008) has a to-
tal mass of 0.9 M. Their helium shell is more massive (0.2 My)
than our Model M3a which makes a comparison difficult. Sim-
ulations by Garcia-Senz et al. (2018) show the same detonation
ignition mechanism. However, they consider different masses for
their models and look into the effect of rotation on the detonation
mechanism.

The different models confirm that the detonation ignition
mechanism is not limited to one specific setup as shown in Sec-
tion 4.6. Forcada (2008) finds that the location of the He ig-
nition is important for the success of the mechanism. Three of
their models show a direct carbon detonation ignition at the sur-
face of the core matching the edge-lit mechanism. The success
of the scissors mechanism may also depend on the thickness of
the transition region between core and shell. Our simulations do
not show a prompt edge-lit detonation (as for example Forcada
2008). Garcia-Senz et al. (2018) find that the convergence of the
He detonation waves weakens under the effect of rotation. Nev-
ertheless, an ignition of the core is still observed at a later point.

Unlike Livne & Arnett (1995), Garcia-Senz et al. (1999),
Forcada (2008), and Garcia-Senz et al. (2018), work by for in-
stance Fink et al. (2007) does not investigate the possibility of
a mechanism where the convergence of the detonation wave in
the helium shell leads to a second detonation. This is also due
to the fact that they use the level set method to track detonations
which prevents an automatic ignition of the second detonation,
but the core detonation has to be ignited by hand. They therefore
state that their results confirm that a core detonation would ignite
in the converging shock mechanism in case a detonation is not
triggered already at the edge of the core.

5. Synthetic observables

To explore the observable consequences of the scissors mech-
anism, we have performed radiative transfer calculations for
our reference model M2a. We selected this model for particu-
lar study since it has brightness appropriate for a typical Type
Ia supernova and can be closely compared to results from the
converging shock double-detonation Model FM3.

We have also computed synthetic observables for Models
MIla and M2a_i55. These allow us to quantify the effect of mix-
ing in Model M2a compared to Model M1a, and also the ef-
fect of using a 33 isotope nuclear network, compared to Model
M2a_i55 which used a 55 isotope nuclear network. We reserve
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for future studies a broader, systematic study of a range of com-
bined CO and He progenitor masses (models such as M3a). We
recalculated the synthetic observables for Model FM3 in order to
ensure that any differences are due to the explosion models, and
not differences in the setup of our radiative transfer calculations.

In the following we first compare the angle-averaged light
curves and spectra between the models, and comment on their
comparison to observations. We then discuss the viewing angle
effects for our synthetic observables.

5.1. Angle averaged light curves

The model angle averaged light curves are shown in Fig. 6, and
compared to Model FM3. The parameters for these light curves
are summarized in Table 6.

Table 6: Observable parameters of Models M2a, FM3, M1a, and
M2a_i55.

M2a FM3 Mla M2a_i55
Am;5(B) (mag) 1.82 2.00 1.62 1.83
tmax(B) (d) 16.6 17.7 16.4 16.6
My max (mag) -18.7 -184  -18.5 -18.7
MB max (Mag) -189  -18.6  -18.7 -18.9
My max (mag) -19.8 -19.7 -19.8 -19.8
MR max (Mag) -196  -196 -19.6 -19.6
M| max (mMag) -192 -19.2 -19.2 -19.2
(U - B)B max (Mag) 0.24 0.24 0.36 0.26
(B - V)B max (Mag) 0.81 0.95 0.92 0.82
(V-R)pmax (mag) -0.099 -0.016 -0.099 -0.093
(V - DB max (mag) -044  -039 -042 -0.47

Model M2a was chosen to be similar in mass to Model FM3,
allowing a close comparison between the outcomes of the ex-
plosion mechanisms for similar progenitor configurations. The
shapes of the light curves are similar for these two models, de-
spite the difference in the detonation mechanism (the scissors
mechanism for M2a and converging shock for FM3). However,
in the B band M2a is 0.3 mag brighter than FM3, peaks ~ 1 day
earlier, and declines more slowly from maximum. These effects
can likely be attributed to the higher abundance of °Ni synthe-
sized in the helium detonation.

Using a 55 isotope nuclear network, as discussed in Section
4.2, rather than our standard 33 isotope network, makes only
slight differences to the light curves of Model M2a_i55 com-
pared to Model M2a. Both models have the same peak bright-
nesses in the bands shown in Fig. 6, and show very similar de-
clines from maximum over 15 days in the B band. Given the
similarities of these models we conclude that using a 55 isotope
network during the hydrodynamics simulation does not have a
significant effect on the model light curves.

As described in Section 4.3, Model M1a investigates the in-
fluence of core and shell mixing on the detonation ignition mech-
anism. In Model M 1a the abundances are reset after relaxation to
bracket the effect of mixing in M2a. This resulted in not achiev-
ing a detonation by the scissors mechanism, as for Model M2a,
but by the converging shock mechanism. M1a peaks 0.2 days be-
fore Model M2a, is 0.2 mag fainter at maximum in the U and B
bands, and the same in the V, R, and I bands. The differences in
these explosion models make subtle changes to the light curves,
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however, these differences are small, for example in comparison
to the scale of discrepancies with data (see Section 5.4).

The color evolution for these models is shown in Fig. 7. At
times before maximum, the B-V colors of the models exploded
by the scissors mechanism (Model M2a and Model M2a_i55) are
marginally bluer than those exploded by the converging shock
mechanism (Model M1a and Model FM3). At later times both
the B-V colors and the V-R colors are redder for Model FM3
than for Models M2a, M1a, and M2a_i55. Our models all show a
very similar color evolution. The greatest differences seen are for
Model FM3 in comparison to the new models, however, these are
still small and do not dramatically affect the level of agreement
to be found in comparison to data.

5.2. Angle averaged spectra

In order to understand the elemental contributions responsible
for shaping the spectra, we indicate the spectral contributions
to emission and absorption, identified by ion for Model M2a at
18 days after explosion in Fig. 8. Specifically, in the Monte Carlo
simulations, we record details of the last interaction each escap-
ing Monte Carlo packet underwent. For each wavelength bin in
the synthetic spectrum we then color code the area under the
spectrum in proportion to the energy carried by packets in that
bin whose last interaction was with each of the ions considered.
We also construct an equivalent histogram of color coded con-
tributions based on where the wavelength bin packets were prior
to their last interaction (i.e. indicating where packets last under-
went absorption/scattering/fluorescence) and plot this under the
spectrum as an indication of the key absorption processes. This
analysis confirms that the helium shell ash causes strong absorp-
tion features in the bluer regions of the spectrum, as has been
previously shown (Kromer et al. 2010).

The spectra for the models are compared in Fig. 9 at 10 days
and 18 days after explosion. As expected from the similarities
between the light curves for these models, the spectra for each of
the models do not show significant differences. Again we see that
the most prominent differences are for Model FM3. At 10 days
the Sin emission at ~ 6400 A and Can emission at ~ 8500 A
is weaker for Model FM3, and the strength of Tin absorption,
especially at 10 days, is strongest for Model FM3.

5.3. Comparison objects

We compare our models to SN 2011fe (Nugent et al. 2011),
SN 2016jhr (Jiang et al. 2017), and SN 2018byg (De et al. 2019).
Out of these, SN 2011fe is a very well-observed Type Ia super-
nova of normal brightness, and is spectroscopically normal. It is
therefore a suitable benchmark to judge the validity of our mod-
els for rather normal SNe Ia.

SN 2016jhr was specifically suggested to have been triggered
by a helium shell detonation. It showed a prominent early opti-
cal flash ~ 0.5 days after explosion, an early red and rapid color
evolution, and a light curve typical of normal brightness Type Ia
supernovae, but showed strong titanium absorption, which is typ-
ically seen in the spectra of sub-luminous supernovae. Jiang et al.
(2017) attribute the early flash to the decays of *Ni and other ra-
dioactive isotopes in the outer layers of the ejecta, produced in
the helium detonation. They ruled out interaction between the
ejecta and either circumstellar material or a companion star as
the cause of the early flash due to the early red color, as their
models showed a bluer color evolution for these scenarios.
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Fig. 6: Angle averaged U, B, V, R, and I band limited light curves for our models

as well as Model FM3 compared to the spectro-

scopically normal Type Ia supernova SN 2011fe (Nugent et al. 2011).
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Fig. 7: Angle averaged B-V, V-R, and V-I color curves of the same models as in Fig. 6. For comparison we plot the colors of the

spectroscopically normal SN 2011fe (Nugent et al. 2011).

Both the objects mentioned above (SN 2011fe and 2016jhr)
are of similar peak brightness to our models. We also make com-
parisons of our models with SN 2018byg, which — although sig-
nificantly fainter — has also been suggested to be the result of
a helium-shell double detonation on a sub-Chandrasekhar-mass
white dwarf. The bluer regions of the spectra of SN 2018byg
show unusually strong line blanketing, with broad Tin and Fe-
group element absorption features, and near peak they observe
a deep, high velocity (= 25 000 km s~!) Can triplet absorp-
tion feature. The light curves of SN 2018byg are sub-luminous
and similar to SN 1991bg-like Type Ia supernovae, except for
a rapid rise in r-band magnitude within the first week from ex-
plosion. Our models are therefore systematically too bright com-
pared to SN 2018byg, however, we include this to make spectral
comparisons due to the similar nature of the proposed explosion
scenario. An explosion driven by a helium detonation naturally
explains the high velocity Cam feature, as a helium detonation
produces calcium, and other intermediate mass elements, in the
outer layers of the ejecta. De et al. (2019) find that the early, fast
rise in the r-band light curve is consistent with the presence of

radioactive material in the outer ejecta from a helium shell deto-
nation.

5.4. Comparison to observations

To compare our models with observations we first only discuss
the angle averaged light curves and spectra for our models. We
discuss viewing angle effects in Section 5.5. We compare the
model light curves to our comparison objects, followed by a
comparison of the model colors to these objects. The spectra are
discussed afterwards. We correct the spectra and photometry for
SN 2016jhr and SN 2018byg for reddening due to Galactic ex-
tinction (given by E(B-V)yw = 0.0263 mag (Jiang et al. 2017)
and AV = 0.032 mag (De et al. 2019), respectively). The total ex-
tinction to SN 201 1fe was found to be negligible (Nugent et al.
2011). The spectra of all our comparison objects are redshift cor-
rected.

The U, B, V, R, and I band light curves of SN 201 1fe are in-
cluded in Fig. 6. We find that our models are of similar brightness
in the B band until around maximum. As discussed by Kromer
et al. (2010) for Model FM3, our models decline from maximum
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in the B band too rapidly compared to observed normal SNe Ia
of comparable brightness. We also find our models to be too faint
in the U band. This region of the spectrum is strongly affected by
absorption from the helium shell ash. In the V, R, and I bands we
find that our models are brighter than SN 2011fe around peak,
but are of similar brightness at later phases.

The B band maximum of SN 2016jhr is -18.8 mag (derived
by Jiang et al. 2017), which is similar to our reference model
M2a, however, SN 2016jhr peaks at ~ 20 days after explosion
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while Model M2a peaks at 16.6 days after explosion. Again,
our models decline more rapidly in the B band than SN 2016jhr,
which has a Am;5(B) of ~ 1 mag.

SN 2016jhr has a redshift of z = 0.11737, and SN 2018byg
has a redshift of z = 0.066304. Hence the effects on the light
curves due to redshift are not negligible. To show the extent
of this effect, and to make a direct comparison to SN 2016jhr,
we plot the light curves of Model M2a from our synthetic spec-
tra after they have been redshifted to z = 0.11737 in Fig. 10.
We also account for the time dilation at this redshift. The g,
1, and i band light curves of SN 2016jhr and SN 2018byg are
plotted, however, we note that this is not a direct comparison
for SN 2018byg given the lower redshift of this object. Model
M2a declines more rapidly from maximum in the g band than
SN 2016jhr, and is brighter in the r band near maximum. As
SN 2018byg is sub-luminous, the brightnesses of our model light
curves do not match this object. Future work will include a pa-
rameter study that investigates models of lower luminosity.

The angle-averaged time evolution of the B-V, V-R, and V-
I colors are shown in Fig. 7, and compared to SN 2011fe. The
early B-V color of the models is much too red at early phases
compared to normal SNe Ia. This was also found for the models
in Kromer et al. (2010). They argued that this was mainly due
to blanketing effects of the burning products of the helium shell.
The g-r color of Model M2a is also redder than SN 2016jhr (once
corrected for redshift, see Fig. 10). The g-r color of SN 2018byg
around maximum is very red, (De et al. (2019) found g-r ~ 2 mag
at peak light). This is significantly redder than is seen for the
angle averaged g-r color of Model M2a around maximum. The
extreme redness near peak for this object is a result of the strong
line blanketing seen in the spectra.

As discussed in Section 5.3, SN 2016jhr showed an optical
flash and red color evolution at early times, and SN 2018byg
showed a rapid early rise in the r band. Noebauer et al. (2017)
find that model FM3 produces an early peak in the U and B
bands, and a pronounced shoulder in the V and R bands within
the first two days from explosion, which is consistent with these
observations. ARrrtis, however, is ill suited for modeling such
optically thick conditions at these very early times. The abun-
dances listed in Table 2 indicate that Models M2a, M1a, and
M2a_i55 have large abundances of radioactive material present
in the outer ejecta produced by the helium shell detonation. As
such, we would expect these models to also show an early peak
in the light curves at early times due to radioactive decays. This
effect should be investigated in future work.

The angle averaged spectrum of Model M2a at 2 days be-
fore maximum is compared to SN 2016jhr, SN 2018byg, and
SN 2011fe at similar epochs, see Fig. 12. In order to com-
pare spectral features we scale the spectra of SN 2016jhr and
SN 2018byg to match the brightness of Model M2a, given that
the light curves in Fig. 10 show that the absolute brightnesses of
these objects at this epoch are not a close match to Model M2a.
As could be anticipated from the light curve plots and previous
studies (Kromer et al. 2010), the models are not a good match to
SN 2011fe. The spectrum does, however, show some character-
istic features, such as the Si line.

Interestingly, SN 2016jhr does show similar features to
Model M2a. Jiang et al. (2017) found prominent absorption fea-
tures, such as the Tiu trough at =~ 4150 A. All of our models
show similarly strong Tim absorption. SN 2016jhr shows Canu
absorption around = 3700 A, comparable to Model M2a, and
although we see weaker Sin absorption at ~ 6100 A in Model
M2a, the velocity of this feature is similar. While our models do
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Fig. 12: Angle averaged spectrum of Model M2a at 15 days af-
ter explosion (~ 2 days before peak) compared to the spectra of
SN 2016jhr (Jiang et al. 2017) 2 days before peak, SN 2018byg
(De et al. 2019) 2 days before peak, and SN 2011fe (Nugent
et al. 2011) 1.8 days before peak. SN 2016jhr and SN 2018byg
have both been suggested to have been helium detonations. The
spectra for SN 2016jhr and SN 2018byg have been de-reddened
and redshift corrected, and are scaled to match the brightness of
Model M2a.

show strong absorption features in the blue, and are a reasonable
match to SN 2016jhr at 2 days before peak, the angle averaged
properties are not able to account for the line blanketing seen in
SN 2018byg for wavelengths blueward of = 5100 A . We discuss
the comparison to SN 2018byg further in Section 5.5.

5.5. Viewing angle effects

Kromer et al. (2010) show that an observer viewing the ex-
plosion from the polar directions observes a redder spectrum,
or a bluer spectrum than viewing from equator on due to the
asymmetrical distribution of iron-group elements produced in
the outer layers of their models. It is interesting that we see
more absorption is necessary for the models to account for the
strong line blanketing of SN 2018byg, relative to the angle aver-
aged spectrum, as this is similar to the differences presented by
Kromer et al. (2010) between the equatorial line of sight spec-
trum, and the polar line of sight spectrum where the observer is
looking through an extended layer of iron-group material pro-
duced in the helium detonation.

The off-center ignition of the scissors mechanism creates
strong asymmetries in the ejecta. Fig. 13 shows 2D slices along
the x-axis of Model M2a. The colors indicate the mass fraction
for each of He, Si, S, Ca, Ti, and Ni. Higher abundances of iron-
group and intermediate mass elements are synthesized around
the positive z-axis (see Si, S, Ca in Fig. 13). These asymmetries
create strong viewing angle effects for this model. We find that
the asymmetries in our Models M1a and M2a_i55 are similar to
M2a. The viewing angle effects of Model FM3 are discussed by
Kromer et al. (2010).

We show in Fig. 14 the angle dependent light curves in the
g and r bands for model M2a, compared to the light curves of
SN 2016jhr and SN 2018byg. The g band light curves are more
strongly affected by the asymmetries in the ejecta, as we see a
difference of ~ 1 mag in peak brightness between the angles pre-
sented here. It is apparent that the level of absorption viewed by
an observer is a strong function of orientation. As discussed in
Section 5.4 the degree of absorption in the angle averaged spec-
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Fig. 13: Slice along x-axis of Model M2a showing abundances for specific elements, where the color bar shows the mass fraction

for that element.

trum of our models is not sufficient to account for the level of
line blanketing observed for SN 2018byg. However, the high de-
gree of blanketing required by SN 2018byg is reproduced for
the most extreme lines of sight, plotted in Fig. 15, which shows
the viewing angle dependent spectra calculated for Model M2a
at 12 days after explosion, and the spectrum of SN 2018byg at
a similar epoch (13 days). The higher abundance of heavy ele-
ments (see Fig. 13) in the direction of an observer looking to-
ward the helium ignition point on the positive z-axis (6 = 0°)
causes stronger absorption than for the angle averaged spectra,
as is seen in Fig. 15. The spectrum viewed at 45° is similar to
0 = 0°. These spectra also show strong line blanketing in the
blue regions of the spectra, and deep Can absorption features.
At 6 = 180° significantly less absorption is seen due to the lower
abundance of heavy elements. The spectrum seen at 8 = 90° is
similar to the angle averaged spectrum. These results highlight
the necessity of multi-dimensional simulations.

6. Conclusions

In this work we describe a detonation ignition mechanism for
the double detonation scenario that has previously not received
much attention: the scissors mechanism. Most simulations car-
ried out so far are in 1D or 2D (e.g., Woosley & Weaver 1994;
Bildsten et al. 2007) with only Moll & Woosley (2013) perform-
ing 3D simulations. Here 3D simulations were carried out using
the Arepo code. Its adaptive mesh allows us to study the evolu-
tion of the helium shell detonation with high spatial resolution.
A detonation ignition mechanism is detected: The detonation
and shock waves propagate in the helium shell and in the core. At
the point when the detonation wave in the helium shell converges
opposite to its ignition spot, high enough densities and temper-
atures are reached in a large enough volume to ignite a second
detonation. This detonation propagates into the core and leads to
its complete incineration. This core detonation ignition mecha-
nism differs from the converging shock mechanism of Fink et al.
(2007, 2010) and Moll & Woosley (2013). In our models, we
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assumed a non-rotating progenitor configuration. Rotation intro-
duces a symmetry axis and Garcia-Senz et al. (2018) find that a
He detonation ignition far from this axis blurs the convergence
of the detonation wave on the antipode. They conclude, however,
that an ignition of core detonation is still likely to occur. We note
that if the scissors mechanism discussed here fails, the mech-
anism associated with the converging shock detonation would
occur.

We find that the scissors mechanism is independent of the
WD mass. However, the profile of the transition between CO
core and He shell is important (see Sec. 4.3). A change in the
mixing of carbon into the He shell can result in a different shell
composition and detonation ignition mechanism.

The simulations show that the mechanism is robust for dif-
ferent resolutions and that the energy release is converged. How-
ever, as the carbon detonation cannot be fully resolved the carbon
ignition is partly a numerical effect. Nevertheless, as critical val-
ues found in previous work (Ropke et al. 2007; Seitenzahl et al.
2009) are reached in more than one cell it is reasonable to say
that the detonation is physical.

The final abundances from the helium detonation of Model
M2a show differences of about one order of magnitude for many
isotopes compared to FM3. The difference in the °Ni abundance
in our Model M2a is a result of the different physical conditions
in the setup and burning treatment. Ropke (2017) describes the
details of the combustion processes. It should be noted that Fink
et al. (2010) consider a different ignition mechanism for the sec-
ond detonation and their simulations are in 2D. The final total
S6Ni abundance, however, is of the same order of magnitude
and corresponds to a mass in the expected range for a SN Ia
(Stritzinger et al. 2006; Scalzo et al. 2014).

Radiative transfer calculations were carried out using the ra-
diative transfer code Artis. We present the synthetic observables
of Models M2a, Mla, and M2a_i55, and we compare these to
Model FM3 and to observed SNe Ia. We find that despite the
differences in the explosion models their light curves and spectra
show no significant differences. While these models show some
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differences compared to Model FM3, these are small considering
the apparent discrepancies with observations.

As was found by Kromer et al. (2010), our models are too red
compared to observations of normal SNe Ia. This is particularly
obvious in the B-V color, where our models are redder than the
spectroscopically normal SN 2011fe at all epochs considered.
Additionally, our models are only able to match some spectral
features, such as the Si II line, typical for normal SNe Ia near
maximum light.

We also compare our models to SN 2016jhr (Jiang et al.
2017) and SN 2018byg (De et al. 2019), which are unusual
SNe Ia specifically suggested to have been triggered by helium
shell detonations. We find that the g-r color of our models is red-
der than SN 2016jhr near maximum light, however, we find that
the extreme redness of SN 2018byg around maximum is signifi-
cantly redder than our models due to the line blanketing observed
for SN 2018byg.

We find that the near maximum spectrum of SN 2016jhr is
a reasonable match to the angle averaged spectrum of Model
M2a, which is similar to the equatorial line of sight. In particular
the strong absorption due to intermediate mass elements seen
at the blue wavelengths of the spectrum is similar to that found
for Model M2a. The angle averaged spectrum for Model M2a
does not produce enough line blanketing to account for that seen
in SN 2018byg, however, the most extreme lines of sight are
able to reproduce this level of absorption at the blue end of the
spectrum.
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Fig. 15: Viewing angle dependent spectra for Model M2a at 12
days after explosion. We show the spectra for viewing angles of
0 =0°,45°,90°, and 180°, and plot the angle averaged spectrum
for comparison. Also plotted is the spectrum of SN 2018byg
at a similar epoch (13 days after explosion). The spectrum of
SN 2018byg has been de-reddened and redshift corrected.

Here we have proven that the amount of core-shell mixing is
an important parameter which influences the details of the car-
bon detonation ignition. We find that the double detonation sce-
nario includes a further carbon detonation ignition mechanism
— namely the scissors mechanism — which did not receive much
attention before and strongly depends on the amount of mixing.
However, we have only investigated a limited set of parameters.
Therefore it is necessary in the future to conduct a parameter
study. The dependence of the final yields and stability of the det-
onation ignition mechanism on the mass of the helium shell and
CO core, as well as metallicity and carbon abundance in the shell
will be studied.
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