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SNR Scalability Based on Matching Pursuits

Christophe De Vleeschouwer and Benoit Mabtgember, IEEE

Abstract—In this paper, SNR scalable representations of video is thus suboptimal. By contrast, a layered, or scalable, coder
signals are studied. The investigated codecs are well suited for com-exploits correlations across subflows to achieve better overall
munications applications because they are all based on backward compression [3]-[5]. The input signal is compressed into a

motion-compensated predictive coding, which provides the neces- b f di te | din hi hically t id
sary low-delay property. In a very-low bit rate context (VLBR), the number or discrete layers, arranged in hierarchically to provide

matching pursuits (MP) signal representation algorithm is used to  Progressive refinement. Witscalablecoding algorithms, one
represent the displaced frame difference (DFD) of each layer of original compressed video bitstream is generated; but different
a multilevel decomposition of the video signal. A number of con- supsets of the bitstream can then be selected at the decoder
ventional prediction schemes that can be generalized to any DFD g4 o support a multitude of display specifications such as the

representation technique are considered. They are compared with . - . . .
anporiginal and MP sp?ecific DFD prediction mgthod. ng scenari quality level (SNR scalability), the spatial resolution (spatial

have been considered. In the first scenario, an enhancement layer Scalability), and the frame rate (temporal scalability).

is built on a base layer that has been encoded using a classical, i.e., Developing (spatially) scalable video compression algo-
nonscalable scheme. In that case, all methods appear to be comparithms has attracted considerable attention in recent year
rable. In the second scenario, the fact that the base layer is used as[6]_[11]_ In this paper, we focus our attention to the study of

a reference for an enhancement layer is taken into account to build . .
it. In that case, the proposed MP prediction method clearly outper- SNR scalable schemes based on the extension of the hybrid

forms all other conventional approaches. Additional lessons can be Motion prediction/matching pursuits coding algorithm [12].
drawn from this work. The same motion vectors can be used in While not inherently suited for scalability, hybrid schemes pro-
both SNR layers, and the DFD prediction between layers improves vyide the low delay property, a major feature for communication
coding efficiency. Moreover, the MP representation of the signal applications.

enable us to measure the predictability of the high SNR layer DFD Section Il di th bl tered wh .
from the low SNR layer DFD, i.e., to quantify the part of the low ection ISCusses the problem encountered when coping

SNR layer information that also belongs to the high SNR layer. ~ With SNR scalability. In Section 1ll, a method is proposed

Index Terms—Hierarchical video coding, matching pursuits, to predict the high SNR layer DFI.D from _t_he low SNR layer
SNR scalability. reconstructed DFD. This method is specific to the use of the

Matching Pursuits (MP) representation technique and has been
implemented to minimize the size of either the low SNR layer
. INTRODUCTION bitstream, or the complete scalable bitstream. In Section 1V, it

N ADDITION to the new requirements for real-timeiS explained how the MP framework permits to quantify the
transmission, video applications are quickly evolving frorfelevance of performing prediction between the DFD of each
one-to-one communications to one-to-many and many-to-maayer. For the sake of comparison, other prediction schemes
communications. Widespread use of these applications d¥ve been considered in Section V. They include frame-based
easily overload existing networks when the same bits 6f macroblock-based DFD prediction modes but also propose
information have to be transmitted to different users at tighers. Results and discussions are provided in Section VI.
same time. Multicast, where a single packet is addressegction VIl concludes.
to all intended recipients, and where the network replicates
packets only as needed, make it possible to reduce unnecessary 1l. SNR SCALABILITY : TERMS OF THEPROBLEM

duplication of bits. .It re[ieves some of 'the nerork load .[1], As noted before, SNR scalability allows for the decoding
[2]. Nevertheless, in this context, a single, fixed-rate videg 5nnropriate subsets of a single output bitstream to generate
stream can not satisfy the conflicting requirements of a hetergs, 43| quality approximations of the original sequence. In the
geneous set of receivers. One approach for delivering multigigy,ying, studies are restricted to a two-layer system. The gen-
resolution, frame rate, or levels of quality across multiplgrg)ization to multilevel decompositions is straightforward. The
petwork connections is to encode the_ video §|gnal with a set|gf, snR layercodes the information required for low quality
independent encoders, each producing a different output rgjgyyery. Thehigh SNR layeprovides the additional informa-
This approach, calledimulcast does not exploit statistical i, required to display a high quality sequence. We refer to the
correlations across subflows. Its compression performanggmes generated using both the low and high SNR layers infor-
mation as to high SNR layer frames.

Manuscript received April 7, 1999; revised September 28, 2000. The researctGiven a quality constraint for each layer, the designer of the

of C. De Vleeschouwer was supported by the Belgian NFS. The associate edifffeg scalable coder has to choose between two distinct objec-

coordinating the review of this paper and approving it for publications was Dr. . . . .
Hong_yUangMark Liao. pap pproving P tives, depending on the application (s)he deals with.

The authors are with the Laboratoire de Telecommunications et Teledetection,l) Low quality delivery with minimal bitratethe purpose is
Universite Catholique de Louvain, B-1348 Louvain-la-Neuve, Belgium (e-mail: L . . -
devlees@tele.ucl.ac be; macq@tele.ucl.ac.be). to minimize the size of the bitstream subset providing the

Publisher Item Identifier S 1520-9210(00)11072-7. low quality video display.

1520-9210/00$10.00 © 2000 IEEE



DE VLEESCHOUWER AND MACQ: SNR SCALABILITY BASED ON MATCHING PURSUITS 199

2) High quality delivery with minimal bitratethe purpose and high SNR layers, denoté¥(¢) and P, (¢) respectively. The
is to minimize the total size of the bitstream, i.e., the sizerediction error (DFD) is then computed for each layer:
required to achieve high visual quality display.

Obviously, an equivalent choice appears when the constraint DFDy(t) = 1,(t) — P(t)
on each layer is expressed in terms of rate rather than quality. =1,(t) - DLt — 1), V(D))
The first choice consists in providing maximal quality to the .
. ) . ; DFDx(t) = L, (t) — Pu(t)
receivers having a small bandwidth and accessing only to the
low SNR layer. The second choice is to maximize the quality =L,#) =Tt - 1), V(t)). @)

offered to the receivers accessing to the complete bitstream. .

The choice depends on the application. For example, forP€NONGE:(t—1) = I,(t—1) — L(t—1) andEy.(t — 1) =
video transmission over a time varying channel such as the! = 1) = a(t — 1) the reconstruction (coding) error of the
Internet, if, on the one hand, the available bandwidth is at ff"v @nd high SNR layers at time— 1, we obtain that
capacity most of the time, it is worthwhile to keep the best B
possible quality on the high SNR layer. We will see that it can DED(t) = L,(t) — P(Li(t — 1), V(1))

( (

be done at the expense of the low SNR layer. On the other hand, =L(¢) - I(L(E-1) - E(t-1), V()
in applications where the channel is expected to spend most of =DFD,(t) + I(E(t — 1), V(¢)) )
the time at the lower bandwidth, one should take care to the DFDy(t) = I,

low SNR layer quality. Another example is for the multicast
video transmission. Users with different rate or computational
capabilities access either the low or high SNR layer. Depending =DFD,(t) + [(En(t - 1), V(D). 3)
on its goal (wide distribution of advertising, delivering of a
high quality service to the users who pay while providing a So, linearity of the motion-compensation operator allows ex-
minimal service to others, .), the source may desire to favorPressing both low and high SNR prediction errors as the sum of
the high or the low SNR layer at the expense of the other. ~ two terms. The first one)FD, (), is common for both layers.

In the next sections, different strategies are investigated to éhis due to the erroneous prediction obtained when applying

able SNR scalability for matching pursuits (MP) video codingMotion compensation to the original picture. The second one
results from the introduction of the residual coding error within

the prediction loop. This term differs in both layers.

The presence of a common term in the prediction errors

The Matching Pursuits video coding algorithm is a hybridf both layers allows the reconstructed (encoded/decoded)
motion-compensated algorithm for which the displaced framiéw SNR layer DFD to predict the high SNR layer prediction
difference (DFD) is expanded into waveforms, call#dms error. Matching pursuits, by their ability to analyze locally the
chosen among an overcomplete dictionary (see Appendix A agignal they represent, allow selecting predictable structures
[12], [13]). Stating that a motion-compensation loop is used #imong both errors. Two selection strategies are proposed in
each layer, the aim of this section is to study and exploit the s®ections I1I-B and 1lI-C. In each section, a single motion
tistical dependencies between the prediction errors or displagegtors set is used to compensate both layers. In Section 11I-B,
frame difference (DFD) of both layers to design an efficient scahotion vectors/;(¢) are estimated on the low SNR layer, while
able codec. The ability of Matching Pursuits to perform a signid Section 111-C motion vector¥’, (¢) are estimated on the high
analysis when decomposing it into waveforms is used to pred®iR layer.
the main structures of the high SNR layer DFD from the low

SNR layer reconstructed DFD. B. Low SNR Layer Delivery with Minimal Bitrate

L Delivering the low quality with a minimum bitrate means that

A. Layers Prediction Errors (DFD) the nonscalable video coder generates the low SNR layer bit-

Fig. 1 presents the components of each layer of the scalaslieeam. In order to provide scalability, additional information
schemel,(t— 1) andl,(t) refers to the original picture at time must complete it in order to achieve a better quality when the
t — 1 andt¢ respectively. Given angingleset of motion vectors whole information is accessed.
V(t) and the linear motion-compensation operdtér, V (¢)), According to Fig. 2, given thenotion vectors se¥;(¢) used
the motion-compensation provid€s(t) = T'(1,(t—1), V(¢)). to predict the low SNR layeat timet, one may compute the
We can observe that the displaced frame differddE®,(t) = high SNR layer predictiof, (t) = I'(I;,(t—1), Vi(t)). The re-
1,(t) — P,(¢) is not strictly null due to the fact that motionsulting prediction error, i.eDFD;,(¢), has to be encoded using
compensation is not able to perform perfect prediction (nomatching pursuits. Nevertheless, as told in Section IlI-A, the
linearity of the motion, occlusions, new objects,). Actually, low and high SNR prediction errors have common structures. It
this frame difference is not computed in a predictive scheme hg-highly probable that the atoms used to represent the low SNR
cause, for convergence purpose, it is necessary to computeldélyer prediction error also match the structures of the high SNR
difference between the original frame and the previously recdayer DFD.
structed compensated frandg(t — 1) and; (¢t — 1) beingthe  The high SNR layer DFD representation algorithm is modi-
low and high SNR reconstructed frames at titne 1, the mo- fied as follows. At each step, i.e., each time an atom is selected,
tion-compensation provides a prediction at timfor the low two possibilities are considered.

I1l. A TOM-BASED PREDICTION USING MATCHING PURSUITS
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Fig. 1. High and low PSNR layers illustration.

« As in the conventional MP representation technique, tf&N\R layer is selected if:
best matching dictionary function is searched for. Note

2
that the search indirectly selects which one of the lumi- AIQL,I < Ahj (4)
nance ') or chrominancesl(, V') components is repre- COST,,; — COST, 5
sented by the atom. This component is dendiedy . The computation overhead of this method is due to the search

* Among the atoms defining the low SNR layer structureg the best matching function among the atoms of the low SNR
the best matching function is also searched for. Note thgler. At each step, it requires one additional inner product com-
only the atoms describing ti& ¢y componentofthe low pytations per atom of the low SNR layer. As long as the number
SNR layer are considered. of atoms in the low SNR layer is small in comparison with

In order to decide which one of the two pre-selected atortise size of the MP dictionary, the overhead can be neglected.
is really transmitted, a Rate/Distortion criterion is used. In thEypically, the dictionary contains 400 functions that can be lo-
first case, the atom is specific to the high SNR layer. Its codirmgited in every pixel of a 1& 16 search window. That means
cost can be estimated from the atoms that have been encodeal #ize of 400x 256 for the MP dictionary. In practice, effi-
the previous frame. We denaf®0 ST, ; the mean coding cost cient implementations are possible to compute the inner prod-
of the high SNR layer atoms that do not belong to the low SN&ts with the dictionary functions. So, the overhead becomes
layer. In the second case, the atom has already been definesigmificant before the number of atoms in the low SNR layer
the low SNR layer. Only its amplitude has to be transmitteteaches 400< 256. Typically, if the number of atoms is one
In practice, a VLC code transmits it differentially with respecorder of magnitude below, the overhead is significant.
to the amplitude in the low SNR layer. An escape code is used . . n )
for the atoms of the low SNR layer that are not used in the high High SNR Layer Delivery with Minimal Bitrate
SNR layer. The coding cost is estimated by the mean differentialThe optimal way to provide the high quality level is to use
coding cost of the atoms of the previous frame. We denotetlite nonscalable MP codec for the high SNR layer. This non-
COST;, . For both atoms, the decrease of distortion achievedalable codec is used as reference. The aim is to generate a
by the representation of the atom is the atom energy, i.e., thiestream of minimal size providing the high quality sequence
square of its amplitude, respectiveclybj andAy, ;. Inorder to while allowing the extraction of a subset for the reconstruction
maximize the ratio—AD/AR, the atom specific to the high of a lower quality sequence.
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Fig. 2. Atom-based prediction of the high SNR layer DFD from the low SNR layer reconstructed DFD.
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Fig. 3. Construction of the low SNR layer DFD for optimal prediction of the high SNR layer DFD.

Fig. 3 presents the followed strategy. The set of motion veice., P;(¢) = I'({;(¢ — 1), V,,(¢)). The resulting prediction error
tors is estimated based upon the high SNR layer content. Fsl+epresented using either an atom specific to the low SNR
lowing the conventional nonscalable scheme, atoms are seledtg@r, or one that has been defined for the high SNR layer. R/D
to represent the high SNR layer prediction error, D, (t). considerations lead to the optimal choi€¢&)ST; is the mean
Once this set has been selected, the cheapest way to provideding cost of a low SNR layer atom in the previous frame,
lower quality layer is searched for, assuming that prediction sOST;, ; is the mean cost of an high SNR layer atom that does
possible between atoms of the low and high SNR layers.  not belong to the low SNR layer, adé0.513, ; is the mean cost

First, the previous reconstructed low SNR frame is compeof coding the differential amplitude of the atoms that belong to
sated using the motion vectors estimated on the high SNR lay®th layers in the previous framd; ;, is the amplitude, in the
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low SNR layer, of the atom pre-selected among the ones of thgualities hold:
high SNR layer.4, 5 is the amplitude of the atom specific to
the low SNR layer. In order to maximize the ratiQ\ D /AR, H(X)) < H(Xy, Xi) = H(Xu|X0) + H(Xy).  (6)

the atom specific to the low SNR layer is selected if . . _ .
The inequality becomes equality X; is a subset 0Xj,.

) Considering the coding cosf' associated to the entropy
AIQ,h Alﬁ coding of the realizations; andx},, we observe

< NG
COST, — COST, ; + COST;,, ~ COST, ®)

Clzn) < Clzp, xr) < Clen|zy) + Clx). (7)

Once enough atoms have been selected in the low SNR layer

: . : xp) is the coding cost of the high SNR layer atoms parame-
to achieve the required quality, the vectdfg¢) and the atoms ers, i.e., the coding cost resulting from the nonscalable scheme.

of the low SNR layer are encoded and the low SNR layer bj (1, z1,) is the cost that would result from encoding both sets

stream is generated. To provide the high quality bitstream, itd atoms in a single laye(xy|z;) + C(x1) is the scalable

completed by the VLC codes defining the differential amplitudgEheme coding cost. Due to the entropy coding efficiency dete-

of the atoms present in both layers (conditional entropy codinlg ration mentioned in, this cost is higher thifizr, =)
1 ) LA

and the features of the atoms specific to the .h|gh SNR layer. Differentiating four sets of atoms, we identify four stochastic
Note that the same comment than the one in Section 11I-B cg.

be made about the additional complexity of the method. Hriables assqc!ated to the atom parameters definition:
* X, 7, defining the atoms of the low SNR layer that are not
present in the high SNR layer;
IV. DFD PREDICTION ANALYSIS USING MATCHING PURSUITS * X, 1, defining the atoms of the low SNR layer that are
present in the high SNR layer;

In this section, we show how the approaches proposed in Sec—. X, 1, defining the atoms of the high SNR layer that are

tions I1I-B and 111-C allow analyzing the correlation between the | in the | | )

high SNR and the low SNR DFD layers. More specifically, DFD arso prege!ﬂt in the low SNR ayer,

prediction between layers raises some questions: which part of Ao defining th_e atoms of the high SNR layer atoms that
the low SNR layer reconstructed DFD information can really are not present_ln the IOW SNR layer. .

be exploited to predict the high SNR DFD? If some information The entropy equality of (6) is decomposed into

appears to be specific to the low SNR layer, what is its impor- H(Xp, X)) =H(X, 7 Xot, Xons X, )
(3] - Gt 2 1) Ll

tance? WU
The atoms chosen by the matching pursuits representation of =H(X), X010, Xpn, X 7)
a signal identify the coherent structures of that signal [14]. This + H(X),, | X, 0, le)
feature allows quantifying the answer to the above questions. + H(X0|X, 7))+ H(X, 7). (8)

Indeed, after MP representation of the DFD signals, it is easy to
count the number of atoms that are specific to the low SNR layer.Similarly, we can differentiate four coding costs.

It is also easy to measure the cost of the differential coding of . C, 7., for the low SNR layer atoms that do not belong to
the amplitudes of the atoms that match the error of both layers. the Lhigh SNR layer;

A deeper analysis is relevant in the case of high quality de- « ¢, ,,, for the low SNR layer atoms that are present in the
livery with minimum bitrate (Section IlI-C only). The recon- high SNR layer;
structed high SNR layer DFD is the one built in the nonscalable . Ch,. 1, for the high SNR layer atoms whose shape and po-
scheme. So, for the high SNR layer, information extracted from  sjtion have been defined in the low SNR layer. This cost
the scalable bitstream is identical to the information contained s equal to the differential amplitude coding cost;
in the nonscalable one. The additional bit-budget for the scal- « C,, ;. for the parameters of the high SNR layer atoms that
able case is due to have not been selected to construct the low SNR layer.
 adecrease of entropy coding efficiency due to the partition Practically, each coding cost is measured by the size of the ad
of the set of atoms. In [13], it has been shown that the effroc bitstream subset. As parameters of the low SNR layer atoms
ciency of atom position coding improves as the number afe encoded as a whole, disregarding whether they are specific to
atoms increases. Here, the cloud of atoms representing the low SNR layer or not, the coding cost for each category is not
high SNR layer DFD is split into a set of atoms encoded iavailable. Each cost is estimated by the corresponding fraction
the low SNR layer and a set transmitted in the high SN&¥ the total low SNR layer cost. In Section VI-B, we observe

layer. It deteriorates coding efficiency; and discuss the following inequality:
* the presence of information specific to the low SNR layer.
This information is of course not transmitted in the non- Clan) < Clan, w1) < Clop|z) + Cla)
scalable scheme. = Ch,i +Ca+ 0L +C 5 (9)

. . . L
Formally, letX;, and X; be the stochastic variables associ-

ated to the atom selection process of respectively the high dhexplains the enlargement of the bitstream in the scalable
low SNR layer. For a given frame, their realizationsandz; scheme. The cost of the information specific to the scalable
define the atom set parameters (quantized amplitude, shape seiteme is estimated Iy, , +Cz,ﬁ- The remaining excess with

position). From information theory, the following entropy (in)regards toC(xy) is mainly due to the decrease of the source
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Fig. 4. Multimodal macroblock-based prediction of the high SNR layer. 3 modes are considered: (a) MB is motion-compensated, (b) MB is predicted from t
low SNR layer, or (c) MB is motion-compensated and the DFD is predicted from the low SNR layer reconstructed DFD.

coding efficiency. In this reasoning, the assumption is madl#éPEG-4 scheme by the fact that three modes of prediction are
that, for atoms belonging to both layers, the high SNR layepnsidered.

amplitude coding cost would be close to the amplitude coding « MB estimation results from the motion compensation of

cost in the low SNR layer. the previous frame of the high SNR layer (MC mode).
¢ MB prediction is the sum of the motion compensation
V. SNR SCALABILITY : BLOCK- OR FRAME-BASED PREDICTION and of the low SNR layer reconstructed DFD (MC+DFD
mode).

For the sake of comparison and before presenting the results,
achieved with the atom-based prediction scheme, three conven- . . 4 image (L-SNR-I mode)
tional scalable schemes are considered. It is worth noting that . e L
on the contrary of the atom-based prediction schemes, thesg—h.e _chosen pred|ct|or_1 mode is the one that minimizes the
three schemes are not specific to the use of the Matching PPJ'P?d!thon error energy, 1.€., the sum of its square values..The
suits prediction error representation. They can be generali 8d|'ct|on mode along with thg MB atom flag, i.e., a flag in-
to any hybrid motion-compensated scheme, whatever the D Batlng whether the MB contains atom(s) or not, are encoded

representation technique is. Some of the conclusions dral{?"Y aVLC table. The us_efulnes_s ofathree-mode_s prediction
from the simulations can thus be generalized to hybrid codefsategy toward a conventional bimodal strategy (like the one
involving other DFD representation techniques used in the MPEG-4 scalable coder) is demonstrated in Sec-

tion VI-A-1. Moreover, in Section VI, either a single set of mo-
A. MPEG-4 Scheme for Scalability Using DCT tion vectors, i.eVi(t) = Viu(p), estlmated on the low or on the
high SNR layer, or two sets of motion vectors are used for mo-

The first scheme is the versatile MPEG-4 scalable schenfign compensation. It allows discussing the usefulness of two
MPEG-4 is a DCT hybrid motion-compensated schemgets of motion vectors (MV).

The low SNR layer is encoded as in the nonscalable encoding

scheme. For the high SNR layer, bidirectional (spatio-tempora) Frame-Based Prediction of the DFD
prediction is used. The two references are the previous highT
SNR layer frame (with motion-compensation) and the currem
low SNR layer frame. Fig. 4 presents the outline of the sche
Solid lines represent the two prediction modes considered. f{,ﬁ
dashed arrow is not relevant here.

MB is predicted by the current low SNR layer recon-

he third scheme is the one proposed by UC Berkeley [13].
this method, a single set of motion vectors, estimated on
e low SNR layer, was used to compensate both layers. Ac-
oerding to Fig. 1, both layers are motion compensated and the
sulting low and high SNR prediction errors are mentioned as

Selectiqn of the _pn_’-:diqtion mode is mfacroblock-based [1. FD; andDFDy,. To generate the low SNR layer bitstream, a
When motion prediction is selected, a high SNR layer rnot'orpormalized weighted sum of both prediction errors is encoded,

vector is encodedwo sets of motion vectofisigh and low SNR i.e., (1 — +).DFD; +v.DFDy, 0 < 4 < 1. The reconstructed

layer) are thus defined in this scheme. weighted prediction error is added to the low SNR layer com-
pensated frame to build the low SNR layer reconstructed image.
It is also added to the high SNR predicted frame to generate a
The second scheme is also a macroblock-based predictimw reference for that layer. That reference is then improved
scheme. Matching Pursuits is used to represent the DFD. Fidhyladditional atoms, which are specific to the high SNR layer.
presents the outline of the scheme. Both solid and dashedlarf13], v parameter is used to adjust the quality between both
rows are relevant in that case. It differentiates itself from tHayers while keeping their relative bit rates fixed. Nevertheless,

B. MacroBlock-Based Prediction Using Matching Pursuits
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it appears that increasing thevalue only allow for a small im- TABLE |
provement of the high SNR Iayer (between 0.1 and 0.5 dB) iﬁUMMARY OF THE CODING CONDITIONS FOREACH CONSIDERED SEQUENCE

return for a large quality degradation of the low SNR layer (be- Frame Frame Base layer | Enh. layer

e 20 ) Tnese poorperfomences are onfined! | oy | e SRR i
In Section VI, targeting each one of the two objectives for-  Hall QCIF 7.5 fls 31dB 34dB

mulated in Section Il, the scheme proposed in [13] has been e

tended and the results are provided for a set of motion vecto  Silent QCIF 10 /s 31 dB 34 dB

estimated either on the low or high SNR layer. With= 0 and

the motion vectors estimated on the low SNR layer, low SNF Foreman QCIF 10 f/s 31 dB 33 dB

layer quality is delivered with a minimal bit-budget. Estimating

motion vectors on the high SNR layer and increasjngalue ~ Coastguard | QCIF 10 f/s 30 dB 32dB

allows reducing the size of the complete scalable bitstream, bz
of course makes the access to the minimal quality service more
expensive. Experimental results learn us that estimating the gethe total (low+ high SNR layers) bit-budget used when
of motion vectors from the high SNR layer rather than from theroviding the high and low quality level separately. It is ob-
low SNR one allows for a larger decrease of the complete bigined in exchange for an increase (15-25%) in the necessary
stream size than the one allowed by increasingythalue. bit-budget for providing the high SNR layer only.
Among the considered MP scalable schemes, the frame-based
prediction is the most favorable from a computational point
VI REsuLTS of view. Moreover, its performances often equal or outperform

The results have been generated using a set of four video $l@Se Of the other schemes. This prediction scheme can be rec-
quences selected among the ones recommended in the MPERNended when trying to improve the quality of a nonscalable
video coding group for the test of VLBR coding algorithm. FoloW SNR layer.
the sake of comparison, common coding conditions (see Table [Nevertheless, for some sequences, the macroblock(MB)-
have been fixed. For each sequence, PSNR quality levels (in d8ped prediction scheme performs better than the frame-based
have been settled for both the low and the high SNR layeR¥€: The frame-based scheme systematically predicts the high
Matching Pursuits allow respecting this constraint stringentfyNR layer DFD. On the contrary, the MB-based scheme allows
as, for each frame, atoms can be added to the reconstructed p&er no prediction at all, or DFD or image MB prediction
diction error until the required quality level has been achievetiom the low SNR layer. These modes of prediction are useful

Comparison between the considered coding schemes is bd9édVB's for which prediction errors differ in both layers.
on the size of the bitstreams. Referring to the discussion in Section IlI-A, these MB'’s are

the ones for which the difference between compensation errors
of both layers is significant compared with the original image
motion compensation error. It occurs when the translational
1) Low Quality Delivery with Minimal BitstreamAs the motion model fits the motion of objects that are encoded
low SNR layer quality has to be provided with a minimal bitwith different qualities in both layers. It is the case for the
budget, it is encoded using the nonscalable scheme. In Tabl¢@pastguard” sequence. The more the motion compensation is
the bit-rate (in bits/s) is presented for five schemes. In the simefficient, the less the DFD prediction is useful.
cast scheme, both layers are encoded independently. It is th&he usefulness of three prediction modes is emphasized by
nonscalable scheme proposed as a reference, for compariBaile 111. Using three modes always outperforms a bidirectional
purposes. The atom-based prediction scheme refers to the pregliction. Yet, when only two modes are used, prediction of the
presented in Section I1I-B, while the block-based and framaigh SNR layer DFD is preferable to the prediction of the high
based schemes refer to Section V-B and V-C. Results obtair@dR layer frame. For the “Coastguard” sequence, both modes
when using the MPEG-4 DCT-VM are also presented. In thige nearly equivalent.
case, the quantization parameter has been adjusted to provideable Il also presents the results that are obtained when using
a mean SNR quality that is just below the quality required itwo distinct sets of motion vectors for the low and the high SNR
Table I. For each scheme, the bit-rates for transmitting only theyers. Low SNR layer Intra MB’s are forced to remain Intra in
low SNR layer, only the high SNR layer and both layers togethtéhte high SNR layer. MB’s that are Inter in the low SNR layer
are given. Of course, for scalable schemes, the bitstream pmay either be predicted from the low SNR layer or motion-com-
viding the high SNR layer also provides the low SNR layer. Opensated using a motion vector specific to the high SNR layer.
the contrary, for the simulcast scheme, providing both the lofor motion-compensated macroblocks, the low SNR layer re-
and the high SNR layers requires both bitstreams’ transmissiaonstructed DFD can either or not predict the high SNR layer
An obvious conclusion that can be drawn from Table Il iPFD. VLC's are used to encode the chosen prediction mode.
the superiority of the MP schemes vis-a-vis the DCT MPEG{3ue to the use of a set of optimal motion vectors to predict the
verification model. Another conclusion is that all scalableigh SNR layer, the motion prediction error of the high SNR
schemes considered manifest very similar behavior-pattertasier has less energy. Nevertheless, it also suffers from a smaller
For the chosen test conditions, they allow saving about 2086rrelation with the low SNR layer DFD. The efficiency of the

A. Comparison of the Considered Scalable Schemes
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TABLE I
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Low SNR LAYER, HIGH SNR LAYER, AND BOTH BIT-RATES LAYERS (BITS/S) FOR FIVE SCHEMES
THE Low SNR LAYER IS ENCODED AS IN THE NONSCALABLE SCHEME.

THE SET OF MOTION VECTORS ISESTIMATED ON THE LOW SNR LAYER

Sequence Layer SiTnulcast Atom-ﬁx{sed Block-'ba.sed Frar‘ne. MPEG-4
with MP prediction prediction | prediction
| LowSNR | 9053 _ | _ 9053__ | __ 9053 __ | __ 9053 | 13594
Hall | HighSNR | 16076 | 19510 | 20332 __[ 19605 | 33660
Low+High | 25129 19510 20332 19605 | _3_3_686 B
|LowSNR | 22178 | 22178 | 22178 | 22178 _ | 25218
Silent | HighSNR _| 42419 [ 52311 [ 51397 | 51673 | 69667
Low+High | 64597 52311 51397 51673 69667
| Low SNR | 47990 __| 47990 _ | 47990 | 47990 | _ 49404
Foreman | HighSNR | 76515 | 94530 | 87460 | 86890 | 107424
Low+High | 124505 94530 87460 86890 107424
| Low SNR | - 52804 | ¢ 52804 _ | 52804 | 52804 | 56676
Coastguard | High SNR | 88097 _ | 115697 | 112401 | 115837 | 141040
Low+High | 140901 115697 112401 115837 141040
TABLE Il

COMPARISON OF THEBIT-RATES (BITS/S) REQUIRED WHEN CONSIDERING THREE OR TWO MODES OF PREDICTION IN A
BLOCK-BASED PREDICTION SCHEME. THE LOW SNR LAYER IS ENCODED AS IN THENONSCALABLE SCHEME

MacroBlock-based prediction schemes

Sequence | Layer SNR Base layer motion vectors set Two motion vectors sets
3 modes | MC,L-SNR-I |[MC,MC+DFD| 3 modes |MC,L-SNR-I
L_Low ]S 9053 ___|_ 9053 _ | _. 9053__ | 9053 | 9053 __
Hall | High | 20332 | . 22586 _ | 20453 | 21058 _ | _ 21255 _
Low + High| 20332 22586 20453 21058 21255
| Low 1. 22178 22178 | 22178 | 22178 | 22178 _
Silent | High _ | 51397 | 53984 | 52384 | 50451 _ | 30739
Low + High| 51397 53984 52384 50451 50739
| Low | _ 47990 | 47990 | 47990 | - 47990 | _47990__
Foreman | High _ | 87460 _ | _ 92853 | _89004__ | _: 88686 | 92253 _
Low + High| 87460 92853 89004 88686 92253
| Low | 52804 | _ 52804 | 52804 | 52804 | 52804
Coastguard | _ _High | - 112401 _ | _ 118123 | 117441 | 112686 _| 118019
Low + High| 112401 118123 117441 112686 118019
prediction between the layers decreases. As expected, we ob-
serve that the number of blocks predicted by the MOFD TABLE IV

mode decreases when two sets of motion vectors are used (§>§
Table 1V). From Table Ill, it appears that the use of two sefs,

(&OMPARISON OF THEMODES OFPREDICTION IN TWO BLOCK-BASED
EDICTION SCHEMES (LEFT COLUMN) A SINGLE SET OFMOTION VECTORS
S BEEN ESTIMATED ON THE LOW SNR LAYER. (RIGHT COLUMN) TwO SETS

of motion vectors is not useful. The additional motion vectorsr MoTioN VECTORS AREESTIMATED (ONE FOREACH LAYER). WE OBSERVE

coding cost and the loss of correlation between the DFD stru

tures of both layers outstrip the gain resulting from the improved

motion compensation. It is worth noting that this improved mo-
tion prediction also requires a significant additional computa-

tional load.

2) High Quality Delivery with a Minimal BitstreamQur
aim is to investigate how to reduce the size of the complete scal-
able bitstream, i.e., how to generate a bitstream of minimal size
able to deliver two quality levels. Table V presents the bit-rates

(bits/s) obtained for a number of scalable schemes.

For all considered scalable schemes, the set of motion vectors
has been estimated on the high SNR layer. It permits a signifi-
cant reduction of the scalable bitstream size in return for a small
increase in the low SNR layer bit-budget. This is observed when
comparing the frame-basegl & 0) and the macroblock-based
prediction schemes of Table V with the ones of Table II.

C_THAT THE NUMBER OF BLOCKS PREDICTED BY THE MC + DFD MobDE
DECREASESWHEN TWO SETS OFMOTION VECTORS AREUSED

Sequence | Pred. Mode Number of Macroblocks
1 set of MV |2 sets of MV
| LSNRIL_ | 276 | . 341 ___
Hall | wmcC | . 659 _ | _ 6622
MC+DFD | 454 363
| L-SNR-T | 99 ___L.. 909 ___
Silent | _MC __ | 7 7926 | 1 8029 ___
MC+DFD 916 863
[LSNRL_ | 1905 [ 1 1944
Foreman | MC | . 5647 | 5997
MC+DFD | 2249 1860
| L-SNR-I | 2898 | (2930 ___
Coastguard | MC | 4184 | 4432
MC+DFD 2719 2439
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TABLE V
Low SNR LAYER, HIGH SNR LAYER AND BOTH BIT-RATES LAYERS (BITS/S) FOR ATOM-BASED, MACROBLOCK-BASED AND FRAME-BASED PREDICTION
SCHEMES THE SET OF MOTION VECTORS ISESTIMATED ON THE HIGH SNR LAYER

Simulcast |Atom-based Frame-based prediction MB-based
Sequence Layer SNR . . - L.
with MP prediction =0 =02 y=1 prediction
| _Low __ | 9053 _ | 12132 | 9155 _ | 9642 | 14300 _ | 9108
Hall | High _ | 16073 | 17178 | . 19477 | 18911 _ | 18341 _ | 19953 _
Low + High| 25126 17178 19477 18911 18341 19953
Lo Low _ 1 22178 | 29331 | 22888 | 24186 _ | 37711 | ° 22584
Silent | High | 42418 | 4454 | . 48376 | _ 47856 | _ 49914 | 48419
Low + High| 64596 44454 48376 47856 49914 48419
| Low [ ar90 | smzz | so12 | 53747 | s7sas | 49746
Foreman | High | 76514 | 81652 _ | _ 82053 | _ 83809 | _ 104564 | _ ¢ 84196 _
Low + High| 124504 81652 82053 83809 104564 84196
| Low |G 52804 | 63662 _ | _ 34621 | _ 56152 | 82129 | 54398
Coastguard | High _ [ 8809 [ 92056 _ | 108814 | 104031 | 92860 | 108622
Low + High| 140900 92956 108814 104031 92860 108622

When trying to minimize the size of the complete bitstreanNote that in Section VI-A1j3 = 0, while in Section VI-A1l,
the best result is obtained with the atom-based prediction= 0. When« and 3 are both non zero, they can be fixed
method presented in Section IlI-C. The additional bit-budget adaptive. They can, for example, be adapted dynamically as
of the scalable scheme is limited to 5-7%. This figure appeadunction of the unbalance between the reconstruction errors
from Table V. It comes from the comparison between the total both layers. If the error in one layer remains two high with
(high + low) cost of the atom-based prediction scheme amdgards to the othery and 3 parameters are modified to favor
the high SNR cost of the simulcast scheme. These 5-7% arthachoice of an atom that matches that layer. Note also that once
significant reduction with regards to the 20% additional budg#te quality constraint is reached for one layer, the R/D optimal
obtained when low quality was delivered with a minimaselection method proposed in Section VI-Al or Section VI-A2
bit-budget (see Table Il in Section VI-Al). This is also as applied.
significant decrease (3-12%) compared to the overhead of o )
all other schemes considered in Table V. For the frame-badéd Prediction Errors Analysis
prediction scheme, a set gfparameters has been considered. Table VI compares the costs (bits/s) of the atom-based pre-
Most often, only small decreases in the complete scalaklition scalable scheme described in Section I1I-C, and the non-
bitstream are obtained in return for large increases in the Iagalable scheme. Motion and intra-information are common to
SNR layer bit-budget. The best compromises are obtaingdth schemes. In the nonscalable scheme a single bitstream is
with v = 0.2. To conclude, we also note from Table V thatenerated. In the scalable scheme, bits are allocated between
the reduction of the total size of the scalable scheme is alway® layers. For the sake of analysis, the scalable cost has been
obtained in exchange for a significant increase of the lopartitioned into two parts (see Section V). The first includes
SNR layer bit-rate. It confirms that the choice of the scalabtae coding cost of the atoms that are used to reconstruct the
prediction scheme should be application-driven. Achievingigh SNR DFD. As told in Section IlI-C, these atoms are iden-
minimal size for the low SNR layer and for the total stream atgcal to the ones selected in the nonscalable scheme, but they are
conflicting goals. spread in both layers. A coding efficiency decrease results from
3) Improvement: Tradeoff for Atom Selectiom Sec- the splitting. It is measured by the difference between the third
tion VI-Al and VI-A2, a set of atoms is first selected usingind fourth columns of Table VI. The fifth and last column of the
the conventional MP algorithm. According to the goal, theable presents the coding cost of the atoms that are specific to
selection is performed either on the low or on the high SNfRe low SNR layer and the coding cost of the differential ampli-
layer. But it never takes the other layer into account. Obviouslyde of the atoms belonging to both layers. The sum of these two
this initial selection constraints the final results. To improve theosts is due to the specific information that has to be transmitted
proposed method, we should try to get rid of that constraint order to provide scalability. From the table, it appears that
A way to proceed could be to compute the inner products ofbath terms of that sum contribute equally (3—4% each) to the
candidate “initial” atom with the DFD of each layer. We denotgcalable encoder additional bit-budget (7—8%). Improving ei-
the inner productsi; and A;, respectively. To select the atomther the prediction strategy or the entropy coding method should
an increasing function of botH; and A, should be maximize. thus not permit a significant decrease in the size of the complete
A candidate functiory is: scalable bitstream.
Considering now both atom-based prediction schemes (Sec-
tion 111-B and 111-C), it can be noticed, from Table VII, that most
f=aAl+p3.A% (10) of the low SNR layer atoms are used in the high SNR layer. The
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TABLE VI

COMPARISON OFCOSTS(BITS/S) BETWEEN THE NONSCALABLE SCHEME
AND THE ATOM-BASED PREDICTION SCHEME, TARGETING A MINIMAL
SIZE OF THE TOTAL BITSTREAM. MOTION- AND INTRA-INFORMATION
ARE COMMON TO BOTH SCHEMES IN THE NONSCALABLE SCHEME A

TABLE ViII
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ATOM-BASED SCALABLE PREDICTION SCHEMES LOW QUALITY DELIVERY
(LQ OPTL.) AND HIGH QUALITY DELIVERY (HQ OPTI) WITH A MINIMAL SIZE
BITSTREAM. NUMBER OF ATOMS ALLOCATED TO EACH LAYER

SINGLE BITSTREAM IS GENERATED. IN THE SCALABLE SCHEME, BITS S Number of atoms
cquence
ARE ALLOCATED BETWEEN THELAYERS d Low and High | Low specific | High specific
Motion Non-scalable Scalable cost Scalable cost Hall L _I:Q opt. | 2225 | 2 4120
Sequence | T high SNR layer | Cni+ Clh Cia+ Chyl HQ opti 3555 1 1886
Hall 155941842 12672 13366 379 Silent | LQopti. | 4433 | 143 | 12817
HQ opti 6979 0 6909
Silent 782142296 32301 33260 810 LQ opti 11602 166 20770
Foreman g0 opi. | 14892 | 533 | 1031
Foreman 16451+1533 58530 59944 3406 P !
LQ opti 18635 184 28878
Coastguard == "~ - --f- - """ "= - oopmmme oo
Coastguard | 8826+1625 77645 79236 3267 HQ opti 25318 10 11261

modification of the low SNR layer DFD coding strategy pro-
number of atoms that are specific to the low SNR layer is smaflosed in [13].
Nevertheless, allocation of atoms between layers is quite dif-Exploiting the matching pursuits intrinsic analysis abilities,
ferentin the two cases considered. When trying to minimize tiige DFD predictability between layers has been discussed. The
complete scalable bitstream, many more atoms are requireGgalable scheme presents an additional bit-budget in comparison
the low SNR layer to achieve the quality constraint. Actuallyyith the nonscalable scheme. This additional cost is due to a
these atoms are selected among the high SNR layer ones anfbg$ of coding efficiency and to the appearance of information
not necessarily represent the same low SNR layer structuresgécific to the low SNR layer. The partition of the extra cost
the ones that would have been represented using the nonscalpbi@een these causes has been discussed. We learned that both
scheme for coding the low SNR layer. Yet, the visual qualityauses have a similar impact on the bitstream size.
of the reconstructed low SNR sequence is very similar in both Another lesson from this work is that the use of two sets
cases. The number of atoms specific to the low SNR layerds motion vectors is not useful. The additional motion vectors
often larger when this layer is encoded using the nonscalablsding cost and the loss of correlation between the DFD struc-
scheme. These atoms are used to represent the structures dtigég of both layers outstrip the gain resulting from the improved
the compensation of the previous frame residual errors, whigfbtion prediction.
are different in both layers. Eventually, the efficiency of matching pursuits SNR scal-
able schemes has been demonstrated in comparison with the

VII. CONCLUSIONS MPEG-4 generalized DCT scalable scheme.

A number of SNR scalable schemes based on the hybrid mo-
tion-compensated Matching Pursuits video coding algorithm
have been considered. Given an SNR quality constraint for
each layer, two distinct objectives have been highlighted: ~ A. Basic Principles of Matching Pursuits

» generation of a scalable bitstream delivering the low In this section, in order to simplify notation, we consider the
quality (low SNR layer) with a minimal bit-budget; expansion of a one-dimensional (1-D) signal. The extension of

 generation a scalable bitstream with a minimal total bithe results to the two-dimensional (2-D) DFD signal is imme-
budget. diate.

It appeared that these are conflicting schemes. The achieveGiven a large and redundant dictiondPy= (g., ), cr of vec-
ment of these objectives is thus open to compromise. The ttors in L?( R), such thaf|g. || = 1, matching pursuits [14] per-
geted goal should be application-driven. With regards to the péorm an adaptive expansion of any vectgrin L2(R) over a
formances, for the first objective, all schemes provide similaet of waveforms selected frof, in order to best match its
results. Computational complexity or implementation considestructures. This is done by the successive approximatiorfs of
ations should guide the choice of the scalable codec designer.tiiough orthogonal projections on elementdofLetg,, € D.
the contrary, when targeting the second objective, the scheriég vectorf can be decomposed into
are not equivalent any more. Based on the matching pursuits

f £, Iy > G + Rf

DFD representation, the proposed atom prediction scheme al-
lows for a much higher compaction of the scalable b'tStreav%ereRf is the residual vector after approximatigigin the
Irection ofg.,,. Clearly,g., is orthogonal taZf, hence

than any other conventional scheme. This compaction is ob-

tained in return for a significant increase of the low SNR layer

bit-budget. For conventional prediction schemes, that can be £ =1 < £, g2 > P+ IR

generalized to any DFD representation technique, we learned

that the estimation of the set of motion vectors on the high SN minimize || Rf||, we must choosg., such that|{f, g.,)|
layer brings a better compaction of the total bitstream than tteemaximum. This is the first step of the approximation proce-

APPENDIX
MATCHING PURSUITSVIDEO CODING

11)

12)
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dure. It is repeated iteratively on the obtained residue. So, after
n steps, theuth order residue?™ f is decomposed into #A|
(2]

R'f < R‘f, g, > gy, + R"T'f (13)

with g,, chosen to matclk™ f, i.e., to maximiz¢(R" f, g.,.)
If the decomposition is carried through to order f is decom-
posed into a sum of: atoms{R"f, g., }g,,, and of themth
order residueR™f, i.e.,

(3]
[4]

m—1 [5]
F=> (B} 9.9, +R" /. (14)
n=0 [6]
The energy conservation (12) yields
m—1 [7]
2 (IR AR (15)

IFI1P =" KB f, g3.)
n=0 [8]

Convergence of the process is ensured by energy conservation,
i.e., the fact that the residue energy is still decreasing.

So, matching pursuits [14] can be viewed as a way of building
signal adapted bases. Starting from an overcomplete dictionari0]
it defines an adaptive time-frequency transform. The signal is
expanded into waveforms calledoms whose time-frequency [11;
properties are adapted to the signal’s local structiiresworth
noting that MP, together with a signal projection, performs alt?l
signal analysisMP explicitly selects the information for trans-
mission among a large and overcomplete set of functions. Thig3]
most significant coefficients are first extracted.

B. DFD Coding using Matching Pursuits 1l

Matching pursuits expansion techniques have been succesgs
fully applied in the framework of DFD coding by Neff and Za-
khor [12] and Banham [16]. They have thoroughly proven that16l
this technique is competitive toward the DCT-based standard.
In their research, a dictionary composed of a set of 2-D Gabor
functions has been chosen. Once the set of 2-D functions with
finite extent is fixed, the dictionary is extended to the picture
domain by allowing the center of each function to be translat
into each pixel position.

A direct extension of the MP algorithm requires examinin
each 2-D dictionary structure at all possible pixel locations
the DFD. As stated by Neff and Zakhor [12], assuming that tt
DFD is sparse in pockets of energy where motion prediction w,
inadequate, we can limit the search around these high-en
pockets. Actually, each luminancE) or chrominances(, V)
of the DFD is divided into a set of overlapping blockg (x 12
pixels) located at the center of each block of a gridBof 8
blocks. For each block, the sum of the squares of all pixel in-
tensities is computed, providingéock energyalue. The inner
product search is then performed inSax S search window
around the center of the block with the largest energy valt
The search window selects thus both the {, V') component K
and the spatial area in which the signal representation fidelity
improved by the new atom. Once selected, each atom is chat
terized by its shape (specified by the indices of the chosen fu
tion), its position in the picture, the space it belongso i/
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