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ABSTRACT

Objective: This thesis focuses on design and evaluation of a disease prediction

system that be able to detect hidden and upcoming diseases of an individual. Unlike

previous works that has typically relied on precise medical examinations to extract

symptoms and risk factors for computing probability of occurrence of a disease, the

proposed disease prediction system is based on similar patterns of disease comorbidity

in population and the individual to evaluate the risk of a disease.

Methods: We combine three machine learning algorithms to construct the pre-

diction system: an item based recommendation system, an bayesian graphical model

and a rule based recommender. We also propose multiple similarity measures for the

recommendation system, each useful in a particular condition. We finally show how

best values of parameters of the system can be derived from optimization of cost

function and ROC curve.

Results: A permutation test is designed to evaluate accuracy of the prediction

system accurately. Results showed considerable advantage of the proposed system in

compare to an item based recommendation system and improvements of prediction

if system is trained for each specific gender and race.

Conclusion: The proposed system has been shown to be a competent method in

accurately identifying potential diseases in patients with multiple diseases, just based

on their disease records. The procedure also contains novel soft computing and ma-

chine learning ideas that can be used in prediction problems. The proposed system

has the possibility of using more complex datasets that include timeline of diseases,

disease networks and social network. This makes it an even more capable platform



iv

for disease prediction. Hence, this thesis contributes to improvement of the disease

prediction field.
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Chapter 1

Introduction

Imagine an automated system examines you and informs you that you will probably

have a certain disease. It then advices you of the proper way of reducing its chance

of occurrence and effects. This ability of predicting future or potential diseases of an

individual and preventing it has always been one of the dreams of medical sciences, and

is a crucial step for personalized medicine to revolutionize healthcare. The realization

of such a mechanism will ultimately help us to protect ourselves from diseases more

effectively and stop these main sources of human’s suffering and death.

In order for this to become a reality, multiple layers of complex data analysis are needed

to find a variety of reliable patterns from a vast amount of medical data. The goal of this

thesis is to propose an automated mechanism for disease prediction based on individual

records of previous diseases. Specifically, we define disease prediction as the capability

of predicting upcoming diseases in an individual, based on the available information

about her internal and external world. In this research we will investigate how patterns

in disease records of an individual can be used to estimate risk of emergence of the

individual’s future diseases.

The co-occurrence of a set of diseases in different individuals is called comorbidity. Co-

morbidity can be caused by either causal effects or correlations, or a combination of

both. Correlational comorbidity of diseases can be due to similarity in the individual’s

genetic roots, environmental factors or life style risk factors. Causal comorbidity of dis-

eases takes place when one disease systematically produces another disease or increases

its chance of occurrence by indirectly affecting the body. In this thesis we will consider

both the causal comorbidity and the correlational comorbidity.

1



Introduction 2

This thesis proceeds as follows. First, in Chapter 2 we describe the motivation for ap-

proaching the problem of disease prediction using social scale data. Chapter 3 reviews

different disciplines in which this problem has been tackled, from epidemiological meth-

ods to data mining techniques, and addresses existing limitations.

Chapter 4 consists of stages of designing an automated disease prediction system. We

first introduce a dataset of disease comorbidity extracted from patient records across the

U.S. We then propose multiple similarity measures for our problem and finally design

our three layers of our prediction system: (1) an item based recommendation system,

(2) an ICI graphical model and (3) a rule based recommender.

In Chapter 5, we evaluated the quality of the prediction system and discuss how to set

parameters of the proposed system. In this chapter we also compare the quality of our

prediction system to a typical recommendation system and show the improvements of

prediction if we use the system for a specific gender and race. Chapter 6 contains con-

tributions and potential applications of this study and discusses possibilities for future

works. Finally, Chapter 7 provides a summary of the thesis.

2



Chapter 2

Motivation

2.1 Introduction

Recent trends in public health studies suggest that, in order to achieve an improved

quality of medical care of the individual, we need to look beyond conventional analysis

of diseases based on only the individual’s data, and study diseases in the context of

society as a whole [1]. In the following sections we discuss different layers of reasoning

for studying diseases based on social scale data. We first look at possible mechanisms

of influence of social factors in disease patterns. Next, we show why this relation is

statistically significant and worth studying. Then we argue why statistical models based

on social variables may be good models for predicting diseases.

2.2 Social influence on diseases

There are many studies that propose a correlation between a socially related factor (such

as income group, social class and residence) and an indicator of health quality (such as

mortality rate) [2]. Many of these studies, however, lack a firm evaluation. As a result, it

is not surprising that after a careful and unbiased experiment results of them are either

unrepeatable or have insignificant magnitude): In a large portion of the remaining valid

studies, unfortunately, the correlation is not causal and is susceptible to many statistical

fallacies such as endogeneity [2]. This makes the result inaccurate as well as unfalsifiable.

To make the matters worse, the underlying mechanisms that produce these relations are

3



Chapter 2. Motivation 4

often too complex, vague or unknown. However, in recent years there have been reliable

studies that show causal and countable correlational relations between social structure

and the medical well-being of individuals, in addition to models for the mechanisms that

generate these relations [3]. Below we summarize these areas of achievements that are

relevant to the thesis.

2.2.1 Social contagion

Since 2002, a series of interdisciplinary studies in the field of social network analysis have

been done, on the propagation of traits in social networks, mainly by NA.Christakis

and JH.Fowler. These studies show strong relationships between some of the traits

and behaviors of individuals and the people who they are connected to in the social

networks. This phenomenon, called social contagion, happens both as clustering of

traits of individuals with similar global position in the network and clustering of traits

in local neighborhoods [4–18].

Christakis and Fowler have reported contagion of a wide range of mental [4–6] and

physical [7–9] health problems, and medically relevant conditions and behaviors [10–14].

They offered three explanations for the contagion: (1) textithomophily, which occurs

when the subject has the tendency of associating with others exhibiting similar traits;

(2) textitcovary, which occurs when the subject and its contacts are jointly influenced

by an omitted variables or shared context; and (3) textitinduction, which occurs when

the subject is influenced by its contacts [19–22]. Recent works claim that all three

mechanisms may involve in medically related processes [3].

2.2.2 Human genetic clustering

Beyond the contagion of phonotypical attributes, there are hypotheses of correlation be-

tween genes of contacts in the social network [23, 24]. An important point about these

recent results is that this correlation cannot be completely explained by the confound-

ing effect (i.e., similarity as the result of a hidden variable or processes) as originally

expected. There may exist causal factors in clustering of genes in populations (i.e., sim-

ilarity as the result of a direct process between individuals) [3, 23].

This causality can be hypothesized in two ways. First, a bottom-up mechanism in which

the tendency of locating of subjects in certain parts of the network is enforced by genes.

4



Chapter 2. Motivation 5

This can be explained by an evolutionary adaptation of individuals to certain config-

urations of the network. This idea itself is usually represented as hidden rules in the

functional sociology, for example the emergence of “tit for tat” in the prisoners dilemma

in local networks [25–27].

The second and maybe more important interpretation of the observed causality can be

described by a top-down process in which the social network influences the local and

global pattern formation in the social structure. To prevent misinterpretation, it is worth

noting that the notion of causality here is not the basic physical determinism, but as a

one-way statistical dependence between parameters of the social network model.

2.3 Importance of influences on disease

We already discussed how society may influence traits of individuals, from the small

scale to the large scale. Now we show statistical evidences of significance of this effect

on the well-being of individuals and argue why it is crucial to study diseases socially.

We will argue that not only socially related diseases are the main source of preventable

casualties around the world, but also they are becoming more challenging for traditional

approaches to predict.

2.3.1 Scale of socially related diseases

Demographics show a strong impact of socially related diseases on the preventable causes

of death. The World Health Organization (WHO) has provided a list of the leading

causes of death in 2008, in which socially related preventable diseases were forming

34.7% of total worldwide deaths [28, 29]. Other studies approximate that half of 10.4

million deaths among children under age 5 in 2004 were due to four preventable and

treatable communicable diseases [30]. Similar behaviors can be observed even more sig-

nificantly in high income countries including US [30]. According to the disease control

priorities network (DCPN), most of these causes of death can be declined dramatically

by providing a good understanding of their behavior in large scale. These results demon-

strate the importance and priority of studying preventable fatal diseases in a social scale.

5



Chapter 2. Motivation 6

2.3.2 Dominance of complex diseases

The traditional approach where diseases are based on only the current status of the

patient is insufficient for complex emerging diseases [3, 31]. Increase of life expectancy

and improvements in health services in recent decades has shifted the major death factors

from famine and bacterial epidemics, toward mutation in human genes and more complex

viruses such as cancer and HIV [28, 32]. The emergence and evolution of these complex

diseases has been highly dependent on interconnections in populations, and by increase

of population and global communication, the role and complexity of social transmission

of diseases will increase. Therefore, the policy of concentration on details of metabolic

behavior of the patient and ignoring information about diseases in the society will be

less and less effective, and the necessity of including the social behavior of the patient

will be more vivid [3, 33].

2.4 Effectiveness of social models

In this section, we argue for effectiveness of predictive models of diseases based on

relatively simple and social indicators of diseases such as comorbidity of diseases over

a population. In the next sections, we suggest why with a small number of large scale

indicators one can model a large amount of complex interactions of an individual and

why this top-down approach should be the dominating strategy in modeling complex

processes like disease progression.

2.4.1 Simplicity emergence

One of the most important properties of complex systems is the birth of new patterns

from the interactions of their parts in the smaller scale, called emergence [34]. If the sys-

tem patterns contain more information than the sum of its parts, it is called complexity

emergence, and if it contains less information than the sum of its parts, it is called sim-

plicity emergence [34]. Many studies have been done on complexity emergence, which

are usually more frequent and noteworthy [35–37].

A good analogy for simplicity emergence in our social system is the thermal behavior

of gas particles in response to heat. By heating, the complex microscopic movement of

6



Chapter 2. Motivation 7

massive amounts of particles that have rapid and interdependent dynamic can macro-

scopically be modeled by a set of linear equations [37].

The human social network is certainly a complex system and many researchers have

studied its complex behaviors for many applications [38–40]. From a complex system

perspective, what makes the statistical analysis of comorbidity so interesting is the use

of simplicity emergence in moving from an individual scale to a social scale.

In other words, the microscopic biological processes that in reality cause the diseases are

too complex to model, but prediction of diseases based on their realization in comorbid-

ity across a population may be possible by using simple and elegant models. There is

still a long way to achieve the full capacity of this methodology, but results up to now

show that many social traits follow simple patterns [3].

2.4.2 Promises of Structuralism

In recent decades two opposite schools have been dominant in facing complex systems

and scientific discipline as a whole. On the one side is the bottom-up attitude, mainly

inspired by Skinnerian behaviorism [41] and discipline of artificial intelligence, which

seeks to model systems as set of distributed self-adaptive agents that from raw random

initial states obtain properties of the true complex system (such as self-management in

chaotic environment) by simple reinforcement rules.

On the other side is the top-down attitude, based on structuralism and functionalism

doctrines. It is defined in contrast to the first approach by arguing that if agents of

a complex system (in our case, humans and diseases) were blank slates, environmental

factors wrote on them, they would be impoverished systems [42]. In other words, the

lack of stimulus due to the limited interactions, requires that the system has some prior

mechanisms that present the existing enrichment of its dynamic.

Above yields the following hypothesis: the attributes and patterns are the result of

unfolding of genetically determined programs and social structures [42]. It follows that

the basic structure of behavior is simply determined by both the initial state of the

system and the fundamental relation laws applied to certain large scale social patterns.

Therefore, our task as scientists is to determine what are those laws and what are the

fundamental principles behind them.

A systematic realization of this idea is the frequentist statistical analysis [43], in which

the analysts find the stochastic rules based on the mathematical correlations in attributes

7



Chapter 2. Motivation 8

of subjects in a certain population.

Some unresolved theoretical criticism exists against structuralism, mainly under the

post-structuralism ideas by Michael Foucault [44], Martin Heidegger [45] and Slavoj

Zizek [46]. In practice, however, empirical results support the structuralism approach,

and in various disciplines of sciences, applied sciences, medical sciences, social sciences

and anthropology it is reemerging as a dominant methodology.

Methods with structuralism themes have been used by many recent top thinkers in

various contexts, including Steven Pinker [47], Noam Chomsky [42], Daniel Dennett

[48]. In addition, from the perspective of scientific evaluation, Occam’s razor suggests

that a theory that can predict results statistically from earlier stages is more interesting

and useful than a model based on adaptive uncertain noisy chain of events with many

sensitive parameters. In summary, from a demographical viewpoint, it seems that we

are not adaptive agents of the Nash equilibrium (behaviorism) but genetic ”inputs” to

a social structure ”function” (structuralism). It should be pointed out that the writer,

similar to many, considers structuralism more as a methodology than a worldview. Jean

Piaget puts it nicely that ”there exists no structure without a construction, abstract or

genetic” [49].

2.5 Summary

In this chapter we proposed multiple motivations for applying disease prediction systems

in a social scale. We first introduced studies that show influences of society on diseases

through social contagion and possibly human genetic clustering. We then illustrated

the impact of these influence on diseases through their share in mortality rates around

the world. Finally we argued why we think emergence property and structuralism view-

point suggest that we can achieve valid prediction and control models of diseases of a

population.

8



Chapter 3

Literature review

3.1 Introduction

Since the first systematic attempt to quantify causes of death in 1662 by John Graunt

[50], the problem of assessment of risk of diseases has been tackled in various disciplines.

Disease risk assessment is the systematic and quantitative evaluation of risk or time of

a disease or symptom based on certain risk factors. Disease prediction is defined as the

prediction of incoming diseases of an individual in a specific period of time. It is also

worth mentioning that from this perspective disease prediction is an extension of disease

risk assessment due to its potential need of assessment of risk of all possible diseases,

although in practice, majority of techniques apply a full analysis on only potential

diseases. Our focus will be on disease prediction, although some of the techniques

can also be considered as disease risk assessment.

Due to explosion of medically related data and the steady increase of computational

capacity, disease prediction has attracted increasing attention in the recent decades,

from both medical science and computer science communities. These disease prediction

studies try to extract underlying patterns of diseases in the environment, genes and

lifestyle risk factors of individuals. In the following, we classify and review the various

contexts in which researchers have tackled the problem of disease prediction, recent

progresses and represent the gaps and possibilities in the area.

9
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3.2 Epidemiology

Epidemiology is probably the oldest approach in predicting diseases. Although Epi-

demiological models are usually designed for estimating propagation of a transmittable

disease in a population, results of such estimations can sometimes be used for estima-

tion of risk of the disease transmission to a specific individual and ultimately evaluating

whether risk of the disease for the individual is feasible in future or not.

For decades, ordinary differential equations (ODEs) were the standard model for de-

scribing phases of transmission a disease in a population [51]. This was natural since

the propagation of a disease can be simplified as transition between sub-populations.

In this simplified outlook, population is partitioned into different compartments, called

states, each representing a specific stage of the epidemic. These states act as variables

and interact over time by a fixed set of rules. These rules that govern the transition

rates between states mathematically are best expressed as a set of ODEs [51].

Specifically, a more common form of this family is the SEIR model which is a set of bi-

linear ODEs compartmenting population into susceptible population (S), exposed pop-

ulation in latent period (E), infected population (I) and removed population immune

to reinfection (R). This model has been improved by taking more factors into account

such as natural birth and mortality rate [52], disease survival rate [53], post infection

sates (carriers and resistant population) [54], vertical Transmission (maternally immune

and inherited individuals) [55], controls (vaccination and isolation) [56], vectors (agents

transmitting the pathogen) [55], lurker delay [57], fractional orders [55] and nonlinear el-

ements [58]. Recent proposed structures for describing these transitions between states

as usually discrete systems such as cellular automata [59], Kinetic Monte Carlo [60],

Hidden Morkov models [61] and graph based models.

An epidemic in practice is not a smooth exponential rise and fall as is expressed in these

models, but usually contains complex dynamics and small fluctuations. Moreover pop-

ulation in practice is not ”well-mixed”, and disease has complex transmission pathways

that are dependent on the structure of the network [62]. To represent these irregular-

ities, one should either use stochastic variations or more sophisticated compartmental

structures that simulate the underlying events of the epidemics. The nature of stochastic

models is Bayesian, and they tend to describe the probability distribution of diseases

and phenotypes in presence of a stochastic mechanism of exposure. These models are

10
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especially useful when the temporal and geographical fluctuation of transmission is im-

portant, as in small populations [63].

Compartment models are deterministic mathematical structures that either simulate or

model transmission of the disease or phenotypes among agents or subpopulations. An

example of these methods is the web model, that is a network between incidences of

occurrences of a disease based in proximity of their time and location [64, 65]. These

models have been successful in predicting and proposing controlling policies for SARS

[66] and Influenza [67].

3.3 Disease network

A disease network is a network model of the relation between diseases and a factor.

The factor demonstrates one aspect of the underlying mechanism that causes diseases

and can be genes, protein interactions, enzyme mutation, clinical history of patients

or other phenotypes. Various disease networks have been constructed from genetic

networks [68, 69], proteomic networks [70, 71] and metabolic networks [72] to phenotypic

networks [73]. Although, to the best of our knowledge, these studies have not yet been

used directly for disease prediction of an individual, they give a new perspective about

potential relations between specific diseases and factors, and have strong potentials for

using them in the disease prediction process. We believe that a practical prediction

model that use a combination of disease networks on decision making, can make a

breakthrough in disease prediction field.

There are two representations to show the links between diseases and factors: (1) the

binomial network in which both the elements of the factor and diseases are nodes and the

edges show the sheer existence of the relation between them, (2) the diseasome in which

the nodes correspond to the diseases and edges represent elements of the factor, which

are shared between every pair of diseases. For the purpose of risk assessment, binomial

networks are needed to be reduced to the diseasome. This is because (1) connections of

factor are redundant and only increase the complexity and (2) the patterns of clusters

and paths among diseases are not clear in the binomial tree.

There are multiple potential applications for disease networks: (1) visualizing medical

health records, (2) studying the disease evolution of patients, (3) identifying key diseases

(e.g. highly connected, precedent) for health care policy, (4) integrating phenotypic data

11
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with genetic and proteomic data to better elucidate disease etiology, (5) risk assessment

of diseases for patients, and (6) determining whether differences in the Comorbidity

patterns expressed in different populations indicate differences in biological processes,

environmental risk factors, or health care quality provided for each population.

3.4 Data Mining

Like many other areas of research, disease prediction has been changed by data min-

ing and machine learning systems and approaches. By shifting longitudinal studies and

censuses sophisticated data gatherings to extraction of the explosion of data available

through online social networks [74], websites and interactive applications [75], data min-

ing methods are becoming a key approach to both statistical and clinical medicine. Some

implementations have even claimed to be able to compete with medical doctors in both

precision and coverage.

Although there is a long history of risk assessment of disease, only recent researches

have attempted to predict diseases in the context of data of the population. Some

researchers applied the Support Vector Machine (SVM) [76, 77] and Associative Classi-

fication [78, 79] as a high dimensional classifier to the medical record data. There are

also studies that have used the null space class selection ability of recommender systems

[80]; while the majority of papers have tried to find nonlinear patterns in the data using

heuristic and AI methods such as neural networks [81, 82] and genetic algorithms [83].

It should be pointed out that we separated the subfield of relational learning methods

such as probabilistic graphical models and graph based algorithms form the general

machine learning techniques. We did this to be able to zoom in and give a better per-

spective to these methods for the sheer importance of their network structure in disease

prediction.

3.5 Social network analysis

Many researchers have tried to apply ideas of social network analysis to the context of

medical conditions. Some of the most outstanding results are from the studies of N.A.

Christakis and J.H. Fowler. They studied contagion of a wide range of phenomenon

not just by applying traditional egocentric metrics but offering Socio-centric and global

12
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Social network analysis methods. Their results ranges from physical risk factors and

diseases such as obesity [7, 9], smoking [10], food consumption [11], influenza [8], alcohol

consumption [14], drug use [12] to mental phenotypes such as happiness [5], loneliness

[4], depression [6], divorce [18] and sleep loss [12]. A summary of their results has been

published in their book ”Connected” in 2009 [84] and two reviews of their works in 2008

and 2012 [3, 85].

The most influential point they made is the idea of ”3 Degree of Influence” in longitu-

dinal social networks, which in a nutshell, claims based on various empirical cases that

on average, there is a statistically significant and substantively meaningful relationship

(correlation in traits) between the ego and alters up to Geodesic distance (i.e., the num-

ber of steps taken through the network) of three, before it could plausibly be explained

as a chance occurrence. Using this Idea they tried to explain the correlations of traits

among close individuals by ”Droplets of Epidemic” (distributed clusters).

3.6 Graphical Models

A probabilistic graphical model (PGM) is an extension of machine learning methods

that are specifically designed to deal with relations and dependences between variables.

Variable dependencies are modeled on a graph called dependency graph. Mathemat-

ically, given the dependency graph and conditional probability function of each node

given its contacts, one can compute the probability of every even in every node.

PGM can be classified into two types based on the constraints they put on the depen-

dency graph. If the dependency graph is limited to directed acyclic graphs, it is called

Bayesian network. Otherwise if the network can have cycles but is limited to undirected

graphs, it is Markovian network. Various Markovian and Bayesian models have been

proposed to tackle more general graphs and also to reduce the complexity of the algo-

rithms.

In 2004 [86] proposed the relational Markov networks to model cross dependencies. Two

years later the Markov logic networks [87] and relational dependency networks [88] im-

proved the learning method in various aspects. The successful use of the PGM model

for disease prediction can be traced back to [89], yet later attempts are still limited to

theoretical and analysis and have not been used widely in medical institutions.

The PGM researchers lack the intension to accumulate other prior data rather than the

13
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social network data, for instance known disease genes or symptoms which seem to be

best coded in disease networks. Studies also lack the statistical spirit of dealing with

complex systems and have took a more deterministic record learning approach which

can cause the over-fitting problem and may not be able to generalize to new cases and

environments.

3.7 Practical Limitations

One basic epistemological question that might be raised is that if such essential need and

theoretical potential exists for this topic, why it has not been studied comprehensively

yet. In this part some explanations are offered:

3.7.1 Capacity of computation of social data

Sociometric and network science studies show that in the last decade, the raise of ”social

sensors” that produce social data automatically and in large scale, and also increase of

the computational limits that has reached to the edge of providing realistic simulations

of social network, can promise computer based studies of social systems [74, 90, 91].

3.7.2 Era of scientific social sciences

In the recent decades, a new wave of analytical and empirical researchers started to

implement quantitative theories and statistical models for social and medically related

behaviors and shift the health information paradigm from the ideological hypothesizing

to rational investigations [90]. This work tries to play its role in expanding this approach.

3.8 Summary

This chapter covered areas of research in the literature that have the potential to model

diseases of a population. We first reviewed how epidemiological models like SEIR can

model the propagation of a disease in a population and what various add-ons to these

models represent. Disease network models were introduced that capture the intercon-

nected relationships diseases and an aspect of its realization such as genes, proteins and

14
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phenotypes. We showed groups of data mining techniques that have been used to model

risk of a disease in an individual and a stream of social network analysis researchers that

have attempted to show and model contagion of a disease in social network. We finally

summarized how probabilistic graphical models were used to find patterns of variables

in a network and the possibility of using them for predicting diseases in a population.
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Chapter 4

Disease Predictor

4.1 Introduction

In this chapter, we propose a multi-layer disease prediction system based on the comor-

bidity of diseases in a population and discuss the technical possibilities of such system.

In Section 4.2, we review a disease dataset from [73] that includes comorbidity of dis-

eases in a population and study statistical properties of the data and its limitations. In

Section 4.3, we define the problem of disease prediction for individuals. In the remaining

sections, we introduce a machine learning algorithm that applies three stages of analysis

over the co-occurrence records of diseases (see Figure 4.1): In Section 4.4, we design the

first block of the prediction system: a recommendation system that generates recom-

mendation probability of diseases based on the disease dataset and the disease record of

the patient. In Section 4.5, we design the third block of the prediction system; a thresh-

old based recommender that outputs diseases that have prediction probability above an

appropriate threshold. In Section 4.6, we insert a probabilistic graphical model between

the recommendation system and the threshold recommender that maps the recommen-

dation probability to prediction probability, in order to enhance the prediction accuracy.

Basic statistical inferences and terminologies of this chapter are from the book Complex

Social Networks, by F. Vega Redondo [92].
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Figure 4.1: Stages of disease prediction algorithm

4.2 Data

4.2.1 Source and structure of data

In 2009, Hidalgo et al.[73] studied comorbidity, association and progression of diseases.

For this they collected a clinical history of phenotypes of illnesses of 13,039,018 hospital

inpatients from MedPAR records.

The original data used in Hidalgo et al.[73] consisted of 32,341,347 medical records of

96% of Americans of age at least 65 in the period of 1990 to 1993, totalling to 32

million individuals. Each record, in addition to the date of the visit and a primary

diagnosis, included up to 9 secondary diagnoses, coded using ICD9-CM (available at

http://www.icd9data.com/ [93]). In this coding, diseases are defined as specified sets

of phenotypes that affect physiological systems. Each disease is represented by 5 digits.

The first three digits code the 657 main categories of the diseases, while the two remain-

ing digits code 16,459 sub categories with more specific information about the diseases.

The authors from Hidalgo et al. [73] constructed a phenotypic disease network and did

further analysis on the data. They derived prevalence and two-by-two co-prevalence of

diseases from the records. Results are classified by race and gender. The data and its

detailed description are publicly available at http://hudine.neu.edu/ [94]. It is im-

portant to note that the prevalence measures the number of people with the condition

rather than the incidences of that condition. Hence the prevalence is immune to the

bias of multiple sampling.
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4.2.2 Defects and Limitations of Data

We emphasize that in some of the records there may exist ambiguities in classification

of some phenotypes and errors in the diagnosis of diseases. However because of robust-

ness of our recommendation system, such noise typically does not change the statistical

properties of the designed system.

In addition to above-65 age bias, the data exhibits a bias of gender and race with 58.28%

female and 90.08% white patients. Because of this and biological differences between

genders and races we designed a prediction system for every combination of race and

gender, and compared the results across different races and genders (Chapter 5).

4.2.3 Frequency Representation

A dataset of clinical history usually has diseases of every patient as a separate instance.

HuDiNe dataset however, only has prevalence as the number of occurrences of each

disease in population.

di = [ ... {∈ R} ... ]N×1 → Ni, Nij (4.1)

A miniature example of this compression with three diseases and six patients can be

seen below:

E =


0.1 0.8 0.0 1.0 0.2 1.0

1.0 0.7 0.1 0.3 0.0 0.0

1.0 0.0 1.0 1.0 0.0 1.0

 → N = 6 ,


N1 = 3

N2 = 2

N3 = 4

 ,

N12 = 1

N13 = 2

N23 = 1

 (4.2)

This compression of a vector of state of diseases to a prevalence number has two benefits:

(1) It simplifies process of preparation of inputs and interpretation of results, especially

for large scale analysis over a population. (2) Size of the data is reduced and more

importantly does not scale with sample size, i.e. number of patients. But these benefits

come with a cost. Because there is no instance (in our case patient) to make inference,

available methods become very limited.
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4.2.4 Statistical Properties of Data

As briefly noted in the original paper by Hidalgo et al. [73], both the disease prevalence

and the disease co-prevalence express a power law distribution with an exponent of 2.45

and 2.41, respectively (Figure 4.2).

Figure 4.2: LEFT: Log-log plot of distribution of the number of disease prevalences.
RIGHT: Log-log plot of the distribution of the number of disease co-prevalences.

Both graphs show a close to linear pattern, which indicates a power law distribution.

The fact that both disease prevalence and disease co-prevalence behave according to

power law distributions with an exponent of less than three has important consequences

for our prediction:

(1) The distribution is heavy-tailed, hence only the weak version of the law of large

numbers holds, meaning that with increasing number of samples, disease prevalence and

disease co-prevalence converge to their average values at a slow rate [92].

(2) The variance of prevalence of diseases is divergent, the central limit theorem does

not hold, and hence models that are based on the normal distribution of error are not

valid.

(3) The distribution is scale invariant, meaning that by splitting each disease into specific

sub-diseases or by merging diseases to a general disease family, the distribution and its

properties remain the same.

In the rest of the chapter we will introduce a disease prediction system that can be

applied to our prevalence and co-prevalence data.

4.3 Disease Prediction

Our objective is to design a disease prediction system (DPS) that can predict hidden

or future diseases, based on the patient’s known medical phenotypes and demographics
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such as gender and race. Specifically, the task of the DPS for each patient is to find

probable unknown diseases R from the set of possible diseases D, given the evidences E

for the patient’s real diseases D∗.

R = DPS (D) R ⊂ D E ≤ D∗ (4.3)

In the following we propose our disease prediction system consisting of three stages

(Figure 4.1): the recommendation system, the probabilistic graphical model and the

recommender.

4.4 Recommendation System

Given the disease co-prevalence data, a recommendation system (RS) is a suitable choice

for extracting probable diseases for two reasons:

(1) It learns which diseases to use and hence reduces the size of the sparse but high

dimensional problem.

(2) It has been shown to be effective in filtering out noise, uncertainty and complex

relations that are the main source of error in disease risk assessment [95].

To satisfy these objectives, we propose a recommendation system based on collaborative

filtering.

4.4.1 Item-Based Collaborative Filtering

Item-based collaborative filtering (ICF) is one of the most successful families of RS. ICF

initially models the similarity between items (in our problem, co-prevalence of diseases)

[96]. It then assesses the probability of occurrence of every possible disease based on

its weighted linear association with the existing diseases of the patient. ICF can be

formulated as:

Hj =
1∑n

i=1 simij

n∑
i=1

ei simij ∀ j = 1, ... n (4.4)

In the above equation, Hj denotes the probability of recommending disease j, simij is

the similarity between diseases i and j (extracted from the data by a process described

in the next section) and ei denotes the prior evidence of disease i. Specifically, ei is a

value between zero and one, representing the certainty about the presence of disease di
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and is determined by the user based on the knowledge of the patients medical condition.

ei is set to one if di is already detected with certainty, and ei is set to zero if there is no

evidence of disease i.

The ICF has some key advantages in mining disease comorbidity data over other rec-

ommenders and machine learning algorithms as pointed out in [95, 96]:

• Instead of analyzing the massive, complex and uncertain data of patients, only the

comorbidity and association between diseases is required.

• Unconventional patients, who are not rare in medical systems, will get better

recommendations [96].

• ICF is extendable to more complex similarity measures that take the joint distri-

bution of sets of diseases into account.

• ICF generally has higher performance than user based recommenders on data that

have many items (in our case diseases) [96]. There are other available RSs that can

be effective for diagnosis, such as latent (regression) collaborative filtering methods

[97], but these methods cannot be applied to our data since they require patient’s

records in order to be trained.

4.4.2 Compressed Model

In this section we discuss some additional mathematical tools that can make the training

process of the recommendation system more efficient. We can generate a vector of

recommendation probabilities of all of the diseases by representing equation 4.2 with a

matrix equation (see graphic presentation in Figure 4.3):

H (E) =
1

Sum (SIM)
ET SIM (4.5)

Here, H is the vector of all Hj and denotes the probabilities of recommending diseases,

SIM is the matrix of similarities of the diseases, Sum(.) denotes the sum of the elements

of its input matrix along each row, E is the prior evidence vector with each row as a

possible disease. Now we are able to apply principle component analysis (PCA) to
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reduce the dimension and thus computation time and storage required for our RS:

H(E) =
1

Sum (RPCa (SIM))
SProd (E, RPCa (SIM)) (4.6)

Here, RPCa (.) denotes the compressed map of its input similarity matrix SIM using

principal component analysis [98] and finally, SProd (.) gives the sparse product of its

two inputs E and RPCa (SIM) [99].

In addition to reducing computation, the compressed format also reduces the number

of parameters of the model. This will reduce the risk of over-fitting, which is a common

problem for complex models and hence helps dealing with cases that do not exactly fit

the patterns of the disease dataset, as well as marginalizing the effect of rare patterns

over the more common ones.

Figure 4.3: Block digram of variables and operations of the Recommendation system

4.5 Similarity Measures

Measure of similarity between diseases SIM plays a central role in a RS. In the context

of the DPS, similarity also represents the association between diseases and hence it is

crucial to define a metric that can properly represent characteristics of similarity between

prior evidences of diseases E.

From this point on, we limit ourselves only to data of prevalence, co-prevalence and

certainty in the diagnosis of diseases. Hence for every disease, instead of a set of numbers

that has state of that disease in all patients, we have only one number (prevalence). This

assumption also implies that instead of a continuous spectrum of values that show the

degree of development of the disease, E can only have two possible states, one for the

diagnosis of the disease with certainty and zero for otherwise. This Compression of

information of vector of state of a disease in patients to a prevalence number:
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(1) Simplifies the process of importing records and interpretation of results.

(2) Allows us to modify sophisticated similarity and correlation metrics in order to

compute them for every set of diseases, using only their joint prevalences.

To find the similarity measures for our problem, one needs to map records of that each

contain sets of continuous variables, to nominal variables that are based on prevalence.

Let us define Ni as the prevalence of disease Di for all i, and N as the total prevalence of

all diseases in our list of records. Further Nij is the number of co-prevalence of disease

i and j.

It is worth mentioning that Ni is the prevalence of disease i (i.e., number of people with

disease i), which is not necessarily equal to the incidences of disease i. Hence, if one

would want to use incidences instead of prevalences, she would need the information that

identifies patients. In an ideal world, the data include all patients IDs. If patients IDs

are not available, number of incidences of a disease can be approximated by multiplying

the prevalence of the disease by the ratio of occurrence of the disease per patient.

In the rest of Section 4.5, we study concepts from the literature [100, 101] and discuss

how they are used as similarity measure simij for recommendation (see Equations 4.2

and 4.3). Further, we modify introduced similarity measures for our problem and also

propose a new similarity measure.

Standard similarity measures require set of records of all patients. Hence to be applicable

to our data, one has to map sets of continuous variables to nominal variables that are

based on prevalence. For this, similarity measures are required to satisfy two conditions:

(1) The ability of computing similarity of binary inputs (this was done by extending the

metrics to nominal variables).

(2) Evaluating distance with the prevalence rather than the complete information about

all patient records.

4.5.1 Conditional Probability

The conditional probability (CP) of a disease i with respect to another disease j can be

used as a similarity measure between two diseases, and is formally described as follows:

CPij = P (di | dj) (4.7)
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CP represents similarity well because it is equal to one if all the cases of the disease

under condition also express the conditioning disease and is equal to zero if there is no

case to express both diseases at the same time. Further, CP increases by increase of the

similarity monotonically.

Lemma 1

CP of two diseases can be computed as the ratio between the co-prevalence of both

diseases divided by the prevalence of the conditioning disease:

CPij =
Nij

Ni
(4.8)

Proof

• CP of a disease i with respect to another disease j is equal to the ratio between

marginal probability of dj and joint probability of di and dj .

P (di | dj) =
P (di, dj)

P (di)
(4.9)

• If the total number of records N is sufficiently large, the marginal probabilities and

joint probabilities of diseases can be approximated using the portion of prevalence

and co-prevalence of the diseases in all records respectively.

P (di) =
Ni

N
P (di, dj) =

Nij

N
(4.10)

• Hence we can derive the CP for di and dj as:

CPij = P (di | dj) =
P (di, dj)

P (di)
=
Nij

Ni
� (4.11)

CP benefits from various advantages:

(1) It is one of the simplest similarity formulas that preserve the distribution of preva-

lence and hence preserves the statistical properties of prevalence.

(2) It linearly maps the prevalence to the standard interval of [0 1].

(3) It can be computed very efficiently.
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(4) It is superior to more complex models that have a similar level of performance (Oc-

cam’s razor).

CP also suffers from multiple downsides. Most importantly it has a high sensitivity to

noise of Nij . Sensitivity with respect to noise of Nij is important because Nij is much

smaller than Ni, Nj and N and even one wrongly recorded patient can shift its value

drastically. Sensitivity of CPij respect to noise of Nij is high because the only element

in its nominator is Nij and there is no element in denominator to compensate the effect

of its possible noise.

Another issue worth mentioning is the asymmetric form of CPij with respect to its

arguments i and j. This causes serious problems in formulation and accuracy of rec-

ommendation algorithm, though it can be easily avoided by considering the arithmetic,

geometric or harmonic mean of the two versions of similarity as its final value.


CPij ←Meanx (CPij , CPji)

CPji ←Meanx (CPij , CPji)

Meanx(A,B) =


1
2(A+B), if x = Arithmetic

(A.B)
1
2 , if x = Geometric

2 (A−1 +B−1)−1 if x = Harmonic

(4.12)

4.5.2 Jaccard Index

Jaccard Index (JI) is a common similarity metric. It measures the cardinality of the

intersection sets of two diseases, di and dj , divided by the cardinality of their union:

JIij =
| di ∩ dj |
| di ∪ dj |

(4.13)

Where | . | denoted the set cardinality.

Lemma 2

JI of categorical variables can be computed as:

JIij =
Nij

Ni +Nj −Nij
(4.14)
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Proof

• The cardinality of union of the two sets can be represented by the sum of cardinality

of the original sets minus cardinality of their intersection:

| di ∪ dj | = | di |+ | dj | − | di ∩ dj | (4.15)

• For categorical variables, the cardinality of the sets is equivalent to their preva-

lences:

| di | = Ni | dj | = Nj | di ∩ dj | = Nij (4.16)

• By combining these equations JI can be computed as:

JIij =
Nij

Ni +Nj −Nij
� (4.17)

The fact that the key factor in both nominator and denominator is Nij , which is usually

much smaller than Ni and Nj , causes an underestimation of the importance of the

intersection of the two sets. This can be avoided by multiplying the value of Nij by a

constant larger than one, say α. To apply the real effect of multiplying the intersection

size, we must separate the subset that are under the effect of the intersection from the

subsets that are not:

| di ∪ dj | = | di − dj |+ | dj − di |+ α | di ∩ dj | = | di |+ | dj | − (2− α) | di ∩ dj | (4.18)

Here, α is an extension factor with default value of one that can magnify the effect of

co-prevalence. Finally, the extension of JI can be formulated as:

JIij =
α | di ∩ dj |
| di ∪ dj |

=
α Nij

Ni +Nj − (2− α)Nij
(4.19)

JI does not suffer from most of the issues of CP, such as being asymmetric. Moreover, it

contains most of the advantages of CP, such as simplicity and being limited between 0

and 1. But it suffers from a fundamental problem that is ignoring all null sets, hence N̄i,

N̄j and N̄ij cannot take into account information of cases where diseases do not exist

although evidences point that they should.
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4.5.3 Simple Match Coefficient

The simple match coefficient (SMC) is a variation of the city block distance for categor-

ical variables. It can be derived by inversing the normalized distance of cardinality of

the two diseases.

SMCij = 1− ‖ di − dj ‖1
maxi,j ‖ dj − di ‖1

(4.20)

Lemma 3

SMC similarity for categorical variables can be determined as follows:

SMCij =
N + 2Nij −Ni −Nj

N
(4.21)

Proof

• First-norm (city block or Manhattan) distance between two variables is a common

of computing their difference that can be computed by the absolute sum of the

difference between the two variables in all dimensions:

‖ di − dj ‖1 =
n∑
k=1

| di(k)− dj(k) | (4.22)

• By normalizing this metric to its maximum, that is the largest possible value for

the variables, it can be bounded between zero and one. By inversing the range

linearly, i.e. subtracting the inverse of the normalized distance from one, SMC is

emerged as the similarity between two vectors:

SMCij = 1− ‖ di − dj ‖1
‖ d ‖1

(4.23)

• For categorical inputs, the number of all recorded diseases N is the largest possible

value for variables. Using set combinations SMC can be simplified as:

SMCij = 1− ‖ di − dj ‖1
‖ d ‖1

= 1− (Ni −Nij) + (Nj −Nij)

N

= 1− Nij + N̄ij

N
=
N + 2Nij −Ni −Nj

N
�

(4.24)
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Similar to JI, SMC includes most of pros and excludes most of cons of CP yet does not

directly model the important effect of marginal probabilities (i.e., Ni and Nj) and also

underestimates similarity between rare and common diseases.

4.5.4 Relative Risk

Relative Risk (RR) is a common risk assessment metric that is used also for as a similarity

measure. RR is the comparison of the probability of occurrence of a disease di given

another disease dj and the probability of occurrence of dj in the null model.

RRij =
P (dj | di)
P (dj)

(4.25)

Lemma 4

RR of categorical variables can be computed based on the prevalence and co-prevalence

as [73]:

RRij =
Nij N

Ni Nj
(4.26)

Proof

• As for CP, we can approximate the marginal and joint probabilities with the preva-

lence of diseases in the dataset:

P (dj) ∼=
Nj

N
P (di, dj) ∼=

Nij

N
(4.27)

• The conditional probability of disease j with respect to disease i can be defined as

ratio between the joint probability of disease j and i and the marginal probability

of disease i:

P (dj | di) =
P (di, dj)

P (di)
(4.28)

• Hence RR can be modeled as:

RRij =
P (dj | di)
P (dj)

=
P (di, dj)

P (di) P (dj)
=

Nij

N
Ni
N

Nj

N

=
Nij N

Ni Nj
� (4.29)
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RRs relation with the concept of posterior chance of disease can be used to import more

qualitative information of medical diagnoses in records. But RR has high sensitivity to

noise of Nij , overestimates similarities involving infrequent diseases and underestimates

similarities involving frequent ones. Moreover, RRs limit is not defined and varies by

data characteristics in the range of [
Nij

Ni Nj

N
Nmax

] (where RR expected by chance is 1)

and hence needs an extra step of mapping to the range of [−1 1].

4.5.5 Pearson Correlation

Pearson correlation (ϕ) is a common measure of linear dependency between two variables

and is widely used in various fields of engineering and science. Correlation of two diseases

is defined as the cross expectation of standardization of their prevalence.

ϕij = E

[
di − avg (di)√

var (di)

dj − avg (dj)√
var (dj)

]
(4.30)

Based on the result from [73] we derived the prevalence for categorical variables.

Lemma 5

The correlation for categorical variables can be derived as:

ϕij =
Nij N −Ni Nj√

Ni (N −Ni)Nj (N −Nj)
(4.31)

Proof

• Correlation of two random variables can be simplified as their covariance, normal-

ized by root of their variances:

ϕij =
Nij N −Ni Nj√

Ni (N −Ni)Nj (N −Nj)
=

cov (di, dj)√
var (di) var (dj)

(4.32)

• Since the existence of a disease is a Bernoulli random variable, it is either zero or

one, and d2i = di. Therefore, we can map the variance and covariance of prevalence
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of a disease i and j as:

var (di) =E [d2i ]− E [di]
2 = P (di)− P (di)

2

=
Ni

N
−
(
Ni

N

)2

=
Ni (N −Ni)

N2

cov (di, dj) =E [di, dj ]− E [di] E [dj ] = P (di, dj)− P (di) P (dj)

=
Nij

N
− Ni

N

Nj

N
=
Nij N −Ni Nj

N2

(4.33)

• Hence the correlation for categorical variables can be derived as:

ϕij =
cov (di, dj)√

var (di) var (dj)
=

Nij N−Ni Nj

N2√
Ni (N−Ni)

N2

Nj (N−Nj)
N2

=
Nij N −Ni Nj√

Ni (N −Ni)Nj (N −Nj)
�

(4.34)

Correlation is one of the best similarity metrics that uses all information of disease sets

i and j. Yet similar to SMC it underestimates similarity when the prevalences of the

two diseases are very different. It should be pointed out that, although correlation is

defined between -1 and 1, for every given set of diseases the possible range shrinks with

the square root of ratio between most frequent and least frequent diseases:

ϕij ∈
√
Nmin

Nmax
[−1 1] (4.35)

Other measures that should not be neglected here are extensions of common distance

measures, discussed below.

4.5.6 Distance Measure Extensions

Distance measures [100, 102] are an important class of similarity metrics. First consider

the Minkowski distance, the r-norm of difference between prevalence of two diseases, as

the initial distance between the diseases.

δij (r) = ‖∆dij‖r =

(
n∑
k=1

|∆dij (k)|r
)1/r

(4.36)

Here |∆dij(k)| is the absolute of difference between the corresponding elements of two

vectors di(k)−dj(k) and r is a real number representing the dimension of distance. The
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common value used for r and their interpretations are listed below:

dr =



AbSum (∆d) =
n∑
k=1

|∆d(k)| for r = 1 Manhattan Distance

RMS (∆d) =
√

∆dT∆d for r = 2 Euclidean Distance

Sup (∆d) = maxk ∆d(k) for r →∞ Chebyshev Distance

(4.37)

Lemma 6

RMS (Euclidean distance) can be expressed for categorical variables as:

δ2ij =
(N −Ni −Nj) (Ni +Nj)− 2Nij N

N2
(4.38)

Proof

• We reformulate the second norm (r = 2) as:

δij =

(
n∑
k=1

|di(k)− dj(k)|2
)1/2

=

√√√√ n∑
k=1

(di(k))2 +
n∑
k=1

(dj(k))2 − 2
n∑
k=1

di(k) dj(k)

(4.39)

• Sums inside the square root can be constructed using a non-normalized version

of variance and covariance of diseases i and j. We modified the expected value,

variance and covariance for categorical prevalence in previous sections and hence

can simplify the second norm as:

δij ∼=
√
N (var (di) + var (dj)− 2 cov (di, dj))

=

√
N
Ni (N −Ni) +Nj (N −Nj) + 2Ni Nj − 2NijN

N2

(4.40)

• To make the metric unit-less and independent of size of the samples, we remove

the scaling N from the equation and simplify the distance as:

δ2ij =
(N −Ni −Nj) (Ni +Nj)− 2Nij N

N2
� (4.41)
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Radial Basis Kernel Function

The kernel method, in addition to being used in various data mining and statistical

applications, has shown to be a reliable similarity measure. Radial basis kernel function

(RBF) is one of the most simple and most successful kernel models available. We combine

our categorical distance measure with the idea of using the RBF kernel as similarity to

construct a new similarity measure, which fits the analysis of categorical data:

KRBF (δij) = exp

(
−1

2 σ2
δ2ij

)
(4.42)

Sigmoid Function

Sigmoid Functions (SGM) describe another commonly used family of equations in ma-

chine learning, which can be extended to a similarity measure by applying our modified

distance measure as their input and linear reverse. We can apply our mapped distance

measure to the SGM function and produce a new distance measure. We have chosen two

functions from the SGM family that fit our application of categorical distance to rep-

resent the similarity measure, namly the hyperbolic tangent and the algebraic sigmoid

functions.

SGMHyperbolic Tangent (δij) =
1

1 + exp (−δij)

SGMAlgebraic (δij) =
δij√

1 + δij
2

(4.43)

4.5.7 Information Gain

Entropy (H) is one of the most widely used concepts and functions in science and is

commonly applied in computer science and more specifically in machine learning as an

information gain (IG) measure. We introduce a new IG measure based on the concept

of entropy that can appropriately evaluate similarity of categorical variables by their

prevalence. Let us first introduce entropy as:

H(R) = −R log2R (4.44)
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H is maximum when the variable is uncertain, i.e. its input probability is 1/2. Hence, if

we define the information function (I) as the entropy of cumulative ratios between two

random variables N1 and N2, it will be maximum if N1 and N2 have similar statistical

patterns.

I [N1, N2] = H

(
N1

N1 +N2

)
+H

(
N2

N1 +N2

)
(4.45)

Finally we create a new similarity measure formed by weighted summation of information

function for {Ni, Nij} and {Nj , Nij}.

IG =
Ni

Ni +Nj
I [Ni, Nij ] +

Nj

Ni +Nj
I [Nj , Nij ] (4.46)

Although these sophisticated distance based and entropy based metrics are statistically

superior to their simpler alternatives and have many advantages such as higher noise

resistance, they might cause distortions that are hard to diagnose and have a high degree

of mathematical complexity that might cause overestimation of the model [102]. Hence

they should be avoided if there exist simpler measures with acceptable performances.

4.5.8 Expectation Ratio

We introduce expectation ratio (ER) as a new metric for computing the similarity be-

tween categorical variables, especially useful for diseases. ER is defined as the ratio

between expectation of co-prevalence of two diseases and square root of multiplied ex-

pectation of each:

ER =
E [di dj ]√
E [di] E [dj ]

=
Nij√
Ni Nj

(4.47)

Although ER is a simple and symmetric model, it does not have most of the mentioned

disadvantages, such as strong overestimations and underestimations of high frequent and

low frequent diseases, uses all information of disease sets (Ni, Nj and Nij), is bounded

between 0 and 1, increases linearly with respect to Nij , and is the only metric that is not

directly dependent on the total sample size (which is certainly a positive point in disease

prediction). Like any other statistical method, ER has some potential downsides, most

vividly, the sensitivity to noise of Nij .

We can use one of these similarity measures to construct disease similarity matrix SIM

from prevalence Ni and co-prevalence of diseases Nij, which can then be used as input of

recommendation system. There exist other available methods such as Bayesian metrics
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[103] and a neighbor joining algorithm [104], which we will not address here, since they

require more information than prevalence only.

4.6 Recommender

After describing RS and similarity measures, we introduce the third stage of prediction

system (Figure 4.1). The task of this stage is to predict the hidden and high risk diseases,

given the probability of diseases generated in the previous stage.

4.6.1 Rule based recommender

After a careful analysis, we decided to use a rule based selection mechanism that consists

of the union of two threshold layers: the necessary layer and the sufficient layer. In

the necessary layer, the recommender predicts the ED of most probable diseases if their

probabilities are sufficiently large, i.e. more than a threshold ptl. In the sufficient layer,

the system recommends diseases that are highly probable, i.e. their probabilities are

more than a threshold pth. Since passing a disease from sufficient layer is regardless of

probability of other diseases, pth should be larger than ptl.

Recommend di IF {Hi ∈MDED AND Hi > ptl} OR {Hi > pth} (4.48)

Here MDED is the set of the ED most probable diseases to be recommended.

Learning Thresholds

After defining the decision making threshold for the recommender, the remaining ques-

tions are: What are the right thresholds ptl and pth? What is the number of recom-

mended diseases ED? ED should be evaluated based on the level of wellbeing of the

person and can be set either by the user or can be based on the number of already known

diseases.

Let us define a cost function S as the weighted sum of false positive (FP ) and false
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negative (FN) rates of disease prediction:

min
pt

S = α FP + (1− α) FN

FP =D∗T (1− D̂pt)

FN =(1−D∗)T D̂pt

(4.49)

Here pt is the set of recommender parameters {ptl, pth}, α is the conservativeness factor,

D̂pt is the vector of probability of diseases computed by RS, FP is the probability of

a real disease D∗ to be undetected, FN is the probability of a predicted disease D̂pt

to be nonexistent and subscript pt stands for dependency of the predicted disease to

thresholds.

Theorem 1

Assuming that pth is the major criteria of recommender (in compare to ptl), proportion

of diseases in real incidents and training records having the same statistics and that

E [D̂pt] >> 1 and given the thresholds ptl and pth and parameter α, the expected value

of the defined cost function S can be approximated from the dataset as:

E[Sα] ∼=
(
ND

N
− (1− α) 1

)T [ND

N
SIM > pth

]
(4.50)

Here 1 stands for a vector of ones of size n.

Proof

• Let us assume that SIM is the similarity recommendation matrix, trained from

the data, ND is the vector of number of real cases of disease in the test dataset, N̂D

is the vector of number of reported cases of each disease and N is the total number

of cases in the dataset. Hence the expectation of a disease to be reported is related

to the chance that the sum of the chance that other diseases be reported multiplied

by the similarity between them and the disease be larger than the threshold. By

combining the expectation for all diseases we can have compact formula:

E [D∗] =
ND

N
E [D̂pt] ≥

[
N̂D

N̂
SIM > pth

]
(4.51)
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• To compute the expected value of S as a function of threshold, we need to make

a fundamental assumption that the ratio of reports on a disease is proportional to

the real number of cases of that disease regardless of the disease; i.e.:

ND

N
∝ N̂D

N̂
(4.52)

This provides us the possibility of estimating expected errors in absence of statistics

of test population ND by approximating it with corresponding values in training

dataset N̂D. This assumption is false in an absolute sense since the proportion of

records of some diseases in training dataset can be different from their reports in

test population. This is due to the fact that there are diseases that are harder to

detect or get reported less. But the assumption is still a good approximation of

reality for multiple reasons:

(1) This phenomenon is not a dominant pattern in distribution of diseases because

otherwise the whole medical evaluation system would be und-ermined.

(2) Effect is distributed relatively uniformly among disease groups.

(3) Item based recommendation model is resistant to distortion of prior distribu-

tion.

(4) If the rate for a specific disease is far off then the medical diagnosis system

itself is undermined.

• By this assumption and substituting the above equations to cost function, the

expectation of the cost function can be simplified as:

E[S] = α FP + (1− α) FN

= α E
[
D∗T (1− D̂pt)

]
+ (1− α) E

[
(1−D∗)T D̂pt

]
∼= (ND − (1− α)N 1)T D̂ − α NT

D 1

∼=
(
ND

N
− (1− α) 1

)T [ND

N
SIM > pth

]
�

(4.53)

Given the SIM matrix, vector ND and parameter α, S (pth) can be minimized for

using heuristic search techniques such as primal dual path following algorithm or genetic

algorithm. There is an alternative strategy for finding thresholds pth and ptl by analyzing

the Receiver Operating Characteristic (ROC) curves of the disease prediction respect to

pth or ptl. We will discuss this technique and its issues in Chapter 5.
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4.7 Probabilistic Graphical Model

To improve the performance of the prediction system, we include a layer of probabilistic

graphical model between the RS and threshold recommender. A probabilistic graphical

model (PGM) is a network of conditional dependencies among a set of random variables,

used in machine learning. Applying a suitable PGM can enhance the recommendations

result by:

(1) Leveraging relations between diseases and prior chances of diseases.

(2) representing a sparse joint distribution of the RS

(3) combining probabilities of many weakly relevant diseases [105].

A sparse Bayesian network can provide all of the above properties. Best candidates

for such a model are naive Bayes and independence of causal influences (ICI). In the

following, both naive Bayes and ICI will be represented in the context of our prediction

system but naive Bayes will only be used in the evaluation stage.

4.7.1 Naive Bayes

Naive Bayes is one of the simplest forms of directed PGMs. It assumes conditional

independence of causing factors of an outcome, which in our problem means that in

order to predict the occurrence of a disease using co-prevalences with other diseases, one

can ignore the relation of those diseases with each other.

Theorem 2

A Laplaceian naive Bayes predictor predicts the probability of a disease i, given the

disease evidences D̂:

P (di | D̂) =

1 + (
N

Ni + 0.2
− 1)2−n

n∏
j=1

Nj −Nij + 0.1

Nij + 0.1

−1 (4.54)
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Proof

By assuming the conditional independence of diseases, conditional probability distribu-

tion of diseases and hence the probability of each disease can be simplified:

P (di | D̂) =
P (di)

∏
j∈n∗ P (d̂j | di)

P (di)
∏
j∈n∗ P (d̂j | di) + P (d̄i)

∏
j∈n∗ P (d̂j | d̄i)

(4.55)

Here, n∗ is the set of reported diseases, P (di) is the prior probability of disease i, P (d̂j |di)

is the likelihood of evidence of disease j given that disease i exists, and denominator of

the fraction is the marginal probability of evidence of all other diseases under existence

and nonexistence of the disease i and the outcome P (di | D̂) is the posterior probability

of disease i given all evidences.

By directly applying the co-prevalences of diseases to the Laplaceian naive Bayes pre-

dictor, we have:

P (di) =
Ni + L0

N + 2 L0

P (d̂j | di) =
Nij + L0

Ni + 2 L0

(4.56)

P (di) P (d̂j | di) =
Ni + L0

N + 2 L0

n∏
j=1

Nij + L0

Ni + 2 L0

P (d̄i) P (d̂j | d̄i) =
N −Ni + L0

N + 2 L0

n∏
j=1

Nj −Nij + L0

N −Ni + 2 L0

(4.57)

Num = (Ni + L0)
n∏
j=1

(N −Ni + 2 L0)(Nij + L0)

Den = (N −Ni + L0)
n∏
j=1

(Nj −Nij + L0)(Ni + 2 L0)

P (di | D̂) =
Num

Num+Den

∼=

1 + (
N

Ni + 0.2
− 1)2−n

n∏
j=1

Nj −Nij + 0.1

Nij + 0.1

−1 �

(4.58)

In the above equation, L0 is the Laplacian constant. To compute the likelihood of evi-

dence of disease j given disease i, we used the co-prevalence of disease i and j normalized

by prevalence of disease i:

P (d̂j | di) ∝
Nij

Ni
(4.59)
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Instead of the direct way as above, we can use the recommendation system’s output

Hj (di) as the conditional probability P (d̂j | di) to achieve a more reliable predictor (see

equation 4.2). To see this consider that (see equation 4.2):

(1) RS can indicate the likelihood of disease j as a hidden disease, given each possible

disease comorbidity that include disease i:

P (dj |di, dk) , Hj (D = di, dk) (4.60)

(2) Joint probability of each of those disease sets P (D = di, dk) is equal to the proba-

bility of their occurrence as input evidence of RS.

Hence, the weighted average of joint probabilities of disease i multiplied by recommen-

dation probability of disease j provides an estimate of conditional probability of disease

j given disease i that considers comorbidity of disease k for all k. In other words, we

generate patients with a certain disease i and another possible disease k with probability

Nik as input and compute the probability of disease j as our output and consider it as

the P (d̂j | di).

P (d̂j | di) =
1

P (di)

∑
∀k

P (di, dk)Hj (D = di, dk) (4.61)

We repeat the algorithm for each disease index j until it converges. A similar process

can be applied to compute P (d̂j | di), with the only difference that, instead of Nik,

(Nk −Nik) is used in the similarity measure formula. The values for P (di) and P (d̄i)

remain the same in the Bayes equation. Hence we have:

P (di | D̂) =

1 +
N −Ni

N

∏
j∈n∗

P (d̂j | d̄i)
P (d̂j | di)

−1
P (d̂j | d̄i)
P (d̂j | di)

=
P (di)

∑
∀k P (d̄i, dk)Hj (D 6= di, dk)

(1− P (di))
∑
∀k P (di, dk)Hj (D = di, dk)

(4.62)

4.7.2 Sigmoid Independence of Causal Influences

We can better mimic the behavior of disease co-occurrence, if we propose a model

that captures the intermediate factors that causes both diseases and yet maintains the

sparsity of the Bayesian network. Moreover, in a typical scenario, there may be multiple

independent or uncorrelated factors that are causing multiple diseases; hence we also

need a part of model to combine prospects about diseases [105].
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This can be done by replacing the Bayesian network with an independence of causal

influences (ICI) network with a sigmoid rule that is an extension of both noisy-OR and

naive Bayes models (Figure 4.4) [106]:

P (di | D̂) = sgm (z) z = w 0 +

n∑
j=1

wj P (dj | di) (4.63)

Here, z is the intermediate variable, weights w0, ...wn are the model parameters and

represent the comorbidity between disease and disease of the index. Finally, the sigmoid

function sgm ( . ) behaves as an influence aggregator (Mixer) and can have multiple re-

alizations (e.g., 1/(1 + e−z) or (z +
√

1 + z2)/(2
√

1 + z2)).

In ICI, the intermediate variable z also behaves as an uncertainty filter that adds ro-

bustness to noise and solves the zero frequency problem of naive Bayes.

Figure 4.4: Block diagram of variables and operations of the ICI Network

It should be pointed out that as a result of placing PGM after the RS, instead of RS

output (Hj in equation 4.2), PGM output (P (di | D̂) in equation 4.59 or 4.60) is the

input to the recommender.
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4.8 Summary

Focus of this chapter has been on designing a disease prediction system that detects

hidden diseases and predicts upcoming diseases based on the disease records of an indi-

vidual. As the first step, we introduced a disease comorbidity dataset and summarized

its structure, statistical properties and defects. We then proposed a three-layer disease

prediction system. As the first layer, we used an Item-based recommendation system

to infer the initial probability of diseases and modified it into a compressed model that

makes the computation more efficient. We then introduced nine disease similarity mea-

sures for the recommendation system, each with its own advantages and disadvantages

and modified them to fit the limitations of our dataset and problem. As the last layer of

the prediction system, we designed a rule based recommender with two thresholds that

makes the final decision about which diseases to report to user. As the final block of

the system, we introduced two probabilistic graphical models, naive Bayes and sigmoid

independence of causal influences, and proposed them as the second layer that maps the

recommendation system’s output to the recommender’s input.
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Chapter 5

Evaluation

5.1 Introduction

Our objective in this chapter is to evaluate the proposed disease predictor. To do so,

first we use permutation technique to generate the evaluation data. Second, to test

how well a typical recommendation system works under the condition of our problem, a

standard item based collaborative filtering is used to predict some of the hidden diseases

in the evaluation data. Third, we apply our disease predictor to the evaluation data and

compare the results with the naive Bayes predictor. Finally, we test the performance of

the disease predictor when it is specialized with the demographic information.

5.2 Generation of evaluation data by permutation

Since the data we used did not have direct records of the individual patients, we could

not use one part of the records for training and the other part for testing. To be

able to evaluate and compare the prediction power of different systems, we created a

permutation test consisting of a population of 100000 virtual patients to see how accurate

the system can predict probable combinations of diseases. The permutation population

shows the same statistical properties of the original population:

(1) The number of occurrences of a disease in the test population is equal to prevalence

of the disease in the original database.

(2) The number of co-occurrences of two diseases in the test population is equal to
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number of co-prevalence of the two diseases in the original database.

(3) The probability distribution of number of diseases of a patient in the permutation

population is equal to the distribution of disease per patient of the original data.

To achieve these, for each virtual patient, the number of diseases (HD) is randomly

selected from the distribution of number of diseases per patient in the dataset (see:

Figure 5.1). To determine the primary disease, the chance that disease i is selected is

Ni/
n∑
j=1

Nj , for i = 1 to n. For other diseases (if HD >= 2), the chance that disease j is

selected is Nij/
n∑
k=1

Nik where i is one of the previously selected diseases and for j = 1

to n, j 6= i.

Figure 5.1: Frequency of number of diagnoses per patient in the dataset from [73].

5.3 Evaluation of the performance of standard recommen-

dation system

‘As the first step, we show the limitations of using only a standard item-based RS.

We computed the vectors of sorted probabilities of diseases Sort (Hj(di)) (see equation

4.2) for 100000 permuted patients. In Figure 5.2, the average of the 100000 vectors is

plotted. This gives an approximation of the probability distribution of a hidden disease

in a patient.

It can be seen from Figure 5.2 that by only applying the recommendation system, the
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probability distribution is too flat for the user to be able to choose a meaningful cut off

value as the thresholds.

Figure 5.2: Probabilities assigned by the recommendation system to the most prob-
able disease, given the different number of known diseases in the patient.

5.4 Evaluation of the proposed prediction system

To evaluate the prediction accuracy of proposed prediction system, we applied a per-

mutation test to the complete system consisting of (1) RS, (2) PGM predictor and (3)

recommender. We used a common configuration of prediction system settings to see the

typical behavior of the system. Specifically, among the introduced similarity measures,

we used Pearson correlation (see Equation 4.29) as a common choice. we used the com-

pressed form (see Equation 4.4) for computing the RS to have a compact representation

of the prediction system and speed up the computation process. We then used a naive

Bayes with Laplaceian of 0.1 as a typical choice of PGM.

Now the only remaining piece of the prediction system is finding a set of suitable values

for pth and ptl. In the following, instead of computing thresholds using optimization of

cost function S (which we introduced in chapter 4), we use ROC curve analysis as the

alternative. It should be pointed out that there is possibility of manual adjustment of

parameters using trial and error, either as an alternative to optimization and ROC or

as an additional adjustment after applying them.
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Finding recommender thresholds using ROC curve

Receiver Operating Characteristic (ROC) curve is a plot that illustrates the intertwined

changes of true positive and false positive of a prediction system as a result of variation

in a parameter of the prediction system, called ROC parameter. To construct an ROC

curve, one should compute the expected number of true positives (TP) and false posi-

tives (FP) of outcome predictions of a test population over different values of the ROC

parameter and plot the trend of parameter on a plot with TP as vertical axis and FP

as and horizontal axis.

For our disease prediction, our objective is to plot the ROC curve for disease prediction

with respect to threshold and then choose values for them that gives the best TP and

FP. However, since ROC analysis requires disease records of a set of test patients, it is

out of the range of our direct analysis. But in order to demonstrate how the ROC curve

should be and to have an initial estimation of suitable parameters for the evaluation

of proposed system, we used our designed permutation test to generate virtual patients

from predicting hidden diseases from those patients as indicators of TP and FP and each

of pth and ptl once as the ROC parameter. To achieve a recommendation with more

confidence (i.e., training the RS so that it has higher chance that the predicted diseases

in patient were existent) one should choose the parameter values which correspond to

the left side of ROC. Similarly, for more support (i.e., higher probability of predicting

existent diseases) the parameter should be chosen from the top of the ROC plane.

The result is the ROC curve for variation in parameter pth is represented in Figure 5.3.

This strategy of computing ROC curve from permutation test with different thresholds

can be used to find the best thresholds. We decided that recommender thresholds of

ptl = 0.02 and pth = 0.08 which is equivalent of TP=0.78 and FP=0.34 gives the most

satisfying result as it is the closest point (in Euclidian sense) to the top-left corner of

ROC curve. It should be pointed out that it is statistically unreliable to use a parameter

(in our case thresholds) for both training and test stages. Hence we do not advice this

strategy for the ultimate applications.

To analyze the errors of the model in a more standard way, we let the system give two

predictions for each hidden disease (ED = 2 HD). We introduced an accuracy mea-

sure AHD,s as the cumulative ratio of true positive (TP) predictions to false positive

(FP) predictions and evaluated this measure for multiple values of number of reported
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Figure 5.3: ROC curve of TP and FP values of disease prediction based on thresh-
old of recommender. pth is the variable of the curve and changes from 0.02 to 12

logarithmically.

diseases (s), and number of assumed hidden diseases (HD):

AHD,s =
TP

TP + FP
(5.1)

Results of the accuracy measure for different values of number of existing diseases s and

number of hidden diseases HD are provided (see, Table 5.1). The predictive power of

the proposed system is shown by comparing its accuracy measure with the standard

naive Bayes predictor based on the raw prevalence values. The naive Bayes predictor is

equivalent to our system when no evidence is provided (i.e. s , 1) represented in the

first column of Table 5.1. This is due to the fact that without any information about

patients, the prediction power of the system will be completely bypassed and the result

will only include the most probable diseases in the population.

HD/s 1 2 3 4 5 6 7 8

1 0.007 0.575 0.732 0.803 0.850 0.880 0.902 0.917

2 - - 0.443 0.606 0.701 0.758 0.799 0.832

3 - - - 0.379 0.532 0.631 0.697 0.744

4 - - - - 0.339 0.489 0.587 0.656

5 - - - - - 0.313 0.459 0.558

Table 5.1: Accuracy of the system with respect to different number of reported dis-
eases and hidden diseases. Model’s specifications were the compressed Pearson RS
followed by the Laplacian NB and ptl = 0.02 and pth = 0.08 for recommender thresh-

olds.
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5.5 Evaluation of the proposed prediction system for dif-

ferent demographic groups

The initial database had a relatively good variety of gender (58% female) and ethnicity

(7.54% Black and 2.38% Hispanic, Asian, Native American). Because of this, Hidalgo

et al. [73] provided separate information on the disease co-prevalences for different race

and gender combinations (see, Table 5.2).

Patients Male Female All

White 4910362 (37.66%) 6835054 (52.42%) 11745416 (90.08%)

Black 386663 (2.97%) 596432 (4.57%) 983095 (7.54%)

Total 5440490 (41.72%) 7598529 (58.28%) 13039018 (100%)

Table 5.2: Size of datasets separated by gender and race; i.e. Male, Female, Black
and White.

Based on this data, we applied the proposed prediction system to datasets of different

combinations of races and gender. These system need to be trained only using preva-

lence data of patients with specific gender and race in order to be able to predict disease

of a patient with that combination of race and gender. We distinguish these systems

from the original system that is trained and tested on all of the population by calling

them ”demographic prediction systems”. After testing these systems under different

configurations, we identified the following notable results:

(1) Demographic prediction systems trained on different genders and races led to radi-

cally different values for similarity matrices. This is due to the fact that patients with

different race and gender have different physiology and lifestyle and hence different dis-

ease patterns.

(2) Difference in comorbidity data and similarity values between demographic groups

had close to no effect on prediction quality of the demographic prediction systems. Pre-

diction accuracy remained almost equal across different gender and race combinations

(see Table 5.3). This shows the robustness of accuracy of the algorithm with respect to

different data sources.

(3) Demographic prediction systems had significantly higher prediction accuracy than

the original system (see Table 5.3). This was expected from an accurate prediction sys-

tem, since the extra information on gender and race narrows the range of patterns.
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This evaluation provides significant evidence that the system remains robust and con-

sistent given different demographics and datasets.

A Male Female All

White 0.726 0.728 0.701

Black 0.726 0.731 0.718

Total 0.693 0.722 0.606

Table 5.3: Accuracy of the system with respect to different dataset from Male-Female
and Black-White combinations. Number of diseases in each patient is s = 4 and number
of hidden diseases is HD = 2. Compressed Pearson RS and naive Bayes are used as
the RS and PGM respectively. Parameters Laplacian, ptl and pth are set based on the

condition of each model.

5.6 Summary

In this chapter we presented multiple steps of test and analysis to evaluate accuracy of

the proposed prediction system. We proposed a permutation test that generates virtual

patients based on prevalence data, a strategy for finding threshold parameters and an

accuracy measure that evaluate the performance of a prediction system under different

configurations of the permutation test. By completion of design of evaluation process, we

tested the Standard RS and showed how the slow ramp of recommendation probability

distribution makes the Standard RS ineffective in dealing with the disease prediction

problem. We then moved to evaluation of our proposed prediction system for different

numbers of diseases and hidden diseases. The proposed prediction system performance

under the permutation test showed that given enough number of recorded diseases, the

prediction system can be a reliable source of detecting hidden and upcoming diseases.

For comparison, the naive Bayes predictor was used, which showed drastically lower

accuracy in compare to the proposed prediction system, illustrating the necessity of

combining RS, PGM and recommender. We finally introduced demographic prediction

systems based on prevalence data of specific race and genders and observed considerable

improve in performance.
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Contributions

6.1 Conclusion

In this thesis we proposed a machine learning algorithm to predict future and hidden

diseases of an individual, based on reported diseases of him/her. The final algorithm

suggests the unknown diseases that their co-prevalences with reported diseases have

strong patterns in its training dataset.

In chapter one the roadmap of thesis was introduced. In chapter two the scale of disease

prediction problem were discussed and in chapter three related studies were reviewed.

In chapter four we laid down the sections of our proposed disease prediction system.

As the first phase, we proposed HuDiNe [94] as the suitable choice for dataset and

analyzed the statistical properties and limitations of it. For the second phase, we trained

the disease prediction system. The goal of training was finding patterns of co-prevalence

of diseases with limited data of occurrence of diseases in population.

In the third phase, the goal of the system is to find the undiagnosed diseases of a patient

who is not a part of the database, given the patients disease history. The unknown

diseases reported by the system are the ones that have strongest patterns in the database

with respect to the patients disease history.

The system successfully achieved these goals by applying multiple layers of analysis over

the dataset and patients data, including similarity measure, item-based collaborative

filtering, probabilistic graphical model and threshold based recommender.

In the fourth phase, we evaluated our system. We designed a permutation test, consisting

of virtual patients with the same statistical distribution of diseases as the database
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population. The results showed that, with a good adjustment of parameters, the system

can predict even multiple hidden diseases with high accuracy, especially when the patient

report multiple relevant diseases.

We also designed a system for each specific race and gender. We observed consistency

of performance of the algorithm across different races and genders, which supports that

the algorithm will likely achieve the same good performance for other databases and

populations.

6.2 Potential Applications

There are various potential applications for our predictive system. The first and ar-

guably the most important one is risk assessment of diseases for individual patients.

This, as a part of the personalized medicine system, can offer the diet, exercises and

medical treatments that are necessary or helpful for a preventive healthcare and a better

life quality overall.

A second benefit of the system is that it provides a new opportunity for studying the

evolution and comorbidity of diseases in patients and perhaps their underlying causes.

Thirdly, visualizing the system using a directed disease network or a follow-up risk table

can give a better understanding of the condition to both doctors and patients.

Applying this methodology on specific populations and disease families can help de-

termining whether differences in the comorbidity patterns of populations indicate dif-

ferences in biological processes, environmental factors, or health care quality of each

population. Finally, the system can be employed for identifying the key diseases that

lead to many diseases with numerous patients. It can shift priorities for an effective

health care policy by targeting those diseases.

6.3 Future Works

One of the key features of these types of analysis is that they have the capability to be ex-

tended or modified based on new datasets. First, by accessing a medical record that has

the patients as separate instances, the system can take into account the co-prevalences

of more than two diseases to produce a more complex conditional probability structure,

that itself can be used for more sophisticated graphical models than naive Bayes or ICI.
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The information of the patients can also be taken into account for prediction by com-

puting the correlation between different demographics and diseases.

Second, by accessing social ties between individuals, the system can model the con-

tagion and clusters of the diseases. By taking the social network into account in the

graphical model, the system indirectly applies social network analysis on the disease

patterns. The social network data can be very powerful for medical prediction. The

social network data can provide evidence about the underlying genetic, environmental

and lifestyle similarities between contacts.

Thirdly, we can use various disease networks, such as the phenotypic network, genetic

network (Diseasome), metabolic network, protein interaction network, and the tradi-

tional systemic network. Each disease network has a potential predictive power, since

the links between diseases in each of these networks takes into account a particular as-

pect of the similarity between the diseases. These predictive powers can be combined

using an expert system that can be trained to weight the distances between diseases in

each network and combine them in one single number representing the similarity.

Forth, using timeline in analysis not only can provide the capacity of modeling the dy-

namic of emergence and progression of diseases but also helps to identify whether the

comorbidity of two diseases is due to a causal relation between them or just a correlation

resulting from mutual risk factors. Although this time analysis can increase accuracy

and shed light on progression of diseases, it can increase the complexity of the model,

in both the number of parameters and nonlinearity, and produce multiple challenges in

computational limits, theoretical analysis and over-fitting rate.

Fifth, a large scale mortality risk assessment can be applied to study risk of death of

certain life quality reduction effects rather than the general disease. This can give a

better perspective to the real mortality rate of diseases.

There are also extensions available beyond the database type and extraction of its pat-

terns. An already built it extension to the current prediction system is using prior

evidences ei that are between zero and one rather than either zero or one. By this,

instead of zero representing non-existence of disease and one representing the existence

of disease, we can use a value between zero and one that represents the degree existence

of the disease. For example, to represent the high blood pressure, one can map the

normal blood pressure (120, 80) to zero and stage two high blood pressure (160, 100) to

one and linearly map in between numbers to zero to one interval.
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