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Abstract- Device-to-device (D2D) communications are

recognized as a key component of future wireless networks

which will help to improve spectral efficiency and network

densification simultaneously. In order to guarantee a quality of

service (QoS) to the cellular links, the transmit power of the

D2D nodes needs to be restricted, which has lead to a poor link

quality over D2D transmission. One viable option to improve

the D2D link quality is incorporating cooperative relays into

D2D networks. However most of the existing published work

in relay assisted D2D networks has assumed that relay nodes

cooperate spontaneously. This cannot always be guaranteed

and we take this into account by considering a fundamental

model on which donation-based cooperation depends. In par-

ticular we model relay cooperation as a donation game based

on social comparison and characterize cooperation probability

in an evolutionary context. When applying this model we

evaluate the outage and capacity of relay assisted D2D network

using a stochastic geometric framework.
Index Terms—Cooperative relaying, device-to-device network,

Nakagami-m fading, social comparison, stochastic geometry.

I. INTRODUCTION

Fifth generation (5G) wireless networks are expected to

support significantly higher capacity (1000 fold) than existing

4G networks. To realize this potential, major breakthroughs

are required in many technical areas including, spectral ef-

ficiency, network densification, and spectrum extension [1].

In terms of spectral efficiency, several advances have already

been made, including massive multiple-input multiple-output

(MIMO), coordinated multi-point transmission and reception

(CoMP), device-to-device (D2D) communications, cooperative

communications and interference management. Network den-

sification is achieved by off-loading cellular traffic to small

cells or D2D networks, resulting in enhanced network capacity

and coverage, while spectrum extension efficiently uses higher

spectrum bands by means of carrier aggregation and through

the use of emerging ultra short wave length technologies

(e.g. millimeter-wave communications). D2D communications
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especially are recognized as a key technology component of

the 5G networks which will help to improve spectral efficiency

and network densification simultaneously [2].

D2D communications assist direct transmission between

user equipment (UE) pairs, reducing unnecessary routing of

traffic to base stations (BSs) lowering the transmit power

and hence interference levels. D2D UEs can simultaneously

transmit with cellular UEs over the licensed band by using

underlay spectrum access schemes and achieve significantly

higher capacity gains than traditional cellular networks [3].

Nonetheless, this co-channel transmission results in cross-

mode interference between cellular and D2D UEs. In order

to guarantee a quality of service (QoS) to the cellular links,

underlaid spectrum access scheme needs to restrict the transmit

power of the D2D nodes. However this restriction leads to a

poor link quality and limited transmission rate over the D2D

mode. One viable option to improve the D2D link quality is

incorporating cooperative relays into D2D networks, known as

relay assisted D2D networks. By using relays, relay assisted

D2D networks can virtually reduce the length of each links

and achieve a higher rate than conventional D2D networks

[4]–[7].

While relay assisted D2D networks offer many advantages,

they also come with numerous challenges that include the

difficulties in accurately modeling random node locations

and evaluating the aggregative interference induced by the

cellular UEs, D2D UEs, and relay nodes. Recently, stochastic

geometry has received considerable attention as a useful math-

ematical tool for interference modeling. Specifically, stochas-

tic geometry treats the locations of the interferer as points

distributed according to a spatial point process [8]. Such an

approach captures the topological randomness in the network

geometry, allows high analytical flexibility and achieves an

accurate performance evaluation. A common assumption in

most of the related works is that the interfering nodes are

distributed according to a homogeneous Poisson point process

(PPP). In [9], the authors have compared two D2D spectrum

sharing schemes (overlay and underlay) and evaluated the aver-

age achievable rate for each scheme based for PPP distributed

UEs. In [10], the authors extended the work conducted in

[9] by considering a D2D link whose length depends on the
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user density. In [11], the authors proposed a distributed relay

selection scheme to minimize the total transmit power of relay

assisted D2D networks.

While previous works have made significant advances from

an analytical point of view, they failed to reflect two prac-

tical aspects of relay assisted D2D networks. Firstly, they

commonly assumed Rayleigh distributed small scale fading.

Due to its analytical simplicity, Rayleigh fading has been

widely adopted in stochastic geometric analysis and achieved

tractable results. However Rayleigh fading can only represent

a particular category of the fading environments, which is

homogeneous, linear, and circularly symmetric. If the fading

environment has a dominant Line-of-sight (LOS) component

or the transmission scheme includes certain type of diversity

combining, then Rayleigh distribution can not be applied as

the appropriate small scale fading model.

Secondly, previous works assume that cooperation is spon-

taneously available on demand: in other words, relay nodes

are considered to unquestionably donate their resources for

the good of others. However without some intervention, the

rational individual strategy is defection [12]–[15]. Centralized

control is one way in which this can be resolved, but this is

a complex issue given that some control rests with the device

owner who may have personal priorities for resource usage

(e.g., battery life preservation) that conflict with those of the

network.

Therefore it is necessary to consider models of cooperation

that incentivise user participation. The particular form of coop-

eration relevant to D2D communication is indirect reciprocity

[16] where individuals are required to donate resources without

reciprocation from the receiving party. This is an established

problem in biological and life sciences - in particular indirect

reciprocity is a naturally sustained and defining feature of

human populations. A universal characteristic governing such

systems is the cost to benefit ratio, which captures the cost to

the individual of donation in comparison to the benefit enjoyed

by the recipient. When this is low the prospects for emergence

of cooperation naturally increase.

Considerable research has been undertaken to establish

the conditions where indirect reciprocity is sustained, which

have generally used reputation as the currency through which

individuals become motivated to engage in socially beneficial

activities [15], [17]. In this work we adopt a fundamental

underlying model for the evolution of indirect reciprocity [18]

that is based on social comparison [19], where individual

entities compare the reputation of each other and use this

to inform their donation behaviour. This has been found

embedded in a range of explanations for indirect reciprocity

and therefore it is suitable to be considered for the emergence

of cooperation in D2D scenarios.

Taking into account the evolution of cooperation, we con-

sider a more realistic relay assisted D2D network where

each relay node has an associated cooperation probability that

evolves over time and the channel coefficients are distributed

according to Nakagami-m fading. The spatial locations of the

D2D UEs, cellular base stations (BSs), and relay nodes are

Fig. 1: System Model for Relay Network

modeled as PPP. We evaluate the end-to-end transmission rate

of relay assisted D2D networks for a given probability of

cooperation, and compare the effects of the evolution of the

probability of cooperation using the model developed in [18].

The main contributions of this paper may be summarized

as follows.

1) We analyze the outage probability and capacity of relay

assisted D2D networks over Nakagami-m fading using

stochastic geometry.

2) We model relay cooperation as donation game based

on social comparison and characterized cooperation

probability in an evolutionary context. Based on the

proposed evolutionary cooperation model, we compare

the capacity of relay assisted D2D network over various

scenarios.

3) We optimize the capacity of relay assisted D2D networks

and determine the optimal mode (single- or two-hop) for

a given node intensity, internode distance, and channel

environment based on numerical evaluation.

The remainder of this paper is organized as follows. In

Section II, we describe the system model and the fading

models that will be used in this study. In Section III, we model

relay cooperation probability by using the social comparison

model in the context of a donation game based on social

comparison. Based on this model, we evaluate the outage

probability and transmission capacity of relay assisted D2D

networks. We present numerical results in Section IV and

conclude the paper in Section V.

II. SYSTEM AND CHANNEL MODEL

As illustrated in Fig. 1, we consider a D2D network under-

laid to a cellular uplink where D2D UEs access the licensed

band with the cellular UEs. The cellular UEs, D2D UEs, and

relay nodes are independently distributed as a marked PPP Φc

with intensity λc, Φd with intensity λd, and Φr with intensity

λr, respectively. Each marked PPP is given by

Φj = {Xji, dji, hji}, j ∈ Φ = {c, d, r} , (1)

where the j subscript indicates the UE class (cellular UE,

D2D UE, and relay nodes), Xji denotes both the node and the

coordinates of the i-th UE in class j, dji and hji represents the

length of the link and the fading coefficient between the i-th
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UE and the receiver, respectively. The typical D2D receiver is

located at the origin and associated to the D2D UE Xd0.

The received power from the i-th UE in class j is W =
Pjhjid

−α
ji , where Pj and α > 2 denote the transmit power and

the path-loss exponent, respectively. Without loss of generality,

we focus on an interference-limited environment and the

received SIR (Signal-to-interference ratio) at the origin is given

by

SIR =
Pdhd0d

−α
d0

∑

j∈{c,d}

∑

i∈Φj\{Xd0}
Pjhjid

−α
ji

. (2)

We adopt the communication protocol proposed in [20] for

relay assisted D2D networks. Initially, the D2D receiver search

for a relay that is located within the relay search range. If there

are closely located relay nodes, two-hop D2D transmission is

utilized. Otherwise, single-hop D2D transmission is selected.

Given two-hop D2D transmission, a D2D UE transmits its

packet to the receiver UE during the first time slot and closely

located relay nodes overhear this packet. If the received SIR

at the i-th relay is larger than a predefined SIR threshold

T , the i-th relay node becomes a potential relay and the

D2D receiver chooses the best relay from the potential relay

nodes set. The selected relay node uses decode and forward

cooperation scheme and sends the original source packet to the

D2D receiver during the second time slot. The transmission

protocol is described in more detail in Section III.

Nakagami-m fading is used as the small scale fading model;

Nakagami-m fading is a versatile model that includes Rayleigh

fading and One-sided Gaussian fading as a special cases.

Furthermore, it can also be used to approximate Rician fading

with high accuracy. For a Nakagami-m distributed channel

envelope R, the channel coefficient h = |R|2 in (1) follows

a Gamma distribution. In this case, the PDF, complementary

CDF, and j-th moment of h are respectively given by [21]

fh(x) =
mmxm−1

Γ(m)
e−mx, E

[

hj
]

=
Γ(m+ j)

Γ(m)
,

P (h ≥ x) =
Γ(m,mx)

Γ(m)
=

m−1
∑

n=0

(mx)n

n!
e−mx,

(3)

where we assumed a unit spread factor without loss of

generality, i.e., Ω = E
[

R2
]

= 1, m is the shape factor,

Γ(t) =
∫∞

0
xt−1e−xdx is the Gamma function, and Γ(a, b) =

∫∞

b
xa−1e−xdx is the upper incomplete gamma function.

III. EVALUATION OF THE SYSTEM MEASURES

In this section, we model relay cooperation as a donation

game based on social comparison, characterizing the coop-

eration probability using the social comparison model in an

evolutionary context, then evaluate the outage probability and

achievable rate of relay assisted D2D networks through a

stochastic geometric framework.

A. Cooperation Probability based on Fundamental Evolution-

ary Principles

To incorporate the chance of cooperation being available in

D2D scenarios we have implemented a fundamental evolution-

ary model of cooperation [18] and determined the probability

of cooperative behaviour at different stages of evolution. This

is based on a generic evolutionary algorithm in which indi-

viduals reproduce proportionally to fitness values representing

the cumulative payoff produced after a number of pairwise

exchanges (rounds) conducted during each generation [22],

[23]. We model each exchange using the donation game,

which is an economic game firstly introduced in [23] and

then universally adopted for the study of indirect reciprocity

[17], [24]. In our scenario the roles of donor and recipient are

assigned respectively to the relay and the source node that is

transmitting the data. During each interaction the relay has to

decide whether or not to donate resources, the results of which

are captured in changes to the donating nodes’ reputation,

which is assumed public in the network. Evolution reproduces

strategies in proportion to the total payoff that emerges from

donation: a small cost c is incurred by the donor and a larger

benefit b is enjoyed by the recipient. We here assumed a

standard value of 0.5 for the cost to benefit ratio c/b.
Donation decisions are governed by the strategy of an

individual node, each strategy defined by an action and an

assessment rule [24]. We propose a novel set of action rules

[18] based on social comparison principles defined as follows.

Given a donor i and and recipient j with reputations si
and sj respectively, donor i assesses the reputation sj of j,

against their own reputation, si, with three possible outcomes,

establishing either: approximate similarity (sj − ∆ ≤ si ≤
sj+∆), upward self-comparison (sj > si+∆), or downward

self-comparison (sj < si − ∆). A node’s strategy allows

donation in response to any combination of these possible

comparisons. Updating reputation in response to donation

decisions is known as the assessment rule. This is a further

variable that affects evolution [18], because reputation informs

decision making. We adopt a variation of the original standing

assessment approach [22], [24], which justifies participant

defection in circumstances where they are of a lower standing

than themselves. This is defined by incrementing the donor

i reputation after each donation made while decrementing it

only when a defection occurs in light of a request from a

recipient j with at least the same reputation value of the

donor’s [18]. This framework provides an environment for

cooperation to evolve under wide-ranging c/b ratios [22], [23].

Similarly to these works we have bounded the reputation

values within the finite range ±5.

The distribution probability of cooperation of the network

nodes at different stages (generations) of the evolutionary sim-

ulation is visualized by the histograms in Fig. 2, as empirically

retrieved from a number of simulation runs with different

random seeds. Here the abscissa represents the ‘probability

ξi that a node i cooperates with a randomly chosen node in a

randomly chosen round at a given generation’.

At the beginning of the simulation all nodes act according

to randomly assigned strategies, including full cooperation and

defection. After about one hundred generations (in the example

shown but often requiring less, in the order of tenth, and even

units for more favourable c/b ratios) the network converges
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Fig. 2: Distributions of the probability of cooperation pro-

duced by our experimentation at different generations of the

evolutionary simulation.
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Fig. 3: Distributions of the probability of cooperation produced

by our experimentation in presence of error at generation 100

of the evolutionary simulation.

to a configuration with all nodes adopting a dominant strategy

of ‘upward or similar comparison’, i.e., ‘donating in light of

a request from nodes of higher or similar reputation while

defecting otherwise’. This has been identified in [18] as an

important strategy when donation decisions are based on self-

comparison, as first considered in [12].

In order to apply this to the wireless relay D2D scenario

we approximate these distributions of cooperation with a Beta

distribution fitting (solid lines in Fig. 2), in which we approx-

imate the gamma function characterizing this distribution by

applying moment matching [25].

The probability of cooperation worsens when different types

and percentages of errors are introduced. In particular two

types of errors have been considered: execution errors in the

implementation of the actual actions performed by the nodes

(donors) representing, for example, dropped connections due

to interference; and perception errors in the representation of

other nodes’ image, while the consequent actions are assumed

to be performed correctly [17], [24].

Fig. 3 shows the distribution of the probability of coop-

eration at generation 100 of the evolutionary simulation for

the two different types of error. With errors in the perception

of reputation, cooperation is achieved and sustained after a

maximum of 100 generations, as in the case without any error,

whereas for errors in execution we need more generations

(1000 in the example shown but often requiring less) to

converge to high cooperation levels (here we have considered

10% rates).

During the generations before convergence, configurations

of low cooperation can appear in the network. Nevertheless,

these states remain in place only for a limited number of

generations, then the system is able to return to the dominant

strategy of devices donating in response to recipients having

‘upward or similar comparison of reputation’ that produces a

configuration close to the ideal case of 100% cooperation.

B. Outage Probability and Capacity

1) Single-Hop D2D: A successful transmission occurs

when the received SIR in (2) is larger than a predefined SIR

threshold T . Then, the probability of successful transmission

over a single-hop D2D is defined as follows

P
1-hop
s , P (SIR > T ) = P (hd0 > dαd0T I)

= EI

[

m−1
∑

n=0

(mdαd0TI)
n

n!
e−mdα

d0TI

]

,
(4)

where I =
∑

j∈{c,d}

∑

i∈Φj\{Xd0}
(Pj/Pd)hjid

−α
ji , (2) is

applied in the first equality, and (3) is utilized in the second

equality. The expectation in (4) can be evaluated by using the

high order derivatives of the Laplace transform of I as follows

EI [(c0I)
n
exp (−sc0I)] = (−1)n

∂nLI(s)

∂sn
, (5)

where c0 = mdαd0T , δ = 2
α , LI(s) is derived as

LI(s) = EΦj ,h

[

e−sc0I
]

= E

[

e
−sc0

{

∑

i∈Φc

Pc
Pd

hcid
−α
ci +

∑

i∈Φd
hdid

−α
di

}
]

= exp

(

−cαT
δd2d0s

δ

(

λd + λc

(

Pc

Pd

)δ
))

,

(6)

by applying the well-known probability generating functional

(PGFL) of a PPP [8] in the last equality and the constant cα
is determined using the channel statistics in (3) as follows

cα , πmδ Γ(1− δ)E
[

hδ
ji

]

=
πmδ Γ(1− δ)Γ(m+ δ)

Γ(m)
. (7)

Hence, the outage probability and transmission capacity of

a single-hop D2D over Nakagami-m fading are given by [20]

P
1-hop
o , P (SIR ≤ T ) = 1− P

1-hop
s

= 1−
m−1
∑

n=0

(−1)n

n!

∂nLI(s)

∂sn

∣

∣

∣

∣

s=1

,

C1-hop , λd log (1 + T )P1-hop
s

= λd log (1 + T )

m−1
∑

n=0

(−1)n

n!

∂nLI(s)

∂sn

∣

∣

∣

∣

s=1

.

(8)
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2) Two-Hop D2D: We denote dk as the link length of

the k-th hop, dd as the internode distance between source

and destination, and r as the distance from the relay to

the midpoint between source and destination. The transmitter

communicates directly with the receiver in a single-hop D2D,

whereas for two-hop D2D, the link between transmitter and

receiver is assumed to be unreliable and the transmission

occurs only through the relay.

Assuming equal transmit power for the source and relay

nodes, the probability of successful transmission over two-hop

D2D is defined as follows

P
2-hop
s , P (SIR1 > T )P (SIR2 > T )

=
m−1
∑

n=0

(−1)n

n!

∂n

∂sn
LI1(s)LI2(s)

∣

∣

∣

∣

s=1

,
(9)

where cα is given in (7), δ = 2
α , and

LI1(s)LI2(s) = e
−cα(sT )δ(d2

1
+d2

2)
(

λd+λc

(

Pc
Pd

)δ
)

= e
−cα(sT )δ

(

d2
d
2
+2r2

)(

λd+λc

(

Pc
Pd

)δ
,

)

,

(10)

by using cosine rule, i.e.,
d2

d

2 + 2r2 = d21 + d22. Similarly, the

transmission capacity of two-hop D2D is given by

C2-hop(r) ,
λd

2
log (1 + T )P2-hop

s

=
λd

2
log (1 + T )

m−1
∑

n=0

(−1)n

n!

∂n

∂sn
LI1(s)LI2(s)

∣

∣

∣

∣

s=1

,
(11)

which is a function of the relay location r.

We adopt a relay selection scheme similar to [20] where the

authors choose the relay closest to the midpoint between the

transmitter and the receiver. In contrast, we introduce a Beta

distributed random variable ξi that indicates the cooperation

probability of each relay node. Then, we choose the relay that

maximizes ξi||Xri||
−α (or minimizes ξ

−1/α
i ||Xri||), i ∈ Φr.

Conceptually, the cooperation probability is interpreted as a

random fluctuation around each relay location Xr,i ∈ Φr and

the combined effect of relay node location and cooperation

probability are incorporated into the relay selection policy. Due

to displacement theorem [26], the transformed point process

Yr,i = ξ
− 1

α

i Xr,i is also a PPP with density λξ = λrE
[

ξδ
]

.

Note that the δ-th order moment of Beta distributed random

variable is E
[

ξδ
]

= B(α + δ, β)/B(α, β) for a given shape

parameters α and β. Then, the CDF and PDF of Yr,i are

respectively given by

P (||Yri|| > r) = e−πr2λrE[ξδ],

f||Yri||(r) = 2πrλrE
[

ξδ
]

e−πr2λrE[ξδ],
(12)

where PN (r) , P (||Yri|| > r) is the null probability to find

a relay within a search range ||Yri|| ≤ r.

Two-hop D2D transmission is utilized if there is a relay

within the relay search range. Otherwise, single-hop D2D

transmission is selected. Hence, the average transmission

capacity of relay assisted D2D is evaluated as

CRelay = (1− PN (R))

∫ R

0

C2-hop(r)f||Yri||(r)dr

+ PN (R)C1-hop,

(13)

where R is the relay search range that needs to be optimized,

C1-hop, C2-hop(r), f(r) are calculated in (8), (11), (12), and

PN (R) = e−πR2λrE[ξδ].

Remark 1. The n-th order derivatives in (8) and (11) can

be numerically evaluated by using Faa di Bruno’s formula as

follows [27]

∂n

∂xn
f(g(x)) = f(g(x))Bn

(

g(1)(x), · · · , g(n)(x)
)

, (14)

where Bn(x1, · · · , xn) is the n-th complete Bell polynomial.

IV. NUMERICAL RESULTS

In this section, we numerically evaluate and optimize the

capacity of a relay assisted D2D network to guarantee QoS to

the cellular UEs. All of the simulations were carried out using

the following parameters: cellular UE intensity λc = 10−5,

SIR threshold T = 3, path-loss exponent α = 4, and D2D

pair internode distance dd = 10.

For optimization, we consider a two-dimensional grid com-

posed of D2D UEs intensity λd and relay node intensity λr.

At each grid point, we numerically perform the following

optimization strategy

argmax
R,Pc/Pd

CRelay subject to P
Cellular
o ≤ θc, (15)

where we assumed θc = 0.05, dc = 10, and the outage

probability of a cellular link P
Cellular
o is evaluated by (8) with

the following Laplace transform LIc(s)

LIc(s) = exp

(

−cαT
δd2cs

δ

(

λc + λd

(

Pd

Pc

)δ
))

. (16)

Fig. 4 compares the capacity of a single-hop D2D to that

of a two-hop D2D network for different Nakagami-m shape

factors. We fixed the relay node intensity λr = 10−2 and

assumed ξi = 1 for every relay nodes to determine the

theoretical performance bound. As illustrated in Fig. 4, relay

assisted D2D transmission achieves a higher rate than the

single hop D2D, whereas a rich scattering environment, i.e.,

large m, decreases the transmission capacity. We note that the

capacity increases for a small UE intensity λd, then decreases

after a certain threshold. This effect is due to the fact that every

node is transmitting at a same power; in a dense network, the

interference increases as λd increases, decreasing the received

SIR and the overall network performance.

Fig. 5 compares the capacity of a two-hop D2D network

for different distributions of the cooperation probability ξi.
The curves for single-hop and two-hop with 100% cooperation

corresponds to the case of ξi = 0 and ξi = 1, respectively.

For the two blue curves in the middle, we modeled relay
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cooperation as a donation game based on social comparison

and evolved the distribution of cooperation over generations.

The solid blue curve corresponds to the generation 0 case

where each relay randomly chooses whether to cooperate or

not without any side information. The dashed blue curve

corresponds to generation 100 and it approaches the ideal

case of 100% cooperation which is the theoretical bound. This

result indicates that after a sufficient number of generations,

they all converge to a configuration in which cooperation is

sustained in the population (and all nodes adopt the same

dominant cooperative strategy based on social comparison)

without the need to enforce any external mechanisms.

Figures 6 and 7 show the same results when errors are

considered in the reputation model based on social com-

parison. While perception errors only marginally degrade

the overall performance, the introduction of errors in the

execution requires a longer number of generations to sustain

high cooperation levels. Note that, in earlier stages (gen.

100) the network can in this case temporarily present inter-

mediate configurations of low cooperation that could drop

the capacity below the initial values obtained assuming a

random distribution of strategies (gen. 0). However, these low
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Fig. 6: Capacity versus D2D UEs intensity λd for different

number of generations with Perception error 10%, λr = 10−2,

and Nakagami shape factor m = 1.
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number of generations with Execution error 10%, λr = 10−2,

and Nakagami shape factor m = 1.

cooperation states are not stable and the system nodes are

able to promptly recover towards the dominant strategy until

this final configuration eventually stabilises the performance

towards high capacity levels, still remaining close to the ideal

case of 100% cooperation.

In Fig. 8 and Fig. 9, we evaluated the ratio between the

capacity of relayed D2D to that of single-hop D2D ν =
CRelay/C1-hop on each grid point (λd, λr). We assumed ξi = 1
for every relay nodes and considered Nakagami distribution

with m = 1 in Fig. 8 and m = 3 in Fig. 9. To normalize

the ratio ν ∈ [1,∞) into a unit range [0, 1], we defined η
parameter as η = log(ν)/(log(ν) + 1), where η = 0 for

CRelay = C1-hop and η → 1 as ν → ∞. The dark blue region

corresponds to η = 0 that provides no relaying gain, i.e., it

is optimal to use single-hop D2D in the dark blue region.

As the operational range moves towards the brighter colors

in north-east direction, relay assisted D2D communications

achieves significantly larger transmission capacities than the

single-hop D2D. Hence, in bright color region (yellow or

green), it is optimal to use two-hop D2D; relay assisted D2D

provides a capacity gain only in a dense network with large

λd and λr. We also note that the dark blue region in Fig. 9
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probability ξi = 1 and Nakagami shape factor m = 1.
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Fig. 9: Normalized capacity ratio CRelay/C1-hop for cooperation

probability ξi = 1 and Nakagami shape factor m = 3.

(m = 3) is smaller than that in Fig. 8 (m = 1). This indicates

that the benefit of using relay assisted D2D stands out in a

rich scattering environment (large m) and the optimal mode

selection between single-hop D2D and two-hop D2D should

be determined based on the given channel condition.

V. CONCLUSION

In this paper, we have considered a relay assisted D2D

network underlaid to an uplink cellular network, where the

spatial locations of the nodes are modeled as PPP. We proposed

a social comparison model in an evolutionary context to

characterize relay cooperation probability. Using the proposed

comparison model with stochastic geometric framework, we

evaluated the outage and capacity of relay assisted D2D net-

work. Specifically, we observed that after a sufficient number

of generations, the cooperation probability follows the natural

rules of evolution and all relay nodes adopt the same dominant

cooperative strategy based on social comparison without the

need to enforce any external mechanisms. Also, we observed

that the benefit of relaying stands out in a dense network with

rich scattering channel. Finally, we provided numerical results

to demonstrate the performance gains of relay assisted D2D

networks compared to single hop D2D networks.
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