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Abstract. Various applications are developed today on top of microblog-
ging services like Twitter. In order to engineer Web applications which
operate on microblogging data, there is a need for appropriate filtering
techniques to identify messages. In this paper, we focus on detecting Twit-
ter messages (tweets) that report on social events. We introduce a filtering
pipeline that exploits textual features and n-grams to classify messages
into event related and non-event related tweets. We analyze the impact
of preprocessing techniques, achieving accuracies higher than 80%. Fur-
ther, we present a strategy to automate labeling of training data, since
our proposed filtering pipeline requires training data. When testing on our
dataset, this semi-automated method achieves an accuracy of 79% and re-
sults comparable to the manual labeling approach.
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1 Introduction

Twitter is a popularmicro-bloggingweb application servingmillions of users.Twit-
ter users chat and share information on news, work-related issues and community
matters [1]. Despite the noise in Twitter blogs [2], Web applications can exploit
the blogs’ content as a source of information to identify natural disasters [3], news
[2], or social events [4]. Since the existing Twitter search is cumbersome in finding
event-related information [5], a targeted search aiming at finding tweets specifi-
cally related to real-life events might be useful. The capability of searching real-life
events would be of great benefit for personalization purpose in search.

Accordingly, our motivation is to separate event-related content from the rest
of micro-posts. For this, the large volume of non-event-related messages is one
of the paramount challenges to be solved. Our approach could be used as a
first filtering step before applying other techniques for finding event-related con-
tent. The goal is to identify tweets related to real-life events, social events such
as music concerts and festivals. Based on Twitter content published by event
broadcasters, we train our classification model to distinguish social events from
other tweets. The proposed approach is based on a text classification technique,
which enables to classify content into two mutually exclusive groups.
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We employ the Naive Bayes classification algorithm utilizing features ex-
tracted from the Twitter messages. For training our classifier, we assume, that
the selected event broadcasters publish only event-related tweets. Tweets pub-
lished by other users are initially assigned to the Other class. We apply heuristic
rules defining the presence of event-related aspects such as time, persons in-
volved and locations. In the presence of these three aspects, the Events class
is assigned, otherwise the class Other. This semi-automatic training approach
enables automatic identification of event-related Twitter content and helps to
achieve comparable results with supervised learning approach, while reducing
efforts of manually labeling training datasets.

Our main contributions include: a semi-automatic training approach for train-
ing a classification model which assists in determining event-related tweets,
the application of a Naive Bayes classification to identify tweets related to so-
cial events based on the proposed semi-automated approach, text preprocessing
strategies to improve tweet classification outcomes, an evaluation of the semi-
automated learning approach and classifier.

2 Related Work

Twitter received much attention in recent years. Twitter data is openly available,
motivating research in social interactions on the Web, micro-blogging and data
mining. At the same time, Twitter differs from other blogging software due to its
shorter messages, facilitating up-to-date publishing [1]. Researchers have been
motivated to analyze Twitter as a source of sensory information provided by
Twitter users, reacting on real-life events such as social events [6,7] or natural
occurrences as earthquakes [3].

The most prominent works investigating event detection on Twitter are based
on statistical [3] and machine learning techniques [8,7]. Sakaki et al. [3] applied
classification and particle filtering methods to event detection from Twitter mes-
sages, reporting a significant accuracy in detecting earthquakes. Chakrabarti and
Punera [9] proposed an approach to group event-related tweets in real-time ap-
plying Hidden Markov Models. Their approach can be used for well-structured
events, but requires prior knowledge on events, participating athletes and defined
event-related hashtags. [8] applied an online clustering approach, grouping tweets
with similar content together. After manually labeling clusters as event-related
and not event-related, they trained a Naive Bayes text classifier for identifying
event-related tweets. This approach, however, requires calculating pairwise sim-
ilarities before actually identifying tweets as related to events. Popescu et al. [7]
used named entity recognition and decision trees, calculating the quantity of
found named entities in time.

Other works identify event content using other information sources besides
Twitter. Benson et al. [4] align tweets with particular events mentioned in a
city guide, employing a distant-supervision approach for training their event
classification model. Social blogging content as a source of information for user
opinions on events was investigated by [6], which created software that retrieves
tweets related to events published on the Upcoming web site.
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Due to the inherent lack of structure in micro-posts, Twitter is a challeng-
ing media platform to work particularly when it comes to identifying relevant
tweets [5]. Sankaranarayanan et al. [2] stated that the noise of Twitter messages
leads to large volumes of unrelated tweets, introducing an increased complexity
of events identification. None of the aforementioned works, however, investigate
in-depth the problem of identifying tweets related to social events based solely
on the tweets’ content. We close this gap by focusing on social event detection,
applying a semi-automated learning classification technique similar to [8]. In
contrast, our semi-automated classification approach is based on tweets content
and does not require additional data sources, clustering or named entity recog-
nition steps. Our approach can be used for filtering event-related content on
microblogs.

3 Social Events on Twitter

Twitter microblog posts may include any free-text, special tags or links to other
Web resources and are limited to 140 characters. This is why tweets’ content
often include abbreviations, shortened words or phrases, as well as shortened
Uniform Resource Locators (URLs). Forwarding services such as bit.ly or oil.ly
are used to decode the shortened links. Given these limitations, Twitter users
try to convey their ideas in a very concise form and make use of special labels,
so-called hashtags, for tagging the topics of their tweets. For referring to other
Twitter users or replying to them, the “@”-symbol is used.

Twitter user profiles are usually linked with profiles of other users, called
followers and friends. Twitter can be used for communicating with networking
partners, organizations, music bands and even famous people. Twitter assists in
marketing and promotion and is therefore widely used by advertising agencies
and social media broadcasters to inform on social happenings such as touring
artists or upcoming concerts.

In previous works such as [3], events are typically defined using the time and
location dimensions. Since social occasions such as music concerts involve mu-
sicians and music bands, social events can also be defined by the personalities
and/or organizations involved. Therefore, we choose to describe a social event
such as a music festival by three main dimensions: “agents involved”, “time”
and “location”. When a particular tweet does not mention all three dimensions,
missing dimensions have to be inferred from its content. For instance, we have
observed that time references were included in less than 30% of 333 tweets ran-
domly selected from our initial dataset. Only 10% of the 333 tweets mentioned
all the three event dimensions, of which 9% were event-related tweets and 1%
of tweets were not related to events. This implies that the majority of event-
related tweets contain references to these three dimensions, while most of the
tweets referring only to one dimension are likely not to be related to social events.
Overall, the largest discrepancy was detected for the combinations of event di-
mensions “Location+Artist+Time” and “Location+Time”, which were identified
9 and 6 more times respectively for event related tweets compared to non-event
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related tweets. This means that time and location dimensions are paramount
for finding event-related tweets, whilst adding the artist dimension increases the
identification of event-related tweets.

4 Classification Approach

For the implementation, we adapt the standard Naive Bayes classification [10]
approach and employ n-gram features. Kanaris et al. [11] argue that character
sequence n-gram classification models are relatively resilient towards spelling
errors, do not require stemming procedures and can help in decreasing a feature
set when compared with word level n-grams. The reason for this is, that there
are more n-gram word combinations compared to the number of character n-
gram combinations defined by the number of characters used in a particular
vocabulary. The lexical benefits of the character n-grams was a motivation for
us to create the character n-gram classifier for working with Twitter data. Based
on our goal of determining if a particular tweet is related to an event or not, we
formulate the following binary classification problem:

Tweet Classification Problem: Given a tweet t ∈ T , the classification al-
gorithm is used to label the tweet as event related or non-event related by ap-
proximating the function F : T −→ C mapping tweets to their respective classes
C = {Events, Other}

Based on the Bayes theorem [10], we can calculate the probability P (C|t) of
a tweet t belonging to the class C using:

P (C|t) = P (t|C) ∗ P (C)/P (t) , (1)

with P (t|C) the conditional probability of observing tweet t in class C, P (C)
the unconditional probability of observing class C, and P (t) the probability
of observing tweet t. Next, each tweet we break into a set of n-grams, called
g1, . . . , gm. For calculating the likelihood that an n-gram appears in the class
C, we calculate the product of probabilities of all n-grams based on the Naive
Bayes assumption that n-grams appear independently from each other:

P (t|C) � P (g1|C) ∗ P (g2|C) ∗ . . . ∗ P (gm|C) . (2)

For calculating the probability of a particular n-gram g belonging to the class
C, we divide the number of times n-gram g appears in the class C by the total
number of n-grams in the class C. The likelihood of class C is computed by
dividing the total number of n-grams of the class C by the total number of
n-grams in both categories, Events and Other. Finally, we identify the largest
P (C|t), which will be the classification class (Events or Other) assigned to the
tweet t, while ignoring P (t), which is the same for both classes.

For training our classification models we consider manual and semi-automatic
labeling. In both cases, we apply several heuristic rules rather than selecting
training instances randomly. The reasoning behind this choice is that in our
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dataset, the ratio between “event" and “not event" tweets from the tweets sample
of 333 tweets mentioned above was 0.25. Our aim was to increase the number of
training instances while ensuring a satisfactory classification performance. For
manual labeling, we follow shortened URLs as generated by shortening services
such as bit.ly or oil.ly and considered only tweets including the sub-strings:
“/event/”, “/artists/” or “/venue/”. Interestingly, only roughly two out of three
tweets having such URLs are event-related.

For semi-automated labeling, we include the tweets of the selected event
broadcasters into our training dataset of positive instances (Events class), when
they include the mention of time concepts, references to other users, and words
starting with capital letters. For identifying time dimensions, we consider date
and time mentions, or words and phrases such as “today”, “this evening” or “this
summer”. In order to relate tweet content elements to the “involved agents” di-
mension, we consider not only accurately spelled artist names, but also their
twitter names. This way we avoid a named entity recognition step for detect-
ing artist and location names. Tweets that do not satisfy heuristic rules of the
positive class are assigned to the negative training set (Other class).

Hovold [12] demonstrated that the removal of stopwords improves classifica-
tion accuracy in the context of spam detection and that punctuation marks can
have a negative effect on classification. We experiment with removing stopwords,
punctuation marks, shortened URLs, hashtags and user mentions for selecting
our text-preprocessing strategy applied to Twitter content.

5 Evaluation

In this section we evaluate our Twitter content classification approach. We iden-
tify which of the proposed text preprocessing strategies and n-gram sizes are best
suited for manual evaluation. The selected n-gram size and text preprocessing
strategy are further applied to compare supervised and semi-automated learning
approaches.

For running our classification experiments, we created six datasets1. The
datasets have quite different proportions of “event-related” and “not event-related”
tweets (which we denote as Re ratio), due to their different origin. Datasets
TESTMIT (total number of instances N=334, Re=1) and TRAINMIT (N=2400,
Re=1) were created by selecting tweets which content overlaps with strings from
the New York city guide and provided by [4]. The rest of datasets were published
by event broadcasters having more than 1000 of followers and being included in
at least ten public lists. For each of the selected 30 broadcasters we followed
their 1000 random followers, which posted at least 200 tweets each. Datasets
TRAINauto1 (N=13615, Re=0.36) and TRAINauto2 (N=267938, Re=0.12) were
automatically labeled as described in the previous section. Datasets TRAINTUD

(N=2400, Re=1) and TESTTUD (N=333, Re=0.33) were labeled manually.
First, based on the manually labeled datasets, TESTTUD and TRAINTUD, we

have found that removal of URLs, hashtags, user mentions and punctuation marks
1 See: http://www.wis.ewi.tudelft.nl/people/elena/elenaprojects/events/

http://www.wis.ewi.tudelft.nl/people/elena/elenaprojects/events/
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has a positive influence on classification performance, increasing F1-measure in
17% and accuracy from 81% to 84%. Removal of stopwords had a negative impact
on all performance metrics. Second, after removing hashtags, URLs, user mentions
and punctuation marks from tweets, we identify the best performing n-gram size
of 4, resulting in a precision of 96% of events detection for the manually labeled
dataset. Therefore, in the next experiments we employed 4-grams, we left stop-
words and removed other syntactic elements mentioned above.

Table 1 summarizes the tests we performed with cross-validation of testing and
training datasets. The first two tests were performed on manually labeled train-
ing sets and achieved an above baseline accuracy of 50%. However, in the second
test using the TESTMIT and the TRAINTUD datasets, we achieved a lower per-
formance for all metrics. Test 4 using TESTTUD testing set and TRAINMIT

training set did not achieve an accuracy of baseline accuracy value. We explain
this by the different features used for creating the classification models. Both
training sets have different historic data, while our tweets selection strategy dif-
fers considerably.

Table 1. Performance on Different Testing Datasets (percentages), where Abaseline

and Aachieved are respective accuracies

Test Testing Training Abaseline Aachieved Precision Recall F1

1 TESTMIT TRAINMIT 50 71 66 83 74
2 TESTMIT TRAINTUD 50 58 88 18 30
3 TESTTUD TRAINTUD 75 83 96 32 48
4 TESTTUD TRAINMIT 75 43 25 67 36
5 TESTTUD TRAINauto1 75 79 63 41 50
6 TESTMIT TRAINauto2 50 60 52 20 29

Figure 1 (a) shows that accuracy of classification using the semi-automatic
training improves with a growing number of training instances. After reaching
about 5000 training instances, the classification accuracy is above the baseline
classification2 accuracy of 75% when tested on the TESTTUD dataset. The F1-
measure stays above the F1-measure of the manually-trained classifier. In test 5,
we employ TESTTUD and achieve comparable results with the test 3 performed
on manually labeled dataset. We observe a drop in precision from 96% to 63%,
while, for recall and F1-measure, we have a slight improvement for the semi-
automatic training approach.

In test 6 performed on the TESTMIT dataset, we increase the number of
training instances up to 267938. As shown in the Figure 1 (b), we achieve an
accuracy of 60%, which is comparable with the accuracy achieved when using
the manual labeling approach in test 2. We achieve very similar performance
values for tests 2 and 6; however, in test 6 we observe decreased precision.
2 In our case the baseline classifier is a default classifier predicting a majority class of

non-events.



Social Event Detection on Twitter 175

(a) Test 5 (b) Test 6

Fig. 1. Semi-automatic Classification Performance

6 Conclusion and Future Work

In the foregoing, we propose a semi-automatic approach for detecting event-
related tweets. This will allow to exploit large volumes of micro-blogging content
for providing information on social events. The aim is eventually to use for in-
stance Twitter content in web applications listing concerts, taking into account
factors like a specific time or date, location or performers. For this, we use a clas-
sification approach based on Naive Bayes and n-gram features extracted from
Twitter content of event broadcasters and their followers. The training and test-
ing datasets are built up on a classifier of manually labeled tweets, with which we
achieve high precision and accuracy. Training the classifier in a semi-automatic
way using content of pre-selected broadcasters would allow to reduce manual
labeling efforts. With a growing number of training instances, the prediction
accuracy of the classifier using the proposed semi-automatic training approach
is comparable to the classifier created on a manually labeled training set. Fu-
ture work will include using the classifier with different and larger scale datasets
derived from Twitter content, developing a classifier that could outperform one
requiring manual labeling.
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