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ABSTRACT

Asynchronous messaging is leading human-machine interaction
due to the boom of mobile devices and social networks. The recent
release of dedicated APIs from messaging platforms boosted the
development of computer programs able to conduct conversations,
(i.e., chatbots), which have been adopted in several domain-specific
contexts. This paper proposes SMAG: a chatbot framework sup-
porting a smoking cessation program (JDF) deployed on a social
network. In particular, it details the single-agent implementation,
the campaign results, a multi-agent design for SMAG enabling
the modelization of personalized behavior and user profiling, and
highlighting of coupling chatbot technology with and multi-agent
systems.
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1 INTRODUCTION

In the past decades, a fast-paced technological evolution has deeply
changed human habits which are increasingly tied to intelligent
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systems (IS) (e.g., virtual assistants with multi-modal interactions).
Human-machine interaction (HMI) is crucial for such a systems [25],
which enabling vocal, video, and gesture-based interactions are dis-
rupting the technological market exacerbating the competition
(e.g., Siri/Apple, Cortana/Microsoft, Alexa/Amazon, and Google-
Now/Google). Besides these eye-catching systems, more discrete
and asynchronous chat-like communications are still often pre-
ferred. Chatbots (CBTs) are programs able to conduct conversations
currently booming [4, 36]. Perceivable as conversational agents,
CBTs can be engaged in a wide range of domains. High availability
& response immediateness, ubiquity, impersonal & confidential na-
ture of communications, and social acceptance make CBTs outstand
in motivational (e.g., social network campaigns [7]) and support
(e.g., customer management [40]) applications (recently approach-
ing eHealth [9] and assisted-living scenarios [17]). Personalized
support and social aspects are crucial for health programs fostering
behavioral change (e.g., smoking cessation) [9, 20, 38]. Technical
performance (e.g., response and page-load time) has to be coupled
with non-technical indicators and metrics (e.g., user’s context, exper-
tise, mood, personality traits, and expectations). Hence, the metrics
have to be both Quality of Service (QoS) and Quality of Experience
(QoE) [28, 29]. Recently, IS has enhanced personalization (while em-
ulating human-like interactions). In particular, Multi-Agent Systems
(MAS) gained a crucial role in this evolution [10, 11, 30]. Therefore,
we envision MAS addressing behavior and coordination tasks in
CBTs systems.

Contributions. This paper studies the implications of coupling
MAS and CBT in the context of health-support programs. It presents
SMAG (i) a framework based on a single-agent chatbot supporting
a smoking cessation program deployed on Facebook and (ii) its
evolution: a multi-agent design. The rest of the paper is organized
as follows: Section 2 explores the state of the art, Section 3 outlines
the case study, Section 4 introduce SMAG. Section 5 describes the
implementation of SMAG and Section 6 explains the results of the
program. Finally, Section 7 concludes the paper.

2 STATE OF THE ART

2.1 HMI & Chatbots

Nowadays platforms such as Telegram and Facebook started to re-
lease APIs to develop CBT, finding niche-application domains such
as e-commerce and customer care support. Recently, several CBT
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cloud services and frameworks emerged, fostering further develop-
ments in the area. For example, Amazon Lex [2] provides a service
for CBT development, including natural language understanding,
and automatic speech recognition. Powered by Google’s machine
learning techniques, Dialogflow [15] provides a framework aim-
ing at understanding human conversation. Finally, Microsoft Bot
Framework [1] is a tool-set supporting CBT development, including
APIs for text and speech analysis. Most of these services rely on
cloud management of user interaction data, often colliding with
confidentiality and privacy restrictions enforced by ethical commit-
tees (especially for health-related programs [24]). Moreover, these
frameworks are mostly dedicated to natural language and speech
processing, with little support for conversation flow management,
coordination, and user profiling.

2.2 MAS & Chatbots

To address these limitations, CBT have explored different approaches,
including the adoption of MAS as underlying technology to sup-
port modeling human-like behaviors and dynamics. In [6], the
combination of CBT and MAS is embodied as a stimulus-reply
state automaton and a goal-driven probabilistic agent (defined as
a Partially Observable Markov Decision Process). The CBT can
react to the stimuli received from the user in either a predefined
manner or through a conversation planning process. An agent can
manage a set of actions linkable to two main goals over the whole
conversation: (i) an immediate goal - achievable within a single
step in the dialogue, (ii) a global goal - achievable by the end of the
conversation. By doing so, elements of pragmatics have been added
in the description of dialogues [22]. Thus, the CBT behavior can
adhere to its mood, undertaking different interaction modes. More-
over, the agent-based CBT can store and elaborate on the stimuli
received from the environment coupling them with the state of the
user-system conversation.

Several initiatives, reporting mixed results, concerned the utiliza-
tion of social networks for supporting health and well-being pro-
grams, including smoking cessation. For example, Tweet2Quit [33]
showed promising potential for the development of online sup-
port systems. However, these results do not show yet conclusive
evidence on the effect of social interactions or information mes-
sages. Other approaches have included WhatsApp and Facebook
as social platforms, for instance targeting smoking relapse pre-
vention [13], or smoking cessation in young adults [34]. Another
study [14] analyzed social interactions among participants of such
social networks for smoking cessation, identifying the importance
of moderators, the different roles taken by users, and the limitations
of non-personalized support.

2.3 Quality of Experience (QoE)

Quality of Experience emerged in the 2000’s to bridge the gap
between technical quality metrics (such as QoS) and the user sub-
jective evaluation of the service quality [28]. QoE is typically useful
for applications in which technical parameters are not enough to
ensure end-user satisfaction.

Since it takes personal and technical factors into account, QoE,
offers a comprehensive measure allowing to assess the end-user
satisfaction. By definition, agents are self-interested and bound to

an individualistic view of the environment. For these reasons, as
has been discussed by recent works on user modeling, intelligent
agents have the potential to model user satisfaction, expectations,
and seek to maximize the user QoE [31]. In these works, each user is
represented by a personal agent that takes into account her current
context and preferences and acts on her behalf [32].

Summarizing, bots are seen as potential tools to (i) disseminate
information, (ii) profile users to provide personalized information,
and (iii) motivate behavioral change. Merging CBT and MAS is
still in an early stage. Although promising, the integration of the
capabilities of conversational agents within the MAS dynamics has
yet to be exploited.

3 SMOKING CESSATION: A CASE STUDY

Smoking cigarettes provokes three main types of addictions: chem-
ical, routinary, and social [26]. Over the years, different measures
such as media campaigns, increasing the prices of tobacco prod-
ucts, and smoke-free policies, have been implemented to support
smoking cessation [19]. However, the hardest addictions to fight
are related to routine and social behaviors. Hence, a personalized
support system can achieve comparable benefits to those provided
by an individual clinic-based intervention, but with lower costs.
The main features a smoking cessation system must have are: (i)
proactive interaction with the smokers, (ii) possible participants
integration/grouping, (iii) support any individual in any stage of
their challenge, (iv), guaranteeing easy access to the support appli-
cation (e.g., over the internet), and (v) provide tailored interventions
considering possible behavioral variations.

3.1 The JDF Program

The first edition of the smoking cessation program named ńJ’arrête
de fumerż (JDF) was launched in 2015 in the canton of Valais and
quickly expanded to all the French-speaking Swiss cantons. The
program wanted to group Facebook communities of individuals
willing to quit smoking on the same day. It allowed participants to
share their approaches and techniques, and to support each other.
After six months, out of 7000 participants, 13.5% definitely stopped
smoking [18]. The main difficulty emerged from this first campaign
was answering timely the huge number of messages received (e.g.,
more than 13K the first week). Timing is crucial to support the
participant in fighting the łhigh-intensityž craving phases that last
only for a few minutes.

A CBT-based approach was the envisioned solution. Indeed,
CBTs are prompt-to-answer and scalable (i.e., able to handle thou-
sands of messages simultaneously). The CBT-based JDF automated:
profiling the participants, guiding them during the program, and
providing immediate support to overcome the craving phases.

3.2 CBT design for JDF

Figure 1 shows the duration and sequence of the JDF-phases in
which the assisting CBT has to operate: P1 - pre-cessation: track-
ing the smoking habits (cigarettes/time), duration; P2 - ongoing-
cessation: timely assisting participants during the craving periods.
Tracking the cigarettes in P1 allows profiling the participants’ con-
sumption habits and identifying/clustering the distribution of the
cigarettes (e.g., the morning or aperitif time). During the second
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phase, the CBT assists the participants during the craving periods
by operating accordingly to what has been defined in the previous
phases.

P1 :

P2:

0 1 2 3 4 1 6week:

Figure 1: Smoking cessation program: 2-phase timeline.

P1: The interaction begins with the bot asking demographic
questions and assessing the type of smoking dependence. Then, the
cigarette-tracking period starts (requiring the participants to com-
municate the bot whenever they are smoking). For every cigarette
notified, the bot asks a few questions to enrich its classification
(e.g., location śat home/office, social scenarioś alone/accompanied,
ongoing activity, and mood). Although several variables can impact
patients habits, two weeks of monitoring are sufficient to sketch pa-
tient smoking patterns. Based on the smoking profile, participants
can define distracting actions that they might be willing to follow
during given cravings.

P2: Elaborating on the knowledge base built in P1, the CBT can
provide any-time support by associating the request of support to
corresponding actions. Considering the duration of P2 (16 weeks),
the suggested activities might become repetitive, thus losing effec-
tiveness. Therefore, by reasoning on patient-similarity and clusters
of cigarettes, new plans can be generated and suggested.

4 AGENT-BASED CBT FRAMEWORK

This section introduces SMAG, its design principles, and discusses
both the architecture of the single (version employed in the JDF
program) and multi-agent version of SMAG.

4.1 Design principles

SMAG is designed according to the following principles:

DP1 User-centric data acquisition: the CBT profiles the user
(enabling personalized recommendations, motivation mes-
sages, etc.).

DP2 User-state tracking: A state-machine-based CBT design
enable each user to progress independently, tracking the
user behavior (i.e., sequence of states).

DP3 Dynamic workflow: the engine allows to define arbitrarily
complex interactions (adaptable to various use-cases ś e.g.,
health questionnaires).

DP4 Programmability: to allow integrations (e.g., with NLP
and ML), the engine allows developers to programmatically
define its behavior/integration with other software tools.

4.2 SMAG: Single-agent approach

Figure 2 schematize the single-agent SMAG. The CBT agent is mod-
eled as a state-machine-powered component (Figure 2c). It interacts
with users (Figure 2a) via the Facebook messenger platform (Fig-
ure 2b). Mapping the design principles on the agent components
(Figure 3), we have: DP1 and DP4 serving the communicative ca-
pabilities, and DP2 and DP3 affecting the agent mind (autonomy,
knowledge, and conversational behaviors).

Facebook Messenger Platform

1N
(a)

(b)

Database
Chatbot

Behaviour

KnowledgeConvers.
Model

(c)

Figure 2: Architecture design: single-agent SMAG.

DP1
DP4

DP
4

DP2
DP3
DP5

Figure 3: Single-
agent schematization.

SMAG manages four main aspects:
(i) directly acquired knowledge through
question-answer interactions (e.g., mon-
itoring survey, & demographics), or in-
directly through analysis of past interac-
tions; (ii) a conversational model, which
drives the types of actions dictated by
the CBT logic; (iii) single-agent behavior
& interactions. (iv) data collection and
logging (e.g., activities, answers, track-
ing and storage of analytics and user behavioral change ś persis-
tence).

In terms of knowledge acquisition, the preparation phase is essen-
tial for the CBT to understand the cigarettes consumption pattern,
context, and habits. Thus, the CBT would firstly ask the cigarette
context (e.g., professional, personal alone, or driving), desire in-
tensity, and mood. In turn, the bot can send each participant an
overview of the smoking behavior, (Figure 4), including statistics,
and the top 3 distracting alternatives to smoking (e.g., drinking
water or chewing). This information is useful for the bot (profiling),
and the participant (raising awareness and motivation).

The single-agent bot instantiates multiple state machines (one
per user) managing the transitions’ logic (e.g., after the name, ask
the age). Users can repeat states depending on the type of situa-
tion (e.g., multiple cigarette-reporting states), or skip given states
if necessary (e.g., avoiding context-irrelevant questions). The ad-
vantage of the state-machine model is its extensibility and sim-
plicity (scalable implementation). CBT behavior depends on the
conversational model. The behaviors implemented for JDF can be
summarized as: (i) data acquisition interactions: i.e. demographic
questions, dependency/habits questions, cigarette tracking, smok-
ing context, midterm surveys; (ii) feedback interactions: i.e. sharing
with the user his smoking habits statistics; (iii) motivation inter-
actions, including motivational images, famous quotes, encourage-
ment messages; and (iv) information interactions, i.e. impact on
health, diseases related to smoking, etc.

The data layer in SMAG contains both (i) data representation of
the possible states and conversations engaged by the agent (multi-
plexed according to how many users are participating), and (ii) the
log of every single interaction. Thus, serving both business logic
storage and tracking/auditing purposes.

4.2.1 Single-Agent SMAG: discussion. The single-agent approach
brings several advantages: a shorter (almost zero) response time
w.r.t. the manual approach adopted in traditional cessation cam-
paigns; improved knowledge representation and understanding of
the user context, and finally portability and lightweight execution.
However, due to its simplicity, the single-agent approach implicates
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Figure 4: Smoking profile elaborated by the CBT.

several disadvantages. Delegating the management of all the par-
ticipants to a single agent implies the sequential execution of the
support behaviors or a virtual parallelization (Figure 5a) exploiting
the multi-processing capability of the developed system. Despite
the possibility of applying a multi-processing approach, there is no
simple way to make processes interacting together, thus hampering
information sharing between similar profiles. Hence, the need for
distributed interactions among user-facing software entities is one
of the main motivations for a multi-agent-based architecture. More-
over, in case new dynamics or more complex personalization would
arise, to tailor ad-participant behaviors might be necessary, thus
compromising the scalability. Finally, there is a lack of mechanisms
to manage 3rd-party data analysis and aggregation (e.g., advanced
NLP analytics or machine learning), which can provide additional
value to the bot interactions. Summarizing, to overcome the limita-
tions and enhance the benefits of this approach, the upgrade from
a single to a multi-agent CBT platform is necessary.

P1 P2 FB AA P1 P2 FB A1 A2GA

Web
Single-Agent

Platform Web Multi-Agent Platform

(a) (b)

Figure 5: Single-Agent vs. Multi-Agent platform workflow.

4.3 SMAG: a Multi-Agent Design

In the Multi-Agent SMAG, modules and structures are common
to all the agents. Nevertheless, behaviors and knowledge modules
can assume different identities after the bot start-up. This guaran-
tees a better and smoother adaptation to the needs of the related
participant (see Figure 5b). It is worth to notice, that w.r.t the Single-
Agent, in the Multi-Agent approach (Figure 6) a frontier agent
named łgateway-agentž has been introduced to dispatch incoming
chat messages to the agent related to a given user (Figure 6). While
rules/steps are fixed, personalizing the interaction can be encoded

in the behaviors module, and updated and tracked in the knowledge
module. Moreover, thanks to the modularity of the Multi-Agent
approach, this latter module can store the historical data based on
the information collected from the participant and similar profiles.
By doing so, similar agents can interact with each other at any time,
supporting the understanding of the related participant and improv-
ing the assistance provided. Moving to the MAS approach allows

Figure 6: Multi-Agent architecture of the SMAG platform

personalization and improves users integration. Hence, to increase
the chances of success of the smoking cessation, SMAG should
have an estimate of each user satisfaction. To have a quantified
estimate of end-user subjective satisfaction, the user agent can rely
on Quality of Experience (QoE) [8, 28]. As mentioned above, QoE is
influenced by several user-related (e.g., previous user experience),
context-related, and technical (e.g., response time) influence fac-
tors [35]. Such an influence makes QoE subjective and varies from
one user to another. In an application like JFD, user satisfaction is a
key factor ensuring the user willingness to complete the treatment.

A personal agent representing the user, his/her preferences, and
personality traits allows delivering a user-tailored personalized
experience. However, in order to ensure a high QoE, the user agent
should build an adequate model of user preferences, personality,
and expertise related to his/her context. Thus, the agent is facil-
itated in estimating when is the best time to initiate feedback or
motivation interactions. For instance, the user agent could maintain
an estimate of the user-bother cost [37] and rely on this indicator
to determine, given the context and the level of user attention,
whether sharing habit and statistics with other users is recom-
mended. The multi-agent architecture shown in Figure 6 allows
such personalization given the direct binding user-personalized
agent. Moreover, this agent can adapt its behavior to adhere the
user evolution. Since the participants of a given campaign start the
cessation on the same day, the multi-agent SMAG platform can
run several trials simultaneously, ensuring information atomicity
and isolation. Moreover, exploiting the dynamics encoded in the
behavior module, new-released agents can learn from agents in a
more advanced stage.

4.3.1 Multi-Agent SMAG discussion. Moving from single- to multi-
agent SMAG can: (i) enable to reuse the agent knowledge in further
campaign/studies, (ii) migrating capability, (iii) enhance the CBT
knowledge about the smoking cessation and the participants’ paths,
and (iii) facilitate a more efficient tailored support.

Unfortunately, some limitations have still to be acknowledged:
(i) missing a standardized agent communication, (ii) to offer high
QoE, an agent should construct an adaptive model of user behav-
ior, and (iii) despite the aforementioned improvements, the design
and development of the multi-agent SMAG are more complicated,
demanding to change the underlying technological architecture.
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5 IMPLEMENTATION

This section presents the internal architecture of the single-agent
CBT engine, highlighting the technological stack used to develop
and run the bot, and the core elements of the engine. The imple-
mentation of SMAG (Figure 7), has been developed in Python. It
consists of a web server, written with the Flask framework served
through Nginx, and using uWSGI as interpreter between Nginx

requests and the Python code. uWSGI is also the layer allowing the
parallel processing of requests, by spawning several processes run-
ning each one a different Python interpreter, and balancing requests
over these processes. The whole system is deployed in production
with the Docker [16] container system, and the data are stored in a
PostgreSQL database.

Figure 7: SMAG single-agent deployment.

Messagging. The messages exchanged within the bot engine,
and the underlying platform (Facebook FMP) are JSON objects dis-
patched through GET/POST HTTP requests. These JSON messages
forwarded by the FMP, sent over HTTP requests, follow a structure
that is also kept inside SMAG, not following multi-agent standard
protocols yet.

Figure 8: (L): dependence test; (R): cigarette tracking.

Technology stack. The CBT engine core has been developed using
a Python virtual environment (enabling to replicate the setup and
facilitating to populate the virtual environment). Moreover, the
Python-based engine can facilitate (i) the future integration with
NLP or ML processes; and (ii) the integration with web applications
(e.g., Django and Flask) which may allow offering a web interface
for audit and management.

The developed CBT could be integrated into several messaging
and social networks. In particular, the current version runs on
Facebook ś platform used by the JDF program ś (Figure 8). Facebook
does not force the use of any particular programming language or
framework (all interactions are through raw HTTP requests). The
developed CBT uses fbmq [3] which deals with the needed HTTP
requests behind a clean Python API.

The Flask framework has been used for setting up the REST
endpoints (or URLs) that our project is listening to, for receiving
events from the Facebook servers.

Engine core. Interactions with CBTs can be arbitrarily complex.
For instance, questions may be skipped depending on previous
answers to avoid repetitions (some questions may be asked in a
random order, so to avoid structural biases). In this context, a purely
declarative model, such as using JSON or XML files to represent a
CBT discussion model, is not powerful enough.

While using Python makes it easy to build complex models, it
also leaves room to undesired, and potentially wrong behaviors.
To compromise between the ease of use and behavior complexity,
our engine allows defining the interactions with the CBT as State
Machines. With this architecture, developers only need to focus on
the definition of states that represent different interactions with
the users, while the engine itself ensures the rest of the machinery
(i.e. performing and storing transitions between states, handling
user events, and managing data storage)

The State Machine status is kept synchronized with the User

table in the database. A Python class represents a state, and the
fully qualified name of the python class is kept stored in this table.
When a new event is triggered, the engine takes care of loading
the current state from the class name in the database, and then it
forwards the user’s event to this corresponding state. This state is
then responsible for returning what should be the next state for
a given user. Then, the engine stores this information back in the
database. This way of abstracting the workflow as state transitions
allows to model complex interactions.

6 CAMPAIGN RESULTS

The first CBT-based campaign JDF showed promising results, both
in terms of usage of the platform, and the successful cessations.
Out of 270 participants in the program (73% women), more than
200 actively used the CBT on the preparation phase, especially
for tracking cigarette consumption. This task, allowed to compose
smoking profiles, contributed to increasing the awareness on the
consumption patterns, the necessity, circumstances, and possible
substitution/avoidance strategies. Having a clear picture of addic-
tion and behavioral patterns (cigarette consumption) increased the
participants’ motivation. In this edition of the JDF program, 78 of
the 270 participants (28.9%) succeeded in the smoking cessation
goal, three months after the last cigarette. The cessations obtained
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with the CBT-based campaign is 10% higher than the previous edi-
tion of JDF (no SMAG CBT). While there is still substantial room
for improvement (e.g., during the cessation phase) the CBT has
already shown to be crucial for the success of the program.

Figure 9: Aggregated cigarettes by time of day and mood.

We plan to improve the SMAG interactions by further exploit-
ing the data collected in the preparation phase within mult-agent
dynamics (enabling personalized motivation ś e.g., time, context,
and mood dependent (Figure 9).

7 CONCLUSIONS

This paper presented an agent-based CBT framework supporting
smoking cessation over the Facebook social network. In particular,
the implementation of a single-agent framework, and design of
multi-agent approaches have been detailed, highlighting effective-
ness and simplicity in the first case and the completeness, enhanced
performance, and extended capabilities in the second. A real-life
smoking cessation campaign was carried out with the single-agent
CBT, showing promising results, and the potential of using this tech-
nology. The employment of the multi-agent approach is expected
to provide additional improvements w.r.t. the current single-agent
framework. One key improvement is to make user agents socia-
ble [39], i.e. these user agents can communicate with others to share
useful experiences or strategies.

User behavior
simulated by agents

OutcomesUser behavior
Single-Agent 

Chatbot System

Multi-Agent 
Chatbot System

User behavior Outcomes

 First Study (a)

 Training MAS (b)

Second Study (c)

Figure 10: SMAG: behavior and simulation interactions.

The future works are illustrated in Figure 10. In particular, SMAG
will rely on (i) the anonymized outcomes and user behaviors of

smoking cessation programs (either successful or unsuccessful out-
comes ś Figure 10a), supplemented with (ii) the behaviors of simu-
lated users (Figure 10.b). By analyzing this data, SMAG will adapt
its decision to provide a better service for users still under treat-
ment. Moreover, we plan to develop mechanisms to implement and
distribute the SMAG among several servers, thus better distribut-
ing the load according to the geographical requests, and finally, to
implement mechanisms to handle the migration of an agent from
one server to another according to the possible change of location
of its related users. Another cardinal future research direction is to
endow SMAG with explanatory behavior, allowing it to explain its
actions and point out the motivation behind them [5, 12] (aligned
with the Research in the domain of eXplainable Artificial Intelli-
gence ś XAI) [21]. The need of explainability is more accentuated in
applications like SMAG where lay users would need to understand
the rationale behind the actions of their personal agents in order to
trust the system and use it in a continuous manner [23, 27].
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