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Abstract
Historically, many technologies have been associated with societal controversies, leading to public rejection 
of their use. It is therefore important to understand the psychological determinants of societal acceptance 
of emerging technologies. Socio-psychological determinants of public acceptance of 10 (controversial) 
technologies are reviewed. The results indicate that there has been an increased interest in and focus on 
public acceptance of technologies in academia. Risk, trust, perceived benefit, knowledge, individual differences 
and attitude were found to have been a focus of research in 60% of articles. The results of correspondence 
analysis suggest that some determinants have been used more extensively in association with some 
technologies compared to others. As the published research has predominantly been conducted in North 
America and Europe, research across different cultural contexts internationally is required if globally relevant 
conclusions are to be reached. Implications for future research are discussed.
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1. Introduction: Technology and society

Technological advances are continuing to be part of the trajectory of evolving civilization. The 
quest for knowledge and scientific enquiry has driven humanity to explore developments in sci-
ence and apply them to human requirements and needs. Technology has been defined as “a techno-
logical process, invention or method,” or “the application of knowledge for practical ends” or “the 
sum of ways in which social groups provide themselves with the material objects of their civiliza-
tion” (Random House Webster’s College Dictionary, 1997). An example of the last is the definition 
of technology provided by Mordini (2007) where technology is defined as a “social practice that 
embodies the capacity of societies to transform themselves by creating and manipulating not only 
physical objects, but also symbols and cultural forms.” Considerable debate exists over the 
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definition of technology and different approaches to technology (Markus and Robey, 1988; 
Orlikowski, 1992; Pfaffenberger, 1992; Woolgar, 1991). Social science studies of technology have 
included perspectives drawn from a large number of disciplines, including, for example, sociology, 
political science and economics (Klein and Kleinman, 2002; Otway and Winterfeldt, 1982; Pinch 
and Bijker, 1984; Williams and Edge, 1996). In the research presented here, the focus of the review 
is confined to social psychological approaches to understanding societal responses to technology.

Evident from the definition by Mordini (2007) is that sequentially evolving technologies are not 
isolated from the society in which they are embedded, but are integral to the social environment. 
Increased societal dependency on technologies necessitates the examination of “society–technol-
ogy” interactions. In this context, it is important to note that on one hand a new technology may 
bring about radical changes in society, while on the other hand the fate of that technology rests with 
the society in which it is being applied. A negative societal response may be caused by the fact that, 
while many technologies deliver benefits to society, they may also introduce new risks (Gunter and 
Harris, 1998). As a consequence, such developments are often shaped by public controversies and 
concerns (Horst, 2005).

Public rejection of technologies has frequently resulted in negative consequences for the com-
mercialization of technologies. In particular, unpredicted events and accidents affecting the public 
have acted as a signal which has resulted in fear and reluctance to adopt certain technologies, and 
resulted in consumer rejection of the products of these technologies. Perhaps as a consequence, 
much of the research focused on understanding societal acceptance of technologies has been 
directed towards risk perception. As a case in point, the Three Mile Island accident sparked contro-
versy and public negativity towards nuclear technology (Chapin and Chapin, 1994; Gilbert, 2007; 
Van Der Pligt, 1985). Another example is the market introduction of the first generation of geneti-
cally modified (GM) food crops, which led to polarized GM food debate internationally (Dale, 
2004; Hall, 2007). The intensive societal discussion that followed was detrimental for the adoption 
and commercialization of GM crops and food products at least in some regions of the world (Aerni, 
2005; Batrinou et al., 2005; Frewer, Scholderer and Bredahl, 2003; Klintman, 2002; Trait, 2001). 
Occurrence of such events and controversies over the use of technology, emphasize the importance 
of public acceptance in strategic development, application and commercialization of technologies.

Resistance to technologies and factors influencing public acceptance of technologies have gen-
erated wide interest in academia, particularly in the arena of social and behavioural research 
(Sjöberg, 2002). A lot of research has been conducted on risk and (more recently) benefit percep-
tions and public attitudes as these are believed to be the major factors influencing public accep-
tance (Alhakami and Slovic, 1994; Barnett, Cooper and Senior, 2007; Costa-Font, Rudisill and 
Mossialos, 2008; Gaskell et al., 2004; Knight and Warland, 2005; Poortinga and Pidgeon, 2006; 
Purvis-Roberts, Werner and Frank, 2007; Renn, 2006; Schulte, Hart and Van der Vorst, 2004; 
Sjöberg and Fromm, 2001; Slovic, 1996; Slovic, Flynn and Layman, 1991). Research in psychol-
ogy focused on how individuals define risks and understanding the key factors influencing such 
processes (Ricci et al., 2006), and although originally most emphasis was on cognitive processes 
(e.g. Kahneman and Tversky, 1979), psychometric study of attitudes towards technological risks 
and benefits has explored the emotional basis of risk judgements (Fischhoff et al., 1978).

More recently the emotional approach of risk perception has become more dominant with the 
proposition of a theoretical framework that describes the importance of “affect-heuristic” in guid-
ing risk perceptions and risk-related behaviour (Fischer and De Vries, 2008; Slovic et al., 2002, 
2007), and the “risk as feeling” perspective suggests that intuitions experienced at the moment of 
decision-making can play a vital role in the choice an individual eventually makes (Loewenstein  
et al., 2001). All of these studies imply that people’s attitudes towards technological risks and 
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benefits are influenced by risk dimensions that have little to do with the possible consequences of 
the technology. An individual can evaluate a risk cognitively and react to it emotionally. Pesticides, 
while considered to be the technology driving the “Green Revolution,” and contributing to interna-
tional improvement in food security, are primarily associated with consumer negativity linked to 
“negative affect,” or emotional responses, rather than systematic cognitive evaluation of the issues, 
although these are also a topic of societal discourse (Alhakami and Slovic, 1994). Thus showing 
that cognitive evaluation and emotional response do not necessarily align. Although these two 
reactions are interrelated, they have different determinants. Exploring these determinants in detail 
can facilitate our understanding of the socio-psychological process affecting public acceptance of 
technology (Pin and Gutteling, 2009).

The aim of this paper is to present an overview of the socio-psychological determinants of rel-
evance to understanding public acceptance of technologies by analyzing the literature in social 
psychology and risk perception.

The main research question of the study is to identify which socio-psychological determinants 
of public acceptance of technology have been studied in the social science literature in the field of 
social psychology and risk perception. To do so the following sub-questions were addressed.

1.	 What potential socio-psychological determinants which influence public acceptance of 
technologies have been researched?

2.	 Are some socio-psychological determinants more relevant to specific technologies?
3.	 How have the socio-psychological determinants addressed in research of public acceptance 

of technology developed and changed over time?
4.	 Are there regional differences in determinants of public acceptance of technologies which 

have been researched?

2. Methods

The database

A search was conducted using the Scopus (electronic) database in order to identify papers that 
included information about the determinants of public acceptance of technology. First, a scoping 
search was conducted to gain information about technologies that have been controversial or have 
raised discussion about their use. The second, main, search was conducted in order to identify 
papers focused on these technologies. The time scale for the search was between 1977 and 2008 
(one paper of 2009 appeared online as a prepublication) and the last search was done on 12 
November 2008. The search was limited to peer-reviewed articles and review papers and the sub-
ject area was confined to social science and psychology. Duplicate articles, opinion papers, and 
articles which did not include relevant data were excluded from the main analysis. A total of 2921 
research papers were selected for the main analysis which included papers that reanalyzed data 
using a new analytical approach (N = 108). However, these 108 papers were excluded in the 
regional analysis as country of data collection could not be identified for these papers, therefore 
leaving 184 papers to be included in the regional analysis. The title, authors, abstract, keywords 
and bibliographical data of the articles were stored in Endnote. Although Scopus covers over 
15,000 journals, a limitation of selecting publications from the Scopus database is that only articles 
cited in this database, and keywords assigned to the papers by their authors have been included in 
the review.
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Selection of technologies

The initial scoping exercise was done to quickly scan papers for selecting the technologies in the 
analysis. Search terms were developed to identify articles that focused on technology and societal 
controversy. Ten technologies were prominent (although not necessarily evenly distributed in 
occurrence with times). These were nuclear technology, information and communication technol-
ogy (ICT) (including computers and the internet), mobile phones, chemicals used in agriculture 
(pesticides and insecticides), genetic modification, genomics, cloning, hydrogen technology, radio 
frequency identification technology (RFID) and nanotechnology.

After the preliminary scanning, a literature search was conducted to collate papers addressing 
specific issues with regard to risk perception and its determinants for the selected technologies. 
The keywords used with each of the technologies were: technologies (as listed above) AND “scare 
OR fear” AND “controversy” AND “risk perception” AND “consumer acceptance OR consumer 
response OR consumer acceptability” AND “societal response OR societal acceptance OR societal 
concern OR social acceptability.” In total 292 papers (Table 1) were found to be relevant, i.e. inves-
tigating determinants of social acceptance of technology.

Coding

The year of publication, research question, methodology, and the results were extracted from 
research articles. The factors influencing public acceptance were recorded from the research arti-
cles. These factors were coded into 31 different determinants of technology acceptance using the-
matic analysis. These were: Impact (general, positive and negative); Expert versus lay knowledge; 
Affect (general, negative and positive); Impact health (positive and negative); Impact environment 
(positive and negative); Heuristics; Values (general and positive); Perceived risk; Perceived ben-
efit; Perceived cost; Risk management; Risk assessment; Attitudes (general, positive and negative); 
Ethics and values; Role of societal actors; Trust and culpability; Concern; Citizen knowledge; 
Individual differences; Communication; Costs; and Technology characteristics.

Countries where data were collected were also coded for all the articles. In total, 39 countries 
were identified (including research that compared data from consumers in different countries or 

Table 1. Distribution of articles and frequency of determinants over technologies.

Technology No. of articles  
(out of 292)

Frequency of  
determinants  
(out of 558)

Ratio (frequency of  
determinants/ 
no. of articles)

Genetic modification 104 210 2.02
Nuclear power   49   99 2.02
ICT   45   93 2.07
Pesticides   30   50 1.67
Nanotechnology   16   30 1.87
Cloning   11   21 1.91
Mobile phones   11   20 1.82
Hydrogen power     7   11 1.57
Genomics   13   14 1.08
RFID     6   10 1.67
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cultural contexts). These countries were then categorized into seven regions: North-West Europe 
(UK, Germany, The Netherlands, Switzerland, Belgium, Sweden, Ireland, Norway, Austria, 
Finland, France, Poland and Denmark); Southern Europe (Romania, Turkey, Italy, Portugal and 
Spain); North America (USA and Canada); Latin America (Trinidad, Mexico and Argentina); Asia 
(Singapore, Korea, Hong Kong, Vietnam, Nepal, Bangladesh, Philippines, India, China, 
Kazakhstan, Malaysia, Japan and Taiwan); Oceania (Australia and New Zealand); and Africa.

Data analysis

The content of the papers was analyzed on distribution of coded scores across year and region. In 
addition, correspondence analysis was used to investigate the relationship and trends across differ-
ent determinants and technologies, to depict the results in categories on a few dimensions 
(Gurabardhi, Gutteling and Kuttschreuter, 2004; Hoffman and Franke, 1986). To avoid determinants 
with very low frequencies distorting the analysis, the determinants that appeared only once were 
merged into super-ordinate categories (the role of societal actors positive and negative were merged 
into role of societal actors; risk management complete and incomplete were merged into risk man-
agement; and risk assessment complete and incomplete were merged into risk assessment).

3. Results

Determinants influencing public acceptance of technologies

Thirty-one potential determinants which emerged from the coding scheme were found to influence 
public acceptance of new technologies. More than one determinant was found to influence public 
acceptance in most of the articles. In terms of the technology that was the focus of the research, the 
most frequently investigated technology was Genetic Modification (N = 104). On average an arti-
cle includes between 1 and 2 determinants (Table 1).

Of the 31 determinants, 6 determinants accounted for about 60% of all determinants mentioned 
across the sample. Of these, perceived risk was found to be the most frequently investigated deter-
minant, and was reported 86 times. Trust was used 63 times; perceived benefit 51 times; knowledge 
50 times; individual differences 44 times; and attitudes 42 times. Other influential determinants 
were negative affect coded 27 times; technology characteristics and role of societal actors each 
coded 22 times. In the sample determinants like negative impact general, positive impact general 
and positive attitude were coded 12 times each and ethics and cost were coded 11 times. 
Communication, negative health impact, negative environment impact and values were found to be 
coded about 10 times. Less researched determinants were expert versus lay knowledge, heuristics, 
perceived cost, risk management, negative attitude, general affect, concern and positive affect 
(coded about 6 times each). Determinants that were coded the least number of times (1–2 times) 
were positive environment impact, risk assessment, general impact, positive health impact and 
positive value.

Correspondence analysis between technologies and determinants showed that certain determi-
nants were associated more with specific technologies (χ2 = 332.64, p = .006; Figure 1). To classify 
these groups, hierarchical cluster analysis was applied to determine which technologies and deter-
minants are associated more closely with each other. The four clusters identified in the cluster 
analysis comprised the technologies and the associated determinants. Clusters one and two came 
out as very clear clusters each including one technology, and one or more determinant. Cluster one 
showed the association of pesticides with the seven determinants positive impact (health and 
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environment), negative impact (health and environment), positive value, communication and cost. 
The second cluster suggested that concern is associated with mobile phones. In cluster three, 
genomics and cloning appeared together with two determinants: ethics and expert versus lay 
knowledge. While these two determinants were associated strongly with cloning, they were weakly 
associated with genomics. In contrast to the first three clusters where a clear picture emerges for 
one single or two related technologies, the fourth cluster consisted of 6 technologies and 17 associ-
ated determinants. In this cluster nuclear technology and RFID were closely associated with val-
ues, role of societal actors, impact general (positive and negative), risk management, perceived 
risk, attitude general, perceived cost and affect (general and negative). In the same cluster ICT, 
nanotechnology, hydrogen power and genetic modification exhibited close association with atti-
tude (positive and negative), technology characteristics, individual differences, trust, perceived 

Figure 1. Results of the correspondence analysis of categorized determinants and technologies.
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benefits and knowledge. While most of the determinants were found in the four clusters, some 
determinants were not found to have strong association with any of the technologies. These were: 
heuristics, impact general, risk assessment and positive affect. Heuristics and impact general were 
related to each other but they did not associate strongly with any of the technologies specifically.

Temporal trends in research on public acceptance of the technologies

An increase in the number of studies and determinants dealing with public acceptance of technolo-
gies occurred over time (Figure 2). A linear regression confirms an increase in publication over the 
years (F (1, 26) = 52.22, p < .01, R2 = .66). Earlier publications focused on nuclear technology (first 
paper in 1977) and pesticides (first paper in 1988). In 1994 publications on genetic modification 
started appearing and the topic continues to attract scholarly attention, making it the most exten-
sively researched upon technology. Research articles on hydrogen power, cloning, genomics and 
RFID were sporadic. Most recent in these technologies is nanotechnology, with papers being pub-
lished in 2006, 2007 and 2008.

Over time, the number of determinants that have been investigated has increased (Figure 3), 
implying that research directed towards understanding public acceptance of technologies is becom-
ing increasingly sophisticated. From Figure 3 we can see that the models used to predict public 
acceptance are getting more complex, with a wide coverage of determinants influencing technol-
ogy acceptance. “Classical” determinants, for example risk perception, benefit perception, trust, 

Figure 2. Trends over time (from 1977 to 2008) in number of publications (N = 292), technologies studied 
(N = 10), different determinants investigated (N = 31) and reference to determinants (N = 558) in the 
sample.
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knowledge, attitude, negative impact and individual differences continue to be included in research 
designs. In addition new determinants (such as heuristics, concern, risk assessment, positive impact 
and positive value) have been the topic of more recent research. In terms of risk and benefit percep-
tion, perceived risk was cited more often than perceived benefit, showing researcher prioritization 
of risk perception over and above benefit perception as an important determinant of consumer 
acceptance.

Regional trends in research on public acceptance

Regional trends in research on various determinants were examined for 184 research articles that 
included information that enabled the identification of country of collection (Table 2). Looking at 
the frequency of determinants investigated in different regions across the world, research originat-
ing in North-West Europe investigated the greatest number of determinants (44%). This was fol-
lowed by research originating in North America (30%). Fewer determinants were investigated in 
research studies originating in Asia and Southern Europe, the least were reported for research origi-
nating in Latin America and Oceania. This sharp decline in frequency of determinants is, in part, 
attributable to fewer publications addressing few technologies in these regions. Of the 184 research 
articles, 19 articles were comparative, as data were collected in different countries or regions. 
However, these articles were again dominated by data originating in North-West Europe and North 
America.

Figure 3. Coverage of determinants over the years (each grey box refers to multiple occurrences of 
determinants in each year).
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4. Discussion and conclusion

Public acceptance of technologies continues to be a focus of scholarly attention, as demonstrated 
by the steady rise in the number of publications and determinants investigated that are found to 
impact the acceptance. Regional trends show that most of the research has been carried out in 
North America and North-West Europe. While this may be in part, because the search was limited 
to the English language, it is nevertheless clear from this that most of this type of research is con-
centrated in the developed world. More research is needed in developing countries and with devel-
oping economies, to present a more comprehensive picture of societal response to new 
technologies.

Of the ten controversial technologies studied, research was most frequently focused on nuclear 
power, genetic modification and ICT compared to genomics, cloning, mobile phones and hydrogen 
power. The study of public acceptance of nanotechnology and RFID has only recently been initi-
ated, in line with the recency of technological advances, and it is therefore too early to judge 
whether research into these technologies will provide major contributions to the technology accep-
tance literature. The publication trend for different technologies can be partly related to the year of 
their introduction or commercialization. Discussion about the consequences of using nuclear tech-
nology has been a topic of public debate since World War 2. Application of synthetic pesticides in 
agriculture drew public criticism in 1962 with the publication of Silent Spring by Rachel Carson, 
inspiring widespread public concerns associated with pesticide use and environmental pollution 
(Kroll, 2001; Pollock, 2001). The consequences of using genetic modification escalated the already 
existing public debate on the use of new technologies in 1994 with commercialization of geneti-
cally modified food crops and products. Ever since its introduction, the technology has been 
exposed to media attention and societal debate about its merits or otherwise (Bauer, 2002, 2007). 
Research focused on the application of cloning technology started appearing around 1997 when the 
first cloned higher animal “Dolly” (a sheep) was developed (Bauer, 2002). An important point is 
that research into public acceptance of new technologies has tended to occur post-commercialization, 
when public concerns have begun to arise. In the case of nanotechnology, the discussion has been 
initiated at about the same time, in response to concerns from developers about public negativity 
to its application. This indicates a shift in focus on public acceptance of technologies, from post 
hoc studies to a more proactive effort to identify public opinions and values prior to commercial-
ization. The extent to which such information will be used to shape science strategy and the spe-
cific application of nanotechnology remains to be evaluated.

Table 2. Regional distribution of articles and determinants on public acceptance.

Region No. of technologies covered No. of determinants

North-West Europe 10 29
North America   9 27
Asia   5 16
Southern Europe   5 18
Latin America   1   8
Africa   2   8
Oceania   3   9
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Social science analysis focused on public acceptance of specific technologies is typically con-
ducted after the technology has been introduced and commercialized, and subsequently has been 
associated with societal disquiet or negativity. Thus, in the past, it would appear social science 
research funding has been allocated to those technologies that have become societally controver-
sial. In order to better understand the process of technology acceptance in society, research into 
non-controversial technologies might be applied to identify what factors drive societal acceptance 
(assuming that comparative analysis can be applied across technological areas that are inherently 
associated with different levels of impact or political controversy). It would also resolve whether 
the inherently “dramatic” qualities of some technologies also drive researcher interest, which in 
turn drives funding cycles and societal discourse about the technologies in question.

It is recognized that the socio-political context in which technologies are embedded also shapes 
public debate and acceptance of these same technologies. Further discussion of this is beyond the 
scope of the current research paper, as defined by the original research question. The question of 
why some technologies become societally controversial, whereas others do not, is worthy of fur-
ther research.

The sophistication of the socio-psychological factors used to assess attitudes has also increased 
with time, reflecting theoretical advances in this area. Perceived risk, perceived benefit, trust and 
culpability, knowledge, individual differences and attitude are traditionally the most often reported 
or cited determinants, and these remain dominant. Temporal analysis of the data indicates that the 
postulated models explaining public acceptance have increased in complexity, by adding, rather 
than replacing determinants. Determinants that were found to influence public acceptance of one 
technology contribute in shaping the acceptance for other technologies. The analysis has demon-
strated that the number of social psychological determinants investigated in the context of technol-
ogy acceptance has increased, perhaps reflecting theoretical advances in understanding public 
responses to technologies. Some determinants (for example, positive affect, risk assessment and 
heuristics) have been less frequently studied. A systematic critique of the relative predictive capac-
ity of these different determinants is not currently available. A first step in the development of such 
a systematic review would be the simultaneous analysis of all potential determinants in a single 
study, or (possibly) through application of formal meta-analysis if appropriate data are available. 
This is a topic worthy of future investigation.

The temporal analysis has also confirmed that research that has focused on the individual as a 
“non-rational” actor has increased. This research suggests considerable support for the socio-psy-
chological determinants of acceptance of technology underpinning lay opinion, as well as provid-
ing an explanation as to why these might differ from expert views. Further investigation into the 
disparity between lay and expert opinions of technology may systematically contrast the extent to 
which the different determinants predict technology acceptance in each group.

Certain determinants are seen to have more impact on public acceptance of specific technolo-
gies. Pesticides were mainly associated with health and the environment, cloning and genomics 
with ethics; while a large group of technologies was associated with most of the remaining deter-
minants. This association between certain types of technologies and determinants to some extent 
can help us to understand and predict the factors that will set the stage for discussion of new and 
emerging technologies.

In this paper a specific class of technologies has been investigated, that is, those technologies 
that have been enabling a myriad of applications with the potential to change society, as the impact 
of these applications ripples through society. These technologies can be called “transformative,” as 
they have the power to transform society by introducing completely new social phenomena. 
Previous transformative technologies (agricultural technology, printing, aircraft and vaccinations) 
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have had lasting effects on human values, power structures and ideas and acted as potential drivers 
of socio-economic, political and institutional change (Crow and Sarewitz, 2001; Dolata, 2009; 
Shneiderman, 1998). The emergence of the technologies reviewed in this paper not only fuelled the 
engines of economy and growth, but also raised critical issues of political and military influence 
(e.g. nuclear power), international competition (e.g. GMO), environmental crisis (e.g. pesticides), 
ethical debates in relation to the discussions on the ethical acceptability of human control over and 
manipulation of nature (cloning and genomics), social changes resulting from expectations of 
being connected 24 hours a day, seven days a week (mobile phones) and protection of privacy 
(RFID, ICT).

Nanotechnology has the potential to become a transformative technology. It is among the recent 
emerging technologies which have been the focus of attention on the part of stakeholders, opinion 
leaders and media discussion. On one hand it presents unmatched opportunities to develop new 
products and services, and may result in longevity, public health benefits, and more sustainable 
production, but on the other raises concern, fear and anxiety among the public (Romig et al., 2007; 
Schütz and Wiedemann, 2008; Siegrist et al., 2007). Understanding the socio-psychological factors 
would allow contextualization of its development and implementation, and potentially facilitate 
allocation of resources in areas of application relevant to the wider needs of society (Renn and 
Roco, 2006; Roco, 2003).

Future research needs to explore the interrelationships between determinants, particularly those 
which have emerged as being influential in recent years, such as the relationship between per-
ceived risk and benefit, but also identify the knowledge gaps and explore other psychological fac-
tors that have recently started appearing in the literature such as heuristics and affective responses.

Note

1.  Upon email request to the authors, a list of all 292 articles is available.

References

Aerni P (2005) Stakeholder attitudes towards the risks and benefits of genetically modified crops in South 
Africa. Environmental Science and Policy 8(5): 464–476.

Alhakami AS, and Slovic P (1994) A psychological study of the inverse relationship between perceived risk 
and perceived benefit. Risk Analysis 14(6): 1085–1096.

Barnett J, Cooper H, and Senior V (2007) Belief in public efficacy, trust, and attitudes toward modern genetic 
science. Risk Analysis 27(4): 921–933.

Batrinou AM, Dimitriou E, Liatsos D, and Pletsa V (2005) Genetically modified foods: The effect of informa-
tion. Nutrition & Food Science 35(3): 148–155.

Bauer MW (2002) Controversial medical and agri-food biotechnology: A cultivation analysis. Public Under-
standing of Science 11(2): 93–111.

Bauer MW (2007) The public career of the “gene”: Trends in public sentiments from 1946 to 2002. New 
Genetics and Society 26(1): 29–45.

Chapin SL, and Chapin LD (1994) Biotech or biowreck? The implications of Jurassic Park and genetic engi-
neering. Bulletin of Science, Technology and Society 14(1): 19–23.

Costa-Font J, Rudisill C, and Mossialos E (2008) Attitudes as an expression of knowledge and “political 
anchoring”: The case of nuclear power in the United Kingdom. Risk Analysis 28(5): 1273–1287.

Crow MM, and Sarewitz D (2001) Nanotechnology and Societal Transformation. Washington DC: American 
Academy for the Advancement of Science.

Dale PJ (2004) Public-good plant breeding: What should be done next? Journal of Commercial Biotechnology 
10(3): 199–208.



Gupta et al.	 793

Dolata U (2009) Technological innovations and sectoral change. Transformative capacity, adaptability, pat-
terns of change: An analytical framework. Research Policy 38(6): 1066–1076.

Fischer ARH, and De Vries PW (2008) Everyday behaviour and everyday risk: An exploration how people 
respond to frequently encountered risks. Health, Risk and Society 10(4): 385–397.

Fischhoff B, Slovic P, Lichtenstein S, Read S, and Combs B (1978) How safe is safe enough? A psychometric 
study of attitudes towards technological risks and benefits. Policy Sciences 9(2): 127–152.

Frewer LJ, Scholderer J, and Bredahl L (2003) Communicating about the risks and benefits of genetically 
modified foods: The mediating role of trust. Risk Analysis 23(6): 1117–1133.

Gaskell G, Allum N, Wagner W, Kronberger N, Torgersen H, Hampel J, and Bardes J (2004) GM foods and 
the misperception of risk perception. Risk Analysis 24(1): 185–194.

Gilbert C (2007) Crisis analysis: Between normalization and avoidance. Journal of Risk Research 10(7): 
925–940.

Gunter VJ, and Harris CK (1998) Noisy winter: The DDT controversy in the years before silent spring. Rural 
Sociology 63(2): 179–198.

Gurabardhi Z, Gutteling JM, and Kuttschreuter M (2004) The development of risk communication: An empir-
ical analysis of the literature in the field. Science Communication 25(4): 323–349.

Hall C (2007) GM technology in forestry: Lessons from the GM food “debate”. International Journal of 
Biotechnology 9(5): 436–447.

Hoffman DL, and Franke RG (1986) Correspondence analysis: Graphical representation of categorical data in 
marketing research. Journal of Marketing Research 23(3): 213–227.

Horst M (2005) Cloning sensations: Mass mediated articulation of social responses to controversial biotech-
nology. Public Understanding of Science 14(2): 185–200.

Kahneman D, and Tversky A (1979) Prospect theory: An analysis of decision under risk. Econometrica 47(2): 
263–292.

Klein HK, and Kleinman DL (2002) The social construction of technology: Structural considerations. Sci-
ence, Technology, & Human Values 27(1): 28–52.

Klintman M (2002) Arguments surrounding organic and genetically modified food labelling: A few compari-
sons. Journal of Environmental Policy & Planning 4(3): 247–259.

Knight AJ, and Warland R (2005) Determinants of food safety risks: A multi-disciplinary approach. Rural 
Sociology 70(2): 253–275.

Kroll G (2001) The “silent springs” of Rachel Carson: Mass media and the origins of modern environmental-
ism. Public Understanding of Science 10(4): 403–420.

Loewenstein GF, Hsee CK, Weber EU, and Welch N (2001) Risk as feelings. Psychological Bulletin 127(2): 
267–286.

Markus M, and Robey D (1988) Information technology and organizational change: Causal structure in the-
ory and research. Management Science 34: 583–598.

Mordini E (2007) Technology and fear: Is wonder the key? Trends in Biotechnology 25(12): 544–546.
Orlikowski WJ (1992) The duality of technology: Rethinking the concept of technology in organizations. 

Organization Science 3(3): 398–427.
Otway HJ, and Winterfeldt DV (1982) Beyond acceptable risk: On the social acceptability of technologies. 

Policy Sciences 14(3): 247–256.
Pfaffenberger B (1992) Technological dramas. Science, Technology, & Human Values 17(3): 282–312.
Pin RR, and Gutteling JM (2009) The development of public perception research in the genomics field: An 

empirical analysis of the literature in the field. Science Communication 31(1): 57–83.
Pinch TJ, and Bijker WE (1984) The social construction of facts and artefacts: Or how the sociology of sci-

ence and the sociology of technology might benefit each other. Social Studies of Science 14(3): 399–441.
Pollock CG (2001) Silent spring revisited: A 21st-century look at the effect of pesticides on wildlife. Journal 

of Avian Medicine and Surgery 15(1): 50–53.
Poortinga W, and Pidgeon NF (2006) Exploring the structure of attitudes toward genetically modified food. 

Risk Analysis 26(6): 1707–1719.



794		  Public Understanding of Science 21(7)

Purvis-Roberts KL, Werner CA, and Frank I (2007) Perceived risks from radiation and nuclear testing near 
Semipalatinsk, Kazakhstan: A comparison between physicians, scientists, and the public. Risk Analysis 
27(2): 291–302.

Random House Webster’s College Dictionary (1997) Webster College Dictionary, 2nd edn. New York: Ran-
dom House.

Renn O (2006) Risk communication: Consumers between information and irritation. Journal of Risk Research 
9(8): 833–849.

Renn O, and Roco MC (2006) Nanotechnology and the need for risk governance. Journal of Nanoparticle 
Research 8(2): 153–191.

Ricci M, Newsholme G, Bellaby P, and Flynn R (2006) Hydrogen: Too dangerous to base our future upon? 
Paper presented at the Institution of Chemical Engineers Symposium Series, Manchester.

Roco MC (2003) Broader societal issues of nanotechnology. Journal of Nanoparticle Research 5(3–4): 181–
189.

Romig Jr AD, Baker AB, Johannes J, Zipperian T, Eijkel K, Kirchhoff B, Mani HS, Rao CNR, and Walsh S 
(2007) An introduction to nanotechnology policy: Opportunities and constraints for emerging and estab-
lished economies. Technological Forecasting and Social Change 74(9): 1634–1642.

Schulte I, Hart D, and Van der Vorst R (2004) Issues affecting the acceptance of hydrogen fuel. International 
Journal of Hydrogen Energy 29(7): 677–685.

Schütz H, and Wiedemann PM (2008) Framing effects on risk perception of nanotechnology. Public Under-
standing of Science 17(3): 369–379.

Shneiderman B (1998) Codex, Memex, Genex: The pursuit of transformational technologies. Plastics, Rub-
ber and Composites Processing and Applications 10(2): 87–106.

Siegrist M, Keller C, Kastenholz H, Frey S, and Wiek A (2007) Laypeople’s and experts’ perception of nano-
technology hazards. Risk Analysis 27(1): 59–69.

Sjöberg L (2002) Attitudes toward technology and risk: Going beyond what is immediately given. Policy 
Sciences 35(4): 379–400.

Sjöberg L, and Fromm J (2001) Information technology risks as seen by the public. Risk Analysis 21(3): 
427–441.

Slovic P (1996) Perception of risk from radiation. Radiation Protection Dosimetry 68(3–4): 165–180.
Slovic P, Finucane M, Peters E, and MacGregor DG (2002) Rational actors or rational fools: Implications of 

the effects heuristic for behavioral economics. Journal of Socio-Economics 31(4): 329–342.
Slovic P, Finucane ML, Peters E, and MacGregor DG (2007) The affect heuristic. European Journal of Oper-

ational Research 177(3): 1333–1352.
Slovic P, Flynn JH, and Layman M (1991) Perceived risk, trust, and the politics of nuclear waste. Science 

254(5038): 1603–1607.
Trait J (2001) More Faust than Frankenstein: The European debate about the precautionary principle and risk 

regulation for genetically modified crops. Journal of Risk Research 4(2): 175–189.
Van Der Pligt J (1985) Public attitudes to nuclear energy: Salience and anxiety. Journal of Environmental 

Psychology 5(1): 87–97.
Williams R, and Edge D (1996) The social shaping of technology. Research Policy 25: 865–899.
Woolgar S (1991) The turn to technology in social studies of science. Science, Technology, & Human Values 

16(1): 20–50.

Author Biographies

Nidhi Gupta is a PhD scholar at the Marketing and Consumer Behaviour Group, Wageningen 
University, the Netherlands. She has a Master’s degree in Natural Resources from TERI University, 
India. Her PhD research focuses on the societal response to nanotechnology and the determinants 
of consumer acceptance of nanotechnology.



Gupta et al.	 795

Arnout R.H. Fischer is assistant professor with the Marketing and Consumer Behaviour Group at 
Wageningen University, the Netherlands. He aims to understand public behaviour through social 
psychological approaches. He has published on consumer behaviour in relation to food safety and 
new food technologies in academic books and peer-reviewed journals.

Lynn J. Frewer is professor of food safety and consumer behaviour in the Marketing and Consumer 
Behaviour Group in the Social Sciences Department at Wageningen University, the Netherlands. 
Previously Lynn was Head of Consumer Science at the Institute of Food Research at Norwich in 
the UK. Lynn has a background in psychology and has published extensively in the area of risk 
perception and communication.


