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Abstract: Link-capacity functions are the relationships between the fundamental
traffic variables like travel time and the flow rate. These relationships are im-
portant inputs to the capacity-restrained traffic assignment models. This study
investigates the prediction of travel time as a function of several variables V/C
(flow rate/capacity), retail activity, parking, number of bus stops and link type.
For this purpose, the necessary data collected in Izmir, Turkey are employed by
Artificial Neural Networks (ANNs) and Regression-based models of multiple linear
regression (MLR) and multiple non-linear regression (MNLR). In ANNs modelling,
70% of the whole dataset is randomly selected for the training, whereas the rest
is utilized in testing the model. Similarly, the same training dataset is employed
in obtaining the optimal values of the coefficients of the regression-based models.
Although all of the variables are used in the input vector of the models to predict
the travel time, the most significant independent variables are found to be V/C
and retail activity. By considering these two significant input variables, ANNs pre-
dicted the travel time with the correlation coefficient R = 0.87 while this value was
almost 0.60 for the regression-based models.
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1. Introduction

The link-capacity could be basically described as the maximum number of vehi-
cles that can reasonably be expected to traverse a specified location on a link
within a time period [15, 18]. The capacity is an important parameter indicat-
ing performance of a link and it is utilized in link-capacity functions. The link-
capacity functions are the relationships between travel time and flow rate. The
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link-capacity functions, i.e. link performance functions, are important elements of
capacity-restraint traffic assignment process in urban travel demand modelling.
Basically, the link-capacity functions are utilized to update travel times depending
on the assigned flow rate at a selected link on transportation networks. Gastaldi
and Rossi [7] state that the imprecise and unrealistic travel time-flow functions can
cause failure in the improvement of transport models.

By default, the link-capacity functions embody one independent variable (V/C)
to determine the value of the dependent variable which is the travel time. By con-
sidering these two variables, several studies are employed to develop link-capacity
functions [1]. According to the work of [1], for example, in 1964 Bureau of Public
Roads (BPR) has proposed a link-capacity function that is widely used in traffic
assignment studies. Moreover, in 1967 Overgaard has developed an alternative
functional form for the link-capacity functions. However, there would be other
variable(s) to be considered in link-capacity functions since traffic flow faces a
number of interruptions on the transportation networks. Especially, apart from
widely known traffic variables (e.g. flow rate and capacity), a number of urban
planning decisions influence the travel time. At urban collectors, the factors such
as the shopping, bus stops and parking along the roadway could affect the travel
time and generate traffic congestion. This happens due to the blockage of at least
one of the lanes, e.g., the violation of the right lanes by passenger buses, the illegal
parking of vehicles and the loading and unloading of the goods.

In urban areas, travel time can be highly affected by those factors and it would
be integrated with them. To the best knowledge of authors, there has been no
considerable attempt to develop and express the link-capacity function within this
perspective, which would also consider such variables/factors. This study intends
to fill this gap by employing ANNs and regression-based modelling to predict the
travel time. Although there is an extensive literature including ANNs-based [4,
5, 14, 20] and regression-based [2, 21] modelling on predicting traffic conditions,
application of both modelling techniques, especially the ANNs, in the area of link-
capacity functions is not common.

This paper is organized as follows. In the next part, the general formulations
of the link- capacity functions are presented. Afterwards, the necessary data, their
collection methodologies and formulations are basically explained. Sections 4–7
focus on the ANNs and regression modelling and the results. In the last part, we
conclude the paper and highlight our recommendations for future studies.

2. An overview of link-capacity functions

Developing link-capacity functions is quite important in transportation planning
studies. In fact, [16] points out that it is impossible to model driver’s route choice
behaviour without a suitable link-capacity function for a transportation link or link
groups. Moreover, the traffic assignment modelling that takes into account traffic
congestion effect needs the mathematical relations embracing some traffic variables
such as travel time, and capacity [13]. These relations can define the link-capacity
functions or travel time functions of a network.

Branston [1] defines link-capacity functions within two approaches. The first
mathematical approach provides simple relationship between travel time and traffic
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flow rate on a link that may be delicate for real data due to their simplicity. The
widely preferable link-capacity function proposed by BPR is

T = T0

(
1 + α (V/C)

β
)
,

where T is travel time, T0 is travel time at zero flow, V is traffic flow rate on a link,
C is capacity of a link, α and β represent BPR-model parameters whose values are
proposed as 0.15 and 4.0, respectively [11, 12].

The second approach is theoretical and more complicated [1]. Link character-
istics such as link widths can be embodied in this approach. Branston [1] shows
several functions in this approach. For example

T =
tr + tq
D

=
1

Vr
+
tq
D
,

where tr is running travel time, tq is queuing travel time, D is length of a link, Vr
is running speed.

In this study, we investigate other possible variables, besides V/C, such as retail
activity, the number of bus stops, link type, parking that affect the travel time.
These variables are not only specific in traffic engineering studies, but also they
are very crucial in terms of urban transportation issues.

3. Data collection and methodology

For this study, bidirectional ten links were selected from the urban centre of Izmir
which is located on the west part of Turkey. Six of these links are divided, whereas
the rest are undivided (Tab. I). Furthermore, the divided links have two lanes
in each direction while the undivided links have one lane in each direction. The
lengths of the selected links are in range between 1 km and 3 km (Tab. I). The
capacity of each of these links is computed by following the common procedure [15]

C = s

(
g

cy

)
, (1)

where C is capacity (vehicle per hour), s is total saturation flow rate (vehicle per
green hour), g is effective green signal time (seconds), cy is signal cycle length
(seconds).

From the traffic lights, the signal times are obtained for each route. To calculate
capacity (C) via Eq. (1), the effective green signal time (seconds) and signal cycle
length (seconds) were utilized.

Total saturation flow rate is defined as follows [15]:

s = s0Nfwfhfgfpcfbbfafrtflt,

where s0 is ideal saturation flow rate per lane, usually taken to be 1900 passenger
car per green hour per lane, N is number of lanes in direction, fw is adjustment
factor for lane width, fh is adjustment factor for heavy vehicle presence, fg is
adjustment factor for grade, fpc is adjustment factor for parking conditions, fbb is
adjustment factor for local bus blockage, fa is adjustment factor for area type, frt is
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adjustment factor for right-turning vehicles, flt is adjustment factor for left-turning
vehicles.

In this study, only ideal saturation flow rate (s0) and number of lanes (N) for
each direction are performed to calculate the total saturation flow rate (s).

Link The number
Link name length Link type of main Location

[km] intersections

Anadolu street 1.7 Undivided 4 Urban Centre
Erdoğan Akkaya street 1.6 Undivided 6 Urban Centre
Mithatpaşa (Karataş) street 1.3 Undivided 5 Urban Centre
Mithatpaşa (Göztepe) street 2.9 Undivided 10 Urban Centre
Girne street 1.9 Divided 10 Urban Centre

İnönü street 1.6 Divided 4 Urban Centre
Şair Eşref street 1.5 Divided 6 Urban Centre
Talatpaşa street 1.2 Divided 5 Urban Centre
Mithatpaşa street 2.2 Divided 6 Urban Centre
Mustafa Kemal street 1.75 Divided 6 Urban Centre

Tab. I General descriptions of the selected links.

There are some necessary data to be collected before the modelling process.
The data on the directional travel time through the links, directional volume, signal
cycle lengths [6] (to calculate capacity), the number of lanes, the number of the bus
stops at each direction, the presence of parking through the links, the presence of
retail activity along the links, and link type data were collected for each link. The
last three independent variables are discrete, whereas the others are continuous
variables. Several descriptive statistics of the continuous variables are summarized
in Tab. II.

Variable name Minimum Maximum Mean
Standard
deviation

T TIME (output) [s/km] 94.1 297.3 153.1 45.8
V/C ratio (input) 0.12 0.97 0.51 0.18
The number of bus stops
per km (input) 0 3.75 2.65 1.12
Volume [veh/hr] 139 1251 595 294
Capacity [veh/hr] 475 3800 1495 760

Tab. II Descriptive statistics of the continuous variables.

The data collection was performed on the specified weekdays within June-July
2009 on the selected links at the peak hour periods. The peak-hour periods for the
links are 08:00–09:00 a.m., 12:00–13:00 p.m. and 18:00–19:00 p.m. The travel time
data collection at the links is performed simultaneously by running test car through
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the links and recorded manually by using stopwatch. The traffic volume and vehicle
length data in every five minutes’ period are collected by portable traffic counters.
Thus, a total of 84 datasets were collected.

The flow rate for each direction is obtained by

V =
V0

PHFfHV fPN
, (2)

where V is equivalent flow rate during peak 15 minutes (passenger car per hour), V0
is hourly volume (vehicle per hour), PHF is peak hour factor, fHV is adjustment
factor for heavy vehicles in the traffic stream, fp is adjustment factor for driver
population, and N is the number of lanes [15].

Eq. (2) provides a conversion of the hourly volume into the flow rate that refers
to the hourly passenger car equivalent flow rate. Since in this study there are no
data related to the adjustment factor (fp) for driver population, its value is taken as
1 that is a default value presented in Highway Capacity Manual [18]. Adjustment
factor (fHV ) for heavy vehicles in the traffic stream is calculated as

fHV =
1

1 + PT (ET − 1) + PR(ER − 1)
,

where PT is proportion of trucks and buses in the traffic stream, ET is passenger
car equivalent for trucks and buses, PR is proportion of recreational vehicles in the
traffic stream, and ER is passenger car equivalent for recreational vehicles [18].

The value of PR becomes zero (0) owing to a lack of PR data for this study.
Additionally, ET is taken as 1.5 that is proposed in Highway Capacity Manual [18].
Lastly, PT value is computed by taking into account the observed vehicle lengths.
In this study, it is assumed that the vehicles that are at least 8.5 meters length
are considered as the heavy vehicles. For 15 minutes period, we calculate the peak
hour factor (PHF ) by

PHF =
V0

4V15
,

where V15 is maximum 15-minute volume within the hour (vehicle) [15].

4. Artificial neural networks (ANNs) modelling

ANNs have an ability to identify patterns between input and output variables.
In the commonly employed three-layer feed-forward neural network (FFNN), the
input quantities are fed into the input layer neurons which, in turn, pass them on
to the hidden layer neurons after multiplying them by the connection weights. A
hidden layer neuron adds up the weighted input received from each input neuron,
associates it with a bias, and then passes the result (netj) on through the activation
(transfer) function, which can be sigmoid or tangent hyperbolic [8].

Similarly, the produced outputs from the inner neurons are passed to the net-
work output neuron. The net information received by the output neuron from the
inner neurons is passed through the activation function to produce the network out-
put. The optimal weights are found by minimizing a predetermined error function
(E) of the following form [17, 19]
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E =
∑
P

∑
p

(yi − ti)
2
,

where yi is the component of an ANNs output vector Y , ti is the component of a
target output vector T , p is the number of output neurons, and P is the number
of training patterns.

The gradient-descent method, along with the chain rule of differentiation, is
generally employed to modify the network weights as [8, 17]

∆vij (n) = −δ ∂E
∂vij

+ η∆vij (n− 1) ,

where ∆vij (n) and ∆vij (n− 1) are the weight increments between node i and j
during the n-th and (n − 1)-th pass or epoch, δ is the learning rate, and η is the
momentum factor. The details of ANNs can be obtained from [8, 17, 19].

In this study, three-layer FFNN is constructed. V/C, parking, retail activity,
bus stops, and link type variables formed the input vector while the travel time
was the output variable. Thus, the network had 5 input neurons and 1 output
neuron. The number of neurons in the hidden layer was obtained as 4 by the
trial and error procedure. Note that three layer neural network (i.e., the network
having single hidden layer) is commonly employed in the literature [3, 10, 14, among
others]. For very complex problems of having many input variables, multiple output
variables and excessive number of datasets multi-hidden layer neural networks may
be employed.

Fig. 1 An illustration of three-layer feed-forward ANNs model.

The collected 84 dataset is randomized and then divided in two parts for the
ANNs modelling. 70% of whole data was used for the training stage, whereas the
remaining data was used for testing the network. The randomized datasets for each
variable are subject to t-test. As seen in Tab. III, the computed t-values do not
fall into the critical region (i.e., t = +1.96 and −1.96), thus satisfying the t-test.
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Variables Training dataset Testing dataset t-value

Mean
Standard

Mean
Standard significance

deviation deviation level = 0.05

T TIME [s/km] 152.1 48.49 155.4 39.9 −0.3
V/C 0.51 0.19 0.53 0.18 −0.45
BUSSTOPS [1/km] 2.7 1.09 2.6 1.2 −0.48

Tab. III Indicators of training and testing dataset for the variables.

The hyperbolic tangent activation function is calculated as

f(netj) =
enetjenetj

enetj + enetj
. (3)

Eq. (3) is employed in the training of the network. The network was trained
with 1000 iterations, learning rate of 0.1 and momentum factor of 0.5. In this
study, NeuroSolutions 5.0 package program was used for the ANNs modelling.

5. Regression modelling

Regression analysis is applicable to many subjects in a wide variety of disciplines.
The performance of regression modelling depends on the explanation of total vari-
ance in data. Its main goal is to minimize sum of squares of the differences between
observed and estimated values of a variable by the least squares method. MLR
model, in a general form, can be expressed by

y = b0 + b1x1 + b2x2 + · · · + bixi + ε,

where y is dependent (output) variable, xi are independent (input) variables, bi
are linear regression-model coefficients, and ε is error term.

In this study, the following MLR model is constructed with variables flow
rate/capacity ratio (V/C) and retail activity (RETAIL) as follows:

T TIME = b0 + b1(V/C) + b2(RETAIL). (4)

As discussed in Section 6, the sensitivity analysis by ANNs showed that V/C
and RETAIL are the most significant input parameters. Hence, in Eq. (4), only
these variables are considered. In a similar fashion, MNLR model is constructed
as follows:

T TIME = a(V/C)b + c(RETAIL)d, (5)

where a, b, c and d are non-linear regression-model coefficients.
By employing the calibration data, which are used for training the ANNs, were

employed to find the optimal values of the coefficients of the regression-based mod-
els.
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6. ANNs modelling results and discussion

In the ANNs modelling, the parking, number of bus stops (per km), retail activity,
link type, and V/C ratio formed the input variables, whereas the observed travel
time was the output variable. We assigned 0 and 1 for link type (0 for undivided
links, and 1 for divided links), parking and retail activity (0 for non-existence, and
1 for existence).

Fig. 2 and Fig. 3 present measured travel time versus ANNs-predicted results
for the testing stage. As seen in Fig. 2, the model closely predicts the measured
data with low mean absolute error, MAE = 14, high R = 0.90 which is a statistical
measure assessing how well the observed data are matched by the model results.
The high value of R indicates that this match is satisfactory.

As seen in Fig. 3, all the data stays inside the error bounds [17]. The distribution
along the fitting line is symmetrical, implying that the model neither over predicts
nor under predicts the data.

Fig. 2 Comparison of measured travel time and ANNs-predicted travel time (testing
stage).

Fig. 3 Comparison of measured versus ANNs-predicted results (testing stage) of
travel time.
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The next step is to understand the significance of each variable. Thus, each
of the variables is added in and omitted from the modelling process. Therefore,
depending on the changing modelling results due to variable inclusion and omission,
the significance of the each variable is obtained. The sensitivity analysis results
are summarized in Tab. IV.

Model MAE R Model inputs Model output

1 14 0.90 V/C, PARKING, BUSSTOPS, RETAIL, LINK TYPE T TIME
2 20 0.77 PARKING, BUSSTOPS, RETAIL, LINK TYPE T TIME
3 15 0.87 V/C, BUSSTOPS, RETAIL, LINK TYPE T TIME
4 13 0.91 V/C, PARKING, BUSSTOPS, RETAIL T TIME
5 21 0.75 V/C, PARKING, BUSSTOPS, LINK TYPE T TIME
6 14 0.90 V/C, PARKING, RETAIL, LINK TYPE T TIME
7 16 0.87 V/C, RETAIL T TIME

Tab. IV Sensitivity analysis results showing inputs’ contribution in the ANNs
modelling.

According to Tab. IV, when the variable bus stop is omitted from the modelling,
the model results do not change. On the other hand, when the variable bus stop is
added and retail activity variable is omitted from the input vector the results change
considerably. Similarly, when the variable V/C ratio is solely excluded from the
input vector, the modelling results change significantly. These results (in Tab. IV)
indicate that the variables V/C ratio and retail activity are the most significant
inputs. The least significant inputs, according to Tab. IV, are found to be the bus
stops, parking, and the link type. In other words, as seen in Tab. IV, Model 7
with two input parameters (input variables are V/C and RETAIL) produce quite
comparable results to the other models (Models 1, 3, 4 and 6 in Tab. IV) which
employ 4 or 5 inputs.

Fig. 4 presents measured versus predicted travel time for the testing stage of the
neural networks employing only V/C and RETAIL in the input vector (Model 7).

Fig. 4 Comparison of measured travel time and ANNs-predicted travel time (testing
stage).
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As seen in Fig. 4, the model closely predicts the measured data with low MAE =
16, high R = 0.87. All the data remains inside the error bounds (Fig. 5). The
distribution along the fitting line is symmetrical, implying that the model neither
over predicts nor under predicts the data (Fig. 5).

Fig. 5 Comparison of measured versus ANNs-predicted results (testing stage) of
travel time.

7. Regression modelling results and discussion

The variables V/C and retail activity are employed in regression models as the
independent variables Eq. (4) and Eq. (5). Performing the calibration (the training
data used in ANNs) data, the optimal values of the coefficients of Eq. (4) and Eq. (5)
are obtained. Thus, the resulting MLR and MNLR models are as follows:

T TIME = 87.8 + 54.9(V/C) + 51.9(RETAIL),

T TIME = 137.3(V/C)0.22 + 50.4(RETAIL)2.5.

The coefficients of the regression equations were obtained by using the method
of least squares. We used the statistical package program of SPSS [9].

To test the performances of the regression models, we applied them to the
validation (testing) dataset. We obtained R values of 0.62, and 0.60 with MAE of
17 and 18 for MLR and MNLR models, respectively.

8. Conclusions

This study predicts the travel time with respect to V/C and the other aforemen-
tioned variables for the selected links in the urban area of Izmir. The prediction
modelling is based on ANNs, MLR and MNLR. It is proved that the retail ac-
tivity and V/C variables are important in the link-capacity functions, therefore,
travel time would be updated more sensitively. One of the main contributions of
this study is to show the use of V/C and RETAIL together as input parameters
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in the link-capacity functions. Other important contribution of this study is the
employment and comparative application of ANNs and regression-based models in
the link-capacity functions.

The following conclusions are drawn from this study:

1. ANNs modelling technique seems more explanatory than regression-based
modelling in terms of contributions of independent variables in the modelling
process. It is apparent that the ANNs performance is higher than the regres-
sion models for this study.

2. The presence of retail activity along urban links can lead to increase in travel
time. To decrease possible traffic delays on transportation network, this
criterion would be considered in urban traffic studies as well.

3. BPR-type equation involving retail activity variable may be developed in
future studies.

4. In addition, other land-use decisions especially around the urban collectors
would be taken into account in a broader perspective and integrated with
link-capacity functions in future case studies.

5. Developing link-capacity functions can avoid the dependency on fixed BPR
model parameters in urban transportation demand modelling.

6. Note that this study deals with travel times for the urban collectors rather
than highways and freeways.
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