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ABSTRACT Wireless Mesh Networks (WMNs) are considered self-organizing, self-healing, and self-configuring networks. 
Despite these exciting features, WMNs face several routing challenges including scalability, reliability and link failures, 
mobility, flexibility, and other network management issues.  To address these challenges, WMNs need to make programmable 
to allow modifications of standard techniques to be configured and implemented through software programs that can be 
resolved by integrating Software Defined Networking (SDN) architecture. SDN, being a cutting-edge technology promises the 
facilitation of network management as well as routing issues of wireless mesh networks. However, the evolution of the legacy 
IP-based network model in its entirety leads to technical, operational, and economic problems that can be mitigated by full 
interoperability between SDN and existing IP devices. This study introduces a Robust Routing Architecture for Hybrid 
Software-Defined and Wireless Mesh Networks (Soft-Mesh), by systematic and gradual transitioning of WMNs to SDNs in 
an efficient manner. The main objective of this paper is to suggest improvements to the architecture of the SDN node that 
allow the implementation of various network functions such as routing, load balancing, network control, and traffic engineering 
for the hybrid SDN and IP networks. Mininet-WiFi Simulator is used to perform various experiments to evaluate the 
performance of proposed architecture by creating a hybrid network topology with a varying number of nodes that is 50, 100, 
150, 200, and 250 including SDN hybrid and legacy nodes with varying proportion of SDN hybrid and legacy nodes. Results 
are taken for the average UDP throughput, end-to-end delay, packet drop ratio, and routing overhead while comparing with 
traditional routing protocols including Optimized Link State Routing (OLSR) and Better Approach to Mobile Adhoc 
Networking (BATMAN) and with existing hybrid SDN/IP routing architectures including Hakiri and wmSDN. The analysis 
of simulation results shows that the proposed architecture Soft-Mesh outperforms in terms of the aforementioned performance 
metrics than the traditional and exiting hybrid routing protocols. Soft-Mesh gives 50% to 70% improved results concerning 
the incremental proportion of SDN hybrid nodes. 
 

INDEX TERMS Control Plane, Data Plane, Hybrid, Programmable, Routing, Software-Defined Networking, Wireless Mesh 
Networks, etc. 

I. INTRODUCTION 

The rapidly growing user demand and network usage make 
the management of traditional networks more complex and 
difficult to control. Although various types of network traffic 
and applications, such as multimedia, mobile data, cloud 
computing, and large data applications, have been used to 
generate high revenue, these applications still pose many 
operational and performance challenges for network 
operators [1]. While addressing these challenges, efficiency 
and flexibility remain a key requirement for contemporary 

networks, however, network programming is a means of 
making these networks more efficient and flexible. Network 
programmability can be achieved by using the Software-
Defined Networking (SDN) paradigm, which works on the 
principle of centralization of control and management, 
providing a solution for network management and control-
related issues. SDN decouples the data plane from the control 
plane [2] and [3] and ensures a significant reduction in the 
complexity of network management, enabling revolutionary 
innovation and transformation with network interface 
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programmability [4], [5], and [6]. The SDN architecture is 
advantageous over traditional network architectures in a 
variety of ways [7] and [8] including modification of traffic 
engineering policies, optimization of online or run-time 
traffic, creating innovative services like packets that are 
treated differently based on the user or the application. SDN 
combines with Network Function Virtualization (NFV) for 
dynamic start-up and on-the-fly deployment of network 
functions and services, enabling network operators and 
service providers to gain control over their network. 
 

 
FIGURE 1. Software-Defined Networking (SDN) Architecture 

 
As shown in Figure 1, the SDN architecture usually consists 
of three main layers, the application layer, control plane, and 
data plane. The network functions and applications 
commonly used by the organizations, such as security 
systems, firewalls, and load balancing, are included in the 
application layer. A layer of the control plane, known as the 
SDN brain, represents the logically centralized SDN 
controller. The controller administers the policies while 
residing on a computer. Physical devices such as routers, 
nodes, and other network devices collectively create the data 
plane layer. Using applications programming interfaces 
(APIs), known as northbound and southbound APIs, three-
layer communication is carried out. In particular, to 
communicate with the controller, an application uses 
northbound API such as RESTful, while southbound API 
such as OpenFlow is used for communication between a 
controller and data plane devices.  OpenDaylight, Floodlight, 
Ryu, and POX are commonly used controllers [9]. Whenever 
the first packet of a flow is received by the SDN node 
(implemented with the OpenFlow protocol), the node then 
queries the controller to get the forward path for the received 
flow, the controller installs the appropriate rules in the node 
firmware. As shown in Figure 2, these rules provide details 
about the behavior needed by the packet. The role of the 
controller is to install the necessary rules to each node 
involved in the forwarding path. A route request message is 
sometimes initiated from the originating node that does not 
have a path related to the corresponding packet installed. 

 

FIGURE 2. Working of SDN 

 
The existing research on SDN is primarily focused on 
complete paradigm shift from legacy networks to software 
defined networking, considering the extensions and 
modifications in OpenFlow protocol. However, the current 
research is focused on the integration of SDN technology in 
the WMN networking paradigm to create a hybrid (SDN/IP) 
network architecture. As the architecture of Wireless Mesh 
Networks (WMNs) is increasingly implemented in existing 
communication systems and internet access applications due 
to its stability [10]. However, complex topology changes and 
diverse communication may be needed for the interaction of 
mesh nodes with the network, which is a major reason for 
making it difficult to manage WMNs [11]. Furthermore, 
effective load balancing, traffic engineering, and resource 
allocation must be introduced by the WMNs to alleviate 
these issues [12], [13], and [14].  In addition to the mentioned 
network management requirements, WMNs face several 
routing challenges including variable link quality, 
network heterogeneity, and traffic load [15], [16] and 
[17]. Being a new and promising architecture, SDN 
addresses the afore-mentioned routing and management 
challenges of WMNs by introducing agility and Flexibility 
[18]. SDN accomplishes the purpose of programmable 
WMNs by remotely controlling and configuring mesh 
routers and making them simple data forwarders. 
Furthermore, it is possible to implement congestion control 
and load balancing strategies to improve traffic management 
in WMNs. However, the adoption of SDN using a single 
controller may cause a compromise in network reliability 
issues. Fault tolerance must also be addressed when altering 
the SDN paradigm [19]. Considering user and system 
specifications, different QoS policies must be implemented 
by network operators [20]. Besides, the introduction of SDN 
in the WMN provides an efficient means of performing 
traffic engineering, resulting in a substantial improvement in 
network efficiency [21]. However, for the widespread 
implementation of any modern networking technology, Rip-
and-replace is not a feasible technique. When adapting to a 
modern technology model, network operators are not 
expected to update forklifts [22]. Because of certain 
economic and operational problems, the full implementation 
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of SDN, such as SDN support for the entire network nodes 
and managed by a logically centralized controller, does not 
work. Hence, incremental and hybrid deployment of SDN in 
WMN is necessary [23]. 
 
Furthermore, networks are becoming increasingly sensitive 
to the data handling, speed, and processing capabilities of the 
wireless nodes. Furthermore, the issues occur when SDN 
routing is implemented along with existing protocols. This 
results in multi-hop link-layer routing shortcomings, such as 
MAC layer-based routing, where a limited number of 
wireless nodes are enabled in a single network [24]. The 
implementation of OpenFlow nodes, instead of legacy nodes, 
gives rise to versatility in deploying data processing 
functionality, such as filtering or routing, which can be 
handled using several protocols. This versatility would 
encourage progress in the areas of mobility management, 
advanced routing, and traffic engineering and, more 
generally, in the optimization of the use of restricted WMN 
communication resources. Also, WMN-integrated 
OpenFlow simplifies network management as the rationale 
for network control runs on a centralized server tasked with 
driving matching requirements and processing actions for the 
OpenFlow network nodes. To achieve these advantages, we 
have to face some WMN-related obstacles, such as the 
unreliability of radio channels that can temporarily prevent 
controller communications; or the unavailability of layer 2 
switching mechanisms such as Spanning Tree or Auto 
Learning, which are commonly used to assist node and 
controller communications in wired deployment. 
 
This paper is an extended version of our paper 
SDNHybridMesh: A Hybrid Routing Architecture for SDN 
Based Wireless Mesh Networks, published in Proceedings of 
the Web, Artificial Intelligence and Network Applications 
(WAINA 2020), Advances in Intelligent Systems and 
Computing, vol 1150, Springer, Cham [25]. We are making 
this version available to have more clear results and 
discussions in comparison to its short version. We propose 
Soft-Mesh, a robust routing architecture for hybrid SDN and 
Wireless Mesh Networks, to alleviate SDN implementation 
challenges and to achieve seamless interoperability between 
SDN and legacy nodes. Soft-Mesh modifies the SDN node 
architecture by making it hybrid and cohabitating with IP-
based forwarding OLSR routing and SDN forwarding 
OpenFlow protocol. It should be noted that our research does 
not seek to support the replacement of traditional routing 
approaches by SDN routing. The goal of this work is to 
investigate whether an architecture based on SDN can assist 
WMN routing and not arbitrarily equate legacy routing 

protocols using in-band signaling with a centralized 
approach using out-of-band signaling. Considering legacy 
protocols, it is discussed how the SDN networking 
architecture can be used and to what degree the former can 
assist the latter. Moreover, Soft-Mesh architecture provides 
a cost-effective solution and seamless interoperability 
between legacy nodes and SDN nodes as compared to other 
hybrid routing architectures. The main contributions of this 
paper are: 
 

i. A robust routing architecture for hybrid topology based 
on SDN hybrid nodes and legacy nodes that addresses 
the SDN controller’s dynamic configurations to respond 
effectively to network topological changes, while 
considering the mobility of mesh nodes. 

ii. The architectural modification of SDN nodes to create 
an SDN hybrid node that enables the data plane to react 
to changes in the network topology without requiring the 
controller to query each time when flows are inserted 
into the network. 

iii.  Classification of hybrid (SDN/IP) routing schemes as 
coexistence-based and cohabitation-based. 

iv.  Adaptive network monitoring module to mitigate the 
challenge of congestion control.  

v. Comparison of performance metrics including the 
average UDP throughput, end-to-end delay, packet drop 
ratio, and routing overhead between the proposed 
routing architecture and existing traditional and hybrid 
SDN/IP routing architectures, simulations using 
Mininet-Wifi have been performed. 

 
The remainder of the paper is structured as Section II offers 
an overview of current SDN enabled WMN solutions, 
Section III describes the architectural design of Soft-Mesh, 
Section IV presents implementation details, Section V 
presents the simulation model for Soft-Mesh, Section VI 
discusses simulation results and their interpretations, and the 
paper is concluded by Section VII. 
 
II. RELATED WORK 

This section provides a comprehensive review of various 
hybrid routing schemes that leverage SDN architecture with 
WMNs to address the challenges of load balancing, traffic 
engineering, and mobility management generally raised by 
topological changes that mesh networks experience. Besides 
the routing schemes, this section also provides a thorough 
review of network monitoring APIs that have been 
researched so far. Considering the implementation 
frameworks used in hybrid routing schemes, we categorize 
these schemes as 1) Coexistence-based hybrid (SDN/IP) 
routing, and 2) Cohabitation-based hybrid (SDN/IP) routing  
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A. COEXISTENCE-BASED HYBRID (SDN/IP) ROUTING 

The aim of coexistence-based hybrid (SDN/IP) routing 
schemes is the implementation of a network topology-based 
SDN architecture in which topology combines SDN nodes 
and legacy nodes, as shown in Figure 3. The OpenFlow 
protocol is implemented in SDN nodes, while legacy routing 
protocols are implemented in legacy nodes (AODV, OSPF, 
OLSR, etc.). 

 
FIGURE 3. Coexistence-based Hybrid (SDN/IP) Routing 

 

A hybrid SDN architecture is suggested by Panopticon [26], 
which focuses on resolving interconnectivity issues between 
legacy and SDN nodes. In this architecture, network layer 
transmission is not considered. The different types of hybrid 
SDN models proposed by Vissicchio et al. [27] are 
categorized according to service type, class, and topology. 
Restricted research is done because there is no emphasis on 
individual implementation. By systematically increasing the 
number of nodes, HRFA [28] recommends a gradual 
introduction of SDN nodes, which results in enhanced traffic 
forwarding. The proposed architecture is based on the OSPF 
[29] and OpenFlow protocols [30], though considering the 
use of links and the number of simulation efficiency metrics 
for hops. It achieves a huge reduction in congestion and load 
balancing of the network. Guo et al. [31] suggest a hybrid 
architecture that focuses on migrating from conventional to 
SDN paradigms, considering traffic engineering as a use 
case. This scheme uses a genetic algorithm to identify the 
migration sequence. Labraoui [32] introduces a hybrid 
routing architecture with OLSR using SDN, aimed at 
researching the better performance and management of 
legacy routing supported by the controller. Reliability is 
often increased, but it affects network overhead, which rises 
linearly due to the size of the network. However, the ratio of 
throughput and packet distribution is increased. Wang et al. 
[33] consider a multi-hop wireless network integrated with 
SDN using residual energy and hop count as efficiency 
indicators for route selection, proposes an architecture 
addressing QoS Routing. To optimize broadcasts, the notion 
of Multipoint Relay (MPR) is applied. The shortest path is 
determined by the controller and multiple paths are obtained 
using the Dijkstra Algorithm. Another hybrid architecture is 
described in HEATE [34] that is, while considering energy 
efficiency, addresses the challenge of traffic engineering. 
The architecture is based on routing the shortest path and 
OSPF. It introduces a division of traffic flow, while traffic 
flows are aggregated to save electricity. He et al. [35] 

proposes an architecture focused on the deployment of the 
network zone, such that the ground is an IP network and the 
SDN network zone is space. Table I(A) offers a description 
of hybrid routing schemes based on the coexistence of hybrid 
(SDN/IP) routing schemes, in which [26], [27] and [31] 
consider the physical position of the controller, the number 
of SDN nodes and the scalability of the controller as the most 
important control management challenges [36]. In wide or 
highly complex networks where controllers have to make 
fast decisions on a high frequency of events such as 
connection failures, dynamic traffic demands, regular arrival 
of new flows, etc., these problems may be very critical. 
However, [28] and [35] consider the sharing of topological 
information between traditional routers and SDN nodes as 
the most critical issues, and SDN nodes need to be intelligent 
enough to exchange link-state messages to get their 
neighbor’s information.  

 

B. COHABITATION-BASED HYBRID (SDN/IP) ROUTING 

The aim of cohabitation-based hybrid (SDN/IP) routing 
schemes is to modify the logical architecture of SDN hybrid 
node allowing cohabitation of OpenFlow and IP forwarding 
implemented with legacy routing protocol OLSR as shown 
by Figure 4. The former is to communicate with SDN nodes, 
and the latter is for legacy nodes communication.  
 

 
 
FIGURE 4. Cohabitation-based Hybrid (SDN/IP) Routing 
 
Mesh Flow [37], a node-based hybrid architecture is 
proposed that addresses various hybrid SDN problems such 
as performance enhancement, efficient and scalable 
customer mobility, scalable routing, load balancing, etc. Its 
physical interface is split into virtual interfaces to which a 
specific SSID is allocated. To support data and to control 
traffic management, these virtual interfaces are used. This 
architecture is, however, badly impacted by topological 
shifts. OLSR is used [38] to regulate traffic. The centralized 
controller is used to manage the traffic of data using 
OpenFlow, and the allocation of resources is also configured. 
The architecture uses a monitoring and control manager that 
assists in the management of mobility and the NOX 
operating system that produces flow tables. wmSDN [39] 
uses Mesh Flow as a reference architecture and some 
changes were introduced as a single point of failure when 
addressing the controller's main challenge.  As a backup, it 
utilizes a distributed control mechanism. A single SSID for 
traffic data and control is used. The architecture uses mesh 
access points (MAP) that are linked to the centralized 
controller. 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3089020, IEEE Access

                                                        Mukhtiar Bano: Paper for IEEE Access (May 2021) 

VOLUME XX, 2020 1 

TABLE I 
 EXISTING HYBRID ROUTING SCHEMES

A. COEXISTENCE-BASED HYBRID (SDN/IP) ROUTING SCHEMES 

 
 
Architecture Features SDN Routing 

Protocol 

IP Routing Protocol Challenges 

Panopticon [26]  Load balancing, fault tolerance, link 
recovery 

Open -Flow Shortest path routing Location and number of SDN switches 

Vissicchio [27]   Flexibility, partial robustness  Open -Flow Shortest path routing Topological position and scalability 
HRFA [28] Load balancing, congestion control, and 

making traffic fast-forwarding  
Open -Flow OSPF Information exchange b/w SDN and IP 

nodes 
Guo [31]  Traffic Engineering and link utilization Open -Flow OSPF Migration sequence of SDN nodes 

Labraoui [32] Reliability and performance 
improvement 

Open -Flow OLSR One hop communication b/w Controller 
and nodes  

Wang [33] QoS Routing, Single/multipath routing, 
and disjoint multipath 

Open -Flow OLSR Expansion in network size 

HEATE [34] Traffic engineering, Energy saving Open -Flow OSPF Energy consumption by link,  

He [35] Collaborative management,  Open -Flow RIP and OSPF Information exchange b/w SDN and IP 
nodes 

B. COHABITATION-BASED HYBRID (SDN/IP) ROUTING SCHEMES 

 

Mesh Flow [37]   Load balancing, mobility management, 
and optimization of resource allocation 

OLSR Open-Flow Fault tolerance 

wmSDN [39]  Reliability under controller failure and 
traffic optimization 

OLSR Open-Flow Excessive packet-in traffic, dynamic 
topology 

Multi-
Controller 
Mesh [40]   

Multiple controllers’ deployment, fault 
tolerance 

OLSR Open-Flow Synchronization of all active controllers 

OSHI [42] A management tool, fast restoration, and 
traffic engineering 

Open-Flow  MPLS Frequent rule updating, Dynamic 
topology 

     

Also, each MAP consists of various virtual interfaces that 
connect to other nodes. Data and control management is done 
by using various subnets. OLSR takes care of routing in this 
architecture in case of controller failure and manipulates the 
switching table. Such architecture achieves traffic 
optimization. Salsano et al. [40] suggest another hybrid 
architecture, which is based on the extension of wmSDN to 
enhance fault tolerance. It utilizes several Embedded Flow 
Table Manager (EFTM) controllers and MAPs; flow tables 
and controllers are designed accordingly. Synchronization 
between controllers is a major challenge facing such 
architecture [41].  An open-source architecture that combines 
the OpenFlow node, IP routing daemon, and IP engine is 
OSHI [42]. Quagga is used as an IP routing daemon [43] and 
[59]. For best-effort IP and SDN routing, MPLS labels are 
used. Using SDN, all the control plane functions are 
implemented. Hakiri et al. [44] use SDNs introduced with 
WMNs to incorporate network virtualization mechanisms, 
routing, and traffic engineering in smart cities, enabling an 
increase in network capacity and flexibility. 
 
Table I(B) summarizes cohabitation-based hybrid routing 
schemes, in which [37], [39], and [42] consider fault 
tolerance, excessive control traffic, and dynamic topology as 
the most significant challenges for the coexistence of SDN 

and IP in one node [45]. These challenges may be mitigated 
by designing SDN nodes in such a way as to have a local 
management entity that may be used to create a logical 
interface between the two different paradigms of centralized 
and distributed network solutions [46]. Shastry [47] presents 
software-defined wireless mesh network architecture to 
address traffic balancing issues caused by node mobility. The 
proposed model estimates the probability of connection 
failure in the topology to reduce the overall response time of 
the SDN controller in the complex network topology. Once 
a connection failure is expected, an alternative set of 
different routes is proposed based on the successful stability 
of traffic in the network, reducing control plane overhead. 
Kuznetsova [48] uses software-defined networking (SDN) to 
manage wireless mesh sensor networks, where the network 
management is done with the help of an SDN controller, 
thereby improving bandwidth, jitter time, and packet loss 
performance. 
 

C. NETWORK MONITORING APPLICATIONS FOR 
HYBRID (SDN-WMN) ARCHITECTURES 

OpenNetMon [49], a network monitoring module is 
proposed to monitor the network failure ratio, throughput, 
and delays of packets. The traffic matrix for each flow cannot 
be obtained due to limited Ternary Content-Addressable 
Memory (TCAM), a specialized high-speed memory using     
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single clock cycle scans all its contents. iSTAMP [50] 
addresses this issue, which seeks a balance between the 
limitations of network resources and the precision of 
measurement using aggregation and de-aggregation 
mechanisms [51]. Its drawback involves ignoring constraints 
when aggregating flows and several times using the TCAM 
table for a single flow, thereby raising the cost of 
measurement [52]. OpenTM [53],  uses traffic matrix 
estimation to detect active flows based on routing and 
forwarding route information supplied by the controller. 
RESTful uses PayLess framework [54] focused on low-cost 
flow calculation using polling to gather flow statistics. It 
suggests an adaptive approach for gathering statistics. 
FlowSense control module [55] measures changes that are 
dynamically occurring in network flows. By taking statistics 
from control messages, it performs mathematical modeling 
to get throughput and other metrics. DREAM [56] provides 
the necessary level of accuracy for the dynamic deployment 
of resources, while more precision is provided by concurrent 
tasks. SOFTmon [57] proposes a NOS-independent 
monitoring system using a switch, port, and flow-level 
information, but accuracy is only for specific tasks. A 
summary of existing network monitoring applications used 
by SDN-enabled WMN is presented in Table 2. 
 

III. ARCHITECTURAL DESIGN OF SOFT-MESH 

When a node needs to connect with another node in the SDN 
networking model, it queries the controller to provide path 
information for that particular node, resulting in the 
implementation of the routing rules needed. Connection to 
the controller node plays an important role in establishing 
connectivity from one node to another in this regard. 
Although, due to the static existence of network nodes, 
routing rules do not change or update regularly on wired 
networks, resulting in no effect on the controller's node 
connectivity. But the regular movement of nodes in wireless 

networks particularly wireless mesh networks greatly 
impacts communication between nodes. Soft-Mesh 
architecture is based on backbone routing and network 
monitoring issues associated with SDN-enabled  WMN. The 
topology under consideration comprises of an SDN 
Controller linked to SDN hybrid nodes and legacy nodes as 
shown in Figure 5. OpenFlow for traffic management and IP-
based forwarding for data packet transmission is used in this 
method. Routing, network monitoring, traffic measurement, 
and load balancing modules are part of the controller.  
 
A. ROUTING MODULE 

This module implements the shortest path algorithm to create 
an effective routing strategy to route packets through the 
hybrid nodes and legacy nodes [60] and [61]. The hybrid 
node routing function consists of two submodules, one 
supporting SDN routing and OpenFlow protocol 
implementation to communicate routing rules and policies, 
and the other supporting IP routing via the legacy OLSR 
routing protocol as shown by Figure 6. SDN/IP cohabitation 
is desirable in a way that the controller can provide the best 
path choices that are transmitted to nodes, if possible. 
However, in the event of the controller being unavailable or 
malfunctioning, the legacy routing protocol is used to send 
packets. Each SDN node keeps its neighbors identified, 
periodically creates a new refreshed routing table, and selects 
the shortest new route to all destinations. In this way, the 
controller retrieves topology information from its nearby 
SDN nodes. 
 
B. NETWORK MONITORING MODULE 

In general, flow statistics are collected by regularly polling 
the nodes with a pre-defined time interval by sending  
FlowStatisticsRequest control message. The polling 
frequency must be high to obtain precise statistics, but it will 
increase the monitoring overhead of the network [62] and    

TABLE II 
EXISTING NETWORK MONITORING APPLICATIONS 

Method  Features Analysis 

OpenNetMon [49] Data fetching is adaptive  Increase in accuracy with increasing overhead 

iSTAMP [50] Partitioning of TCAM for traffic aggregation and de-
aggregation  

Increase in accuracy with additional mechanism prioritize flows 

Moshref [51] Hash-based switches for collection of traffic information Increase in accuracy with the careful delegation of monitoring 
rules 

Zhang [52]  The algorithm based on prediction to count flow and detect 
anomalies 

Identified traffic gives more accuracy 

OpenTM [53] Continuous polling to collect flow statistics Increase in accuracy with increasing overhead 

Payless [54] The polling algorithm is adaptive with flow frequency Variation in accuracy and overhead with polling interval length 

FlowSense [55] PacketIn and FlowRemoved OpenFlow messages used Increase in accuracy with decreasing overhead 

DREAM [56] Dynamic deployment of resources with the required level 
accuracy level 

Concurrent tasks give more accuracy 

SOFTmon [57] NOS-independent monitoring with utilization information on 
switch, port, and on a flow level 

Accurate for specific tasks only  

Bao [58] Prediction of node mobility and link failure probability by 
using a supervised learning model 

Routing overhead increases with the speed of node 
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FIGURE 5.  Architecture of Soft-Mesh 

 

[63]. An adaptive flow statistics processing algorithm is 
proposed to maintain a balance between the precision in the 
processing of statistics and network overhead. We suggest 
that when a PacketIn message is received by the controller, 
it adds a new flow entry to an active flow table along with an 
initial collection timeout for statistics, i.e., τ milliseconds.  
 

 
 
FIGURE 6. The SDN Hybrid Node Architecture 

 

The controller obtains its statistics in a FlowRemoved 
message if the flow expires within a few milliseconds. 
Otherwise, the controller will send a FlowStatisticsRequest 
message to the corresponding node in response to the timeout 
event after τ milliseconds, to collect statistics about that 
flow. If during this period the data collected for that flow 
does not change substantially, i.e., the difference between the 
previous and current byte count against that flow is not above 
a threshold, say ∆1, the timeout for that flow is multiplied by 
a small constant, say α. This process may be repeated until a 
maximum timeout value of Tmax is reached for a flow with a 
low packet rate. If the difference in the old and new statistics 
becomes larger than another threshold ∆2, the scheduling 
timeout of that flow is divided by another constant β. This 
process may be repeated for a heavy flow until a minimum 
timeout value of Tmin is reached. We maintain a higher 
polling frequency for flows that significantly contribute to 
link utilization, and a lower polling frequency for flows that 
do not significantly contribute towards link utilization at that 
moment. If their contribution increases, the scheduling 
timeout will adjust according to the proposed algorithm to 
adapt the polling frequency with the increase in traffic. This 
algorithm is further optimized by batching 
FlowStatisticsRequest messages together for flows with the 
same timeout resulting in a reduction of the spread of 
monitoring traffic in the network without affecting the 
effectiveness of polling with a variable frequency. Algorithm 
1 demonstrates this algorithm's pseudocode, and Figure 7 
illustrates the network monitoring module of Soft-Mesh. 
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FIGURE 7.  Soft-Mesh Network Monitoring Module  
 

 
Algorithm 1 Flow Statistics Collection 

globals: active_flows //Currently Active Flows 
schedule_table //Associative table of active 

flows 
// indexed by poll frequency 

         U // Utilization Statistics. Output of this algorithm 
if e is Initialization event then 
    active_ flows ← ɸ, schedule_table ← ɸ, U ← ɸ 
end if 

if e is a PacketIn event then 
    f  ← (e.switch, e.port, τmin, 0) 
    schedule_table[τmin]← schedule_table[τmin] ∪ f 
else if e is timeout τ in schedule_table then 
      for all flows f ∈ schedule_table[τ] do 
           send a FlowStatisticsRequest to f.switch 
      end for 

else if e is a FlowStatisticsReply event for flow f 
then 

       diff_byte_count ← e.byte_count – f.byte_count 
      diff_duration ←  e.duration – f.duration 

      checkpoint ←  current_time_stamp 

      U[f.port][f.switch][checkpoint] ← (diff_byte_count, 

diff_duration) 

      if diff_byte_count < ∆1 then 
           f. τ ←  min(f. τ α; τmax) 
          Move f to schedule_table[f.τ ] 
      else if diff byte count > ∆2 then 
          f. τ ←  max(f. τ/β, τmin) 
          Move f to schedule_table[f.τ ] 
       end if 

end if 

 
 

 

C. TRAFFIC MEASUREMENT MODULE 

The controller queries the last SDN node on the forwarding 
path for traffic calculation, and the counter returns the 
number of packets of each flow in the sampling interval, thus 
obtaining the throughput of the forwarding path. The 
controller sends probe messages to the forwarding path's data 
layers. These messages travel through all nodes along the 
path and eventually return to the controller, whereby 
measuring time differences, contact delays can be obtained. 

 
D. LOAD BALANCING MODULE 

To alleviate the congestion problem, this module is triggered 
by a network monitoring and traffic analysis module after 
obtaining the node and connection statistics. Connection 
statistics such as bandwidth, latency/delay, and usage of 
connections are used by the controller and the traffic is 
routed to an appropriate link. To choose the optimal route, 
Algorithm 2 demonstrates the load balancing algorithm. It 
calculates the new rules for the new route to the new mesh 
nodes, i.e., the MAC and IP addresses. If the new path is 
formed by sending FlowMod messages end-to-end, the 
controller floods all ports to the selected virtual routers, 
opens the client link to allow packets to reach their 
destination, and continues to discover and monitor the 
topology of the network at the same time. 
 

Algorithm 2 Load Balancing Algorithm 

rules ← DefaultRules();  
trafficSchudeling();  
while Listening to LLDP packets do  

      isOptimalPATH = optimal_path(rules);  
      if ≠ isOptimalPATH then  
            rules ← calculateNewRules();  
            FlowMod_router(); path ← optimalPath(rules);  
      else  

           installOFRules(path);  
      end  

      hostsReachable();  
      monitoringPath();  
end 

 
IV. IMPLEMENTATION DETAILS OF SOFT-MESH 

In this section, implementation details of Soft-Mesh are 
presented. The SDN hybrid node architecture uses two 
tables, Figure 8 displays TCAM table and SRAM table 
respectively. The former is used for OpenFlow forwarding 
entries and the latter is used for IP forwarding entries. Each 
hybrid node forwards OpenFlow messages using the 
software router OpenVSwitch that implements a software 
pipeline based on flow tables [64]. Also included is an IP-
based forwarding daemon running the standard OLSR 
routing protocol [65]. OpenVSwitch bridges OpenFlow and 
standard routing protocols by using virtual network 
interfaces to exploit IP networks' ability to route packets 
using the shortest path.  
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When the first packet of a corresponding flow is received by 
a hybrid node, it processes the packet to determine the next 
hop to which it is to be forwarded, as shown in Figure 9. The 
following steps are carried out in the case of an OpenFlow 
message:  

 
1. Extract the header for the packet  
2. To balance the flow table, look at TCAM table 

entries  
3. If the respective flow entry is not identified, then it 

forwards packet information to the controller.  
4. The controller sends to the hybrid node the relevant 

rules  
5. The SDN hybrid node flow table is updated 

accordingly  
6. If the flow input in the TCAM table is found, the 

next hop is calculated, then the packet is forwarded. 
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FIGURE 8.  Working of SDN Hybrid Node 

 
However, in case of an IP packet, the next hop is calculated 
based on the OLSR routing protocol, and the packet is 
forwarded accordingly. Figure 10 illustrates how a legacy 
node operates, with the traditional OLSR routing protocol 
applied. It primarily gathers data from its 1-hop and 2-hop 
neighbors using HELLO messages, and then chooses 
Multipoint Relays (MPRs). In this manner, it computes its 
forwarding table. To minimize the number of redundant 
retransmissions, multipoint relays are used when forwarding 
a transmitted packet. This strategy restricts the node 
collection retransmitted by a packet from all nodes to a 
subset of all nodes. Moreover, Soft-Mesh makes use of 
Dijkstra Algorithm [66] for shortest path calculation.  
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FIGURE 9.  SDN Hybrid Node Flow Chart 
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FIGURE 10. Working of Legacy Node  

 

A. MATHEMATICAL MODEL OF SOFT-MESH 

This section presents the mathematical model of the 
proposed architecture which provides the basis for 
computing aggregated flows. 
 
The graph of WMN is represented by  
G = (V, E),  

where V and E represent the set of all vertices (i.e., nodes) 
and edges (i.e., links), respectively.  
 
Let TDv denote the traffic demand of the flows generated in 
node v,  
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Let TDv = {f ID:1, f ID:2, f ID:3, ..., f ID:n} denote the traffic 
demands for n flows,  
 
Given a traffic distribution ∆v, the outgoing flows’ demands 
in different paths of node v can be obtained by using the 
below model:  

{f ρ1
A1, f ρ2

A2, ...f ρn
An} = ∆v × TDv  ∀v ∈ V      

where fρ
A implies the rate of flow A that is sent out from 

node v on path ρ. 
 
As the aggregated flows must be less than their capacity 
c(e) on each connection in the time slot τ, we have:  

Ʃρ∈f(e) f ρ ≤ c(e)   ∀e ∈ E  
The network monitoring and traffic measurement module 
makes use of aggregated flows parameter to get the 
statistics of network traffic on each node.  
  
V. SIMULATION MODEL FOR SOFT-MESH 

The deployment of topologies and the positioning of nodes 
in WMNs has become a difficult task. The neighborhood and 
interference relationships can vary depending on the 
placement [67]. Soft-Mesh routing architecture considers the 
network topology based on SDN controller, SDN hybrid 
nodes, and legacy nodes. The physical placement of the SDN 
controller can be anywhere in the network, however, it must 
logically be centralized. We have assumed that the controller 
is placed at one hop distance with SDN hybrid nodes and 
legacy nodes. However, the SDN Hybrid node requires two 
interfaces and hence two subnets, one for the control packets 
and the other for the data packets. All nodes for the control 
subnet are directly accessible (one-hop) by the controller, 
whereas the data network is a standard multi-hop network 
where data traversed several routers to reach their 
destination. The controller would get the knowledge of other 
nodes that are more than one hop away by using OLSR 
information to reconstruct the full topology of the network 
for route calculation. This infers that a strictly centralized 
solution would be impossible and, combining SDN with a 
distributed routing protocol is used to deliver control 
messages to the controller from remote nodes. 
 

The implementation framework of Soft-Mesh is using 
Mininet-WiFi Simulator, providing a simple and inexpensive 
network testbed for developing OpenFlow applications. The 
topology under study is based on a controller, legacy nodes 
along with SDN hybrid nodes. The OpenDaylight (ODL) 
SDN Controller [68] is used for this purpose and 
implemented Soft-Mesh on the ODL controller as a network 
application. We evaluated Soft-Mesh by comparing its 
performance with the traditional routing approaches OLSR 
and BATMAN [69], as these schemes are considered 
relatively more stable among all other traditional routing 
approaches for wireless mesh networks. However, for hybrid 
approaches, Soft-Mesh architecture has been compared with 
wmSDN [39] and Hakiri [45], using performance metrics 

Average UDP Throughput, Packet Loss Ratio, End-to-End 
Delay, and Routing Overhead. 
 

Algorithm 3 Dijkstra Routing Algorithm 

ut:  Input: G [a connected simple graph with a positive       

                          weight for every edge],  

           ꝏ [a number greater than the sum of the weights     

           of all the edges in the graph],  

           w (u, v) [the weight of edge {u, v}],  

           a [the starting vertex],  

           z [the ending vertex] 

 

Algorithm Body: 

 

Initialize T to be the graph with vertex a and no edges.  
 Let V (T) be the set of vertices of T, and let E(T) be the 
set of edges of T. 

Let L(a) = 0, and for all vertices in G except a    
Let L(u) = ꝏ  
[The number L(x) is called the label of x.] 

 

Initialize v to equal a and F to be {a}.  
[The symbol v is used to denote the vertex most  

recently added to T.] 

 

while (z ∉ V (T)) 

F := (F — {v}) U {vertices that are adjacent to v  
and are not in V (T)}  

[The set F is called the fringe. Each time a vertex is 

added to T, it is removed from the fringe and the 

vertices adjacent to it are added to the fringe if they are 

not already in the fringe or the tree T] 

For each vertex u that is adjacent to v and is 
not  

in V (T), 
if L(v) + w(v, u) < L(u) then 
L(u) := L(v) + w(v, u)  
D(u) := v 

[Note that adding v to T does not affect the labels of 

any vertices in the fringe F except those adjacent to v. 

Also, when L(u) is changed to a smaller value, the 

notation D(u) is introduced to keep track of which 

vertex in T gave rise to the smaller value.] 

 
Find a vertex x in F with the smallest label 
Add vertex x to V (T), and add edge {D(x), x} to  

E(T) 
v := x [This statement sets up the notation for 

the  

next iteration of the loop.] 

end while 

 

Output: L(z)  
[L(z), a nonnegative integer, is the length of     

the shortest path from a to z.] 
_____________________________________________ 
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Experiments are performed for the topology consisting of a 
varying number of SDN hybrid nodes and legacy nodes that 
are 50, 100, 150, 200, and 250 nodes respectively. Moreover, 
the proportion of SDN hybrid nodes and legacy nodes is also 
variable to create three different simulation scenarios 
including 10%, 25%, and 50% of SDN hybrid nodes whereas 
90%, 75%, 50% of legacy nodes in the network topology. 
The size of topology has also been kept variable that is the 
size of 500m*500m for 50 and 100 nodes topology and 
1000m*1000m for 150, 200, and 250 nodes topology. To get 
more accurate results, experiments have been carried out 
several times that are approximately 10 experiments each for 
mentioned number of nodes have been performed while 
considering the Random walk mobility model to investigate 
support for node mobility in the algorithm. Moreover, to see 
the variations in results, standard deviations for the desired 
performance metrics have also been considered. For MAC 
Layer, mac80211_hwsim is used, where operation time to 
start an AP is 17ms, the station starts at 63ms, two nodes 
associate at 10ms, AP and stations associate at 350ms. The 
traffic flows are of constant bitrate (CBR) type. The mobility 
model random walk follows the speed of the mobile node 
that is minimum of 10m/s and maximum 50m/s. The 
parameters used in our simulations are presented in Table 3. 
 
VI. SIMULATION RESULTS AND DISCUSSION 

This section presents the comparison of performance metrics 
including the average UDP throughput, end-to-end delay, 
packet drop ratio, and routing overhead between the 
proposed routing architecture and existing traditional and 
hybrid SDN/IP routing architectures. Table 4 describes the 
comparison of various features and differences among 
proposed architecture Soft-Mesh and existing traditional and 
hybrid (SDN/IP) routing approaches. Simulations are carried 
out for OLSR and BATMAN routing schemes as these 
schemes are considered relatively more stable among all 
other traditional routing approaches for wireless mesh 
networks. 
  
A. THROUGHPUT 

Figure 11 shows the average UDP throughput for each 
scenario, based on the number of network nodes including 
the proportion of SDN hybrid nodes and legacy nodes in the 
performance enhancement is directly linked to the inherent 
features of the SDN paradigm itself. The continuous 
monitoring of the topology of the network enables the rapid 
identification of changes in topology and the rapid 
recalculation of new routes for the network's ongoing traffic 
flows. network topology. The statistics clearly show that 
Soft-Mesh’s centralized routing approach outperforms the 
distributed protocols as well as other hybrid approaches. 
This performance enhancement is directly linked to the 
inherent features of the SDN paradigm itself. The continuous 
monitoring of the topology of the network enables the rapid 

identification of changes in topology and the rapid 
recalculation of new routes for the network's ongoing traffic 
flows. If this recalculation results in better identification of 
the router, the corresponding rules are pushed to the routers 
and mounted along the measured path without flooding the 
network. This contrasts with the distributed protocols in 
which network flooding is the primary mechanism for 
propagating topology change information. It is understood 
that this "flooding" process induces substantial delays and 
increases the convergence time of the routing protocols. In 
short, Soft-Mesh routing responds faster than traditional 
protocols to topology changes and guarantees optimal paths 
(in terms of hop count) at any given time, which in turn 
yields optimal performance in terms of UDP throughput. 
Using SDN with WMN, it is possible to fine-tune the flow 
distribution, such as load balancing between alternate routes. 
 

TABLE III 
SIMULATION PARAMETERS OF SOFT-MESH ARCHITECTURE 

PARAMETERS VALUE 
Simulator Mininet-WiFi 
Protocols OLSR, BATMAN, wmSDN, 

Hakiri, Soft-Mesh 
Simulation Time 100 seconds 
PHY and MAC model 802.11n 
No of nodes  50, 100, 150, 200, 250 
Proportion (SDN hybrid nodes% 
+ Legacy nodes%) 

10%+90%, 25%+75%, 50%+50% 

Topology Size 500m * 500m (50 and 100 nodes), 
1000m * 1000m (150, 200 and 250 
nodes) 

Mobility Model Random Walk  
Mobility Speed Min 10 m/s, Max 50 m/s 
Traffic rate (Mbps) 5 Mbps 
Traffic Type UDP 
Traffic flows Characteristics Constant Bit Rate (CBR) 
Packet Size (byte) 1024 byte 
HELLO emission interval 2 seconds 
Controller-Node message 
emission 

3 seconds 

Timeout for unused routes  10 seconds 
Topology reconstruction interval 5 seconds 

 
 

Algorithm 4 Optimized Path Algorithm 

Data: rules, PATH  
Result: Function to find optimal path 
optimalPath(rules);  
if (∃ PATH in (rules) then  
     PATH ← find(rules); 
     return PATH  
else  

     rules ← calculateNewRules(); FlowMod_router();  
     return rules  
end 

optimal_path(rules); 
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TABLE IV 
COMPARISON OF SOFT-MESH WITH EXISTING TRADITIONAL AND HYBRID (SDN/IP) ROUTING APPROACHES 

Features OLSR BATMAN wmSDN Hakiri Soft-Mesh 

Traditional Routing Hybrid (SDN/IP) Routing 

Scalability 

   

Easily Scalable Easily Scalable Possibly Scalable Possibly Scalable Easily Scalable 

Reliability High High Possibly High Possibly High Very High 

Controller Failure 

Solution 

No Controller exists  No Controller 
exists 

Switch to traditional 
routing 

No solution 
proposed 

Switch to traditional 
routing 

Resource Optimization 

 

Not at all Not at all Possibly Optimized Moderately 
Optimized 

Highly optimized  

Congestion Control 

Mechanism 

Not at all Not at all No congestion control Load balancing 
mechanism  

Load balancing mechanism 

Network 

Programmability  

Not at all Not at all Programmable Programmable Programmable 

Cost-effectiveness Effective (All nodes 
are legacy nodes) 

Effective (All 
nodes are 
legacy nodes) 

Highly Expensive (All 
nodes need to be replaced 
with SDN hybrid nodes) 

Highly Expensive 
(All nodes need to 
be replaced with 
SDN hybrid nodes) 

Effective 
(Few nodes need to be 
replaced with SDN hybrid 
nodes) 

Network Monitoring Not at all Not at all Simple 
Network Monitoring  

Simple 
Network 
Monitoring  

Adaptive  
Network Monitoring  

B. PACKET DROP  

Packet loss is a good measure to represent the efficiency of 
a routing protocol in the optimization of internode interface 
exchanges. Due to the lack of a routing rule, data is collected 
about the packets lost. The packet drop ratio is shown by 
Figure 12, where OLSR has the largest dropped packet rate 
and therefore the slowest convergence phase, and BATMAN 
comes after due to a relatively long period between updates 
and the absence of an overhead optimization mechanism. 
BATMAN has less packet drop ratio than OLSR because of 
its buffering feature. They remember that it increases with 
the number of nodes. As a consequence, the rate of packet 
loss may be directly influenced by two key parameters, 
which could be the ability to optimize routes via route 
protocols and the amount of overhead they incur. 
Nonetheless, in most situations, interference has a direct 
effect on the rate of packet loss due to collisions and wrong 
packets. 
 
C. END-TO-END DELAY 

Figure 13 shows the end-to-end delay as the time from a 
packet to be sent from the source mesh node before it is 
received by the destination node. We carried out this 
experiment several times and maintained the average 
latency. It is not easy to quantify one-way delays because 
packets encounter numerous network delays, including 
collection delays, queuing delays, transmission, and 

propagation. Therefore, by assuming half of the RTT, we 
estimated the Round-Trip Time (RTT) and determined the 
one-way latency. Besides, we calculated the delay necessary 
to send a packet to the controller before it receives its router 
closure. The controller attempts to solve the problem of 
mobility, node, and connection failure by using the periodic 
broadcasting of route request messages. The results show 
that the end-to-end delay of legacy routing schemes, existing 
hybrid and Soft-Mesh architecture is higher in 50 and 100 
node network topologies. Whereas for network topology of 
150, 200, and 250 nodes, end-to-end delay is more in legacy 
routing schemes than SDN networks. In legacy networks, 
each packet must be queried and forwarded after the routing 
table has been defined. The routing table scale increases with 
the growth of the network scale, resulting in the slow speed 
of querying and forwarding. In SDN, the data packet 
received by the node is first forwarded to the controller, then 
the flow entries are pushed to the node by the controller, after 
which the packets can be forwarded via the flow table query. 
In a similar network topology, the OpenVswitch flow table 
scale is smaller than the router routing table scale, so when 
the network scale is high, the OpenVswitch forwarding 
speed will be higher. 
 
D. ROUTING OVERHEAD 

The global routing load incurred by routing protocols 
increases proportionally with the size of the network, as  
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FIGURE 11. Average UDP Throughput  

 

 

FIGURE 12. Packet Drop Ratio 

 
shown in Figure 14. We should also note that OLSR, while 
the best in terms of network throughput, is very costly in 
overhead among traditional routing protocols (OLSR and 
BATMAN). The centralized SDN operation removes the 
need for flooding used by the OLSR protocol, thus enabling 
better results even when the message exchange rate is high 
between the controller and the hosts. Therefore, using the 
SDN method and therefore having less overhead will 
minimize the effect of interference as well as convergence  

time. The simulation results show that the centralized 
approach and the out-of-band signaling of the Soft-Mesh 
solution enable WMNs to overcome the limitations caused 
by distributed routing. SDN routing is based on a centralized 
approach that establishes communication between nodes via 
the controller but is greatly influenced by frequent node 
movement in wireless networks, especially wireless mesh 
networks. The proposed Soft-Mesh routing architecture is 
more helpful for WMN compared to traditional BATMAN  

 

 
FIGURE 13. Average End-to-End Delay  

 

FIGURE 14. Routing Overhead  
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and OLSR routing protocols, and with another hybrid 
(SDN/IP) routing approach. The subsequent methods aim to 
find the best route to the controller, resulting in a greater 
delay in establishing connections between the controller and 
the node, making it possible for the controller to remain 
unavailable for a longer period. When a node needs to 
connect to another node, the controller is asked to provide 
information about the path to that specific node, resulting in 
the implementation of the appropriate routing rules. In this 
respect, connection to the controller node plays a major role 
in establishing connectivity from one node to another. 
However, routing rules do not change or update periodically 
on wired networks due to the static nature of network nodes, 
resulting in no impact on the controller’s node connectivity. 
However, communication between nodes, especially 
wireless mesh networks, is very much influenced by frequent 
node movement in wireless networks. The proposed Soft-
Mesh routing architecture is more useful for WMN 
compared to traditional BATMAN and OLSR routing 
techniques. The subsequent methods aim to find the best 
route to the controller, resulting in a greater delay in 
establishing connections between the controller and the 
node, making it possible for the controller to remain 
unavailable for a longer period.  
 

VII. CONCLUSION AND FUTURE WORK 

 

This paper presents a robust routing architecture for hybrid 
SDN and wireless mesh networks.  The main objective of 
this article is to combine SDN with WMN based on a hybrid 
topology and to examine routing problems and their effects 
while changing the SDN node architecture. Network 
topologies based on legacy nodes and SDN hybrid nodes 
consider the proposed hybrid routing architecture. The 
suggested solution is to hybridize SDN nodes and co-exist 
OLSR routing for IP-based forwarding with the OpenFlow 
protocol for SDN forwarding to achieve seamless 
interoperability between SDN and legacy nodes. It should be 
noted that our research does not seek to support the 
replacement of traditional routing approaches by SDN 
routing. The goal of this work is to investigate whether an 
architecture based on SDN can assist WMN routing and not 
arbitrarily equate legacy routing protocols using in-band 
signaling with a centralized approach using out-of-band 
signaling. Considering legacy protocols, it is discussed how 
the SDN networking architecture can be used and to what 
degree the former can assist the latter. Moreover, Soft-Mesh 
architecture provides a cost-effective solution and seamless 
interoperability between legacy nodes and SDN nodes as 
compared to other hybrid routing architectures. Experiments 
are performed for the topology consisting of a varying 
number of SDN hybrid nodes and legacy nodes that are 50, 
100, 150, 200, and 250 nodes respectively. Moreover, the 
proportion of SDN hybrid nodes and legacy nodes is also 
variable to create three different simulation scenarios 
including 10%, 25%, and 50% of SDN hybrid nodes whereas 
90%, 75%, 50% of legacy nodes in the network topology. 

The size of topology has also been kept variable that is the 
size of 500m*500m for 50 and 100 nodes topology and 
1000m*1000m for 150, 200, and 250 nodes topology. 
Simulations are carried out for OLSR and BATMAN routing 
schemes as these schemes are considered relatively more 
stable among all other traditional routing approaches for 
wireless mesh networks. However, for hybrid approaches, 
Soft-Mesh architecture has been compared with wmSDN 
and Hakiri. the proposed routing Soft-Mesh provides 
enhanced results in terms of various performance metrics 
including average UDP throughput, end-to-end delay, packet 
drop ratio, and routing overhead. Soft-Mesh gives 50% to 
70% improved results for incremental proportion of SDN 
hybrid nodes. Therefore, our findings indicate that the SDN 
approach will positively help the operations of the 
distributed routing protocol. As future work, we intend to 
validate the proposed hybrid routing architecture using some 
larger scale testbed, and to analyze further changes SDN 
solution should introduce to the IP routing domain in WMNs 
at large. 
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