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Abstract—Much current software defect prediction work focuses on the number of defects remaining in a software system. In this

paper, we present association rule mining based methods to predict defect associations and defect correction effort. This is to help

developers detect software defects and assist project managers in allocating testing resources more effectively. We applied the

proposed methods to the SEL defect data consisting of more than 200 projects over more than 15 years. The results show that, for

defect association prediction, the accuracy is very high and the false-negative rate is very low. Likewise, for the defect correction effort

prediction, the accuracy for both defect isolation effort prediction and defect correction effort prediction are also high. We compared the

defect correction effort prediction method with other types of methods—PART, C4.5, and Naı̈ve Bayes—and show that accuracy has

been improved by at least 23 percent. We also evaluated the impact of support and confidence levels on prediction accuracy, false-

negative rate, false-positive rate, and the number of rules. We found that higher support and confidence levels may not result in higher

prediction accuracy, and a sufficient number of rules is a precondition for high prediction accuracy.

Index Terms—Software defect prediction, defect association, defect isolation effort, defect correction effort.
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1 INTRODUCTION

THE success of a software system depends not only on
cost and schedule, but also on quality. Among many

software quality characteristics, residual defects has become
the de facto industry standard [12]. Therefore, the prediction
of software defects, i.e., deviations from specifications or
expectations which might lead to failures in operation [11],
has been an important research topic in the field of software
engineering for more than 30 years. Clearly, they are a
proxy for reliability, but, unfortunately, reliability is
extremely difficult to assess prior to full deployment.

Current defect prediction work focuses on estimating the
number of defects remaining in software systems with code
metrics, inspection data, and process-quality data by
statistical approaches [7], [18], [9], capture-recapture (CR)
models [27], [21], [6], [10], and detection profile methods
(DPM) [28].

The prediction result, which is the number of defects
remaining in a software system, can be used as an
important measure for the software developer [16], and
can be used to control the software process (i.e., decide
whether to schedule further inspections or pass the soft-
ware artifacts to the next development step [19]) and gauge
the likely delivered quality of a software system [11]. In
contrast, Bhandari et al. [4], [5] propose that the defects
found during production are a manifestation of process

deficiencies, so they present a case study of the use of a

defect based method for software in-process improvement.

In particular, they use an attribute-focusing (AF) method [3]

to discover associations among defect attributes such as

defect type, source, phase introduced, phase found,

component, impact, etc. By finding out the event that could

have led to the associations, they identify a process problem

and implement a corrective action. This can lead a project

team to improve its process during development. We

restrict our work to the predictions of defect (type)

associations and corresponding defect correction effort.

This is to help answer the following questions:

1. For the given defect(s), what other defect(s) may co-
occur?

2. In order to correct the defect(s), how much effort will
be consumed?

We use defect type data to predict software defect

associations that are the relations among different defect

types such as: If defects a and b occur, then defect c also will

occur. This is formally written as a ^ b ) c. The defect

associations can be used for three purposes:
First, find as many related defects as possible to the

detected defect(s) and, consequently, make more-effective

corrections to the software. For example, consider the

situation where we have classes of defect a, b, and c and

suppose the rule a ^ b ) c has been obtained from a

historical data set, and the defects of class a and b have

been detected occurring together, but no defect of class c

has yet been discovered. The rule indicates that a defect of

class c is likely to have occurred as well and indicates that

we should check the corresponding software artifact to see

whether or not such a defect really exists. If the result is

positive, the search can be continued so, if rule a ^ b ^ c ) d

holds as well, we can do the same thing for defect d. We
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believe this may be useful as it permits more-directed
testing and more-effective use of limited testing resources.

Second, help evaluate reviewers’ results during an
inspection. For example, if rule a ^ b ) c holds but a
reviewer has only found defects a and b, it is possible that
(s)he missed defect c. Thus, a recommendation might be
that his/her work should be reinspected for completeness.

Third, to assist managers in improving the software
process through analysis of the reasons some defects
frequently occur together. If the analysis leads to the
identification of a process problem, managers have to come
up with a corrective action.

At the same time, for each of the associated defects, we
also predict the likely effort required to isolate and correct
it. This can be used to help project managers improve
control of project schedules.

Both of our defect association prediction and defect
correction effort prediction methods are based on the
association rule mining method which was first explored
by Agrawal et al. [1]. Association rule mining aims to
discover the patterns of co-occurrences of the attributes in a
database. However, it must be stressed that associations do
not imply causality. An association rule is an expression
A ) C, where A (Antecedent) and C (Consequent) are sets
of items. The meaning of such rules is quite intuitive: Given
a database D of transactions, where each transaction T 2 D
is a set of items, A ) C expresses that whenever a
transaction T contains A, then T also contains C with a
specified confidence. The rule confidence is defined as the
percentage of transactions containing C in addition to A
with regard to the overall number of transactions
containing A.

The idea of mining association rules originates from the
analysis of market-basket data where rules like “customers
who buy products p1 and p2 will also buy product p3 with
probability c percent” are extracted. Their direct applic-
ability to business problems together with their inherent
understandability make association rule mining a popular
data mining method. However, it is clear that association
rule mining is not restricted to dependency analysis in the
context of retail applications, but can successfully be
applied to a wide range of business and science problems.

Although association rule mining aims to discover the
co-occurring patterns of the attributes in databases, it has
been shown that association rule mining based classifica-
tion—associative classification—frequently has higher clas-
sification accuracy than other classification methods. The
underlying reason is that these methods use heuristic/
greedy search techniques to build classifiers; they induce a
representative subset of rules. However, as association rule
mining explores high-confidence associations among multi-
ple variables, it may overcome some constraints introduced
by other techniques, e.g., decision-tree induction methods
that examine one variable at a time. Thus, associative
classification takes the most effective rule(s) from among all
the rules mined for classification.

Extensive performance studies have also shown that
associative classification frequently generates better accu-
racy than state-of-the-art classification methods. Ali et al.
[2] use association rule mining to do a partial

classification in the context of very large numbers of
class attributes, when most attribute values are missing,
or the class distribution is highly skewed and the user is
interested in understanding the low-frequency classes. Liu
et al. [17] and Yin and Han [30] integrate classification
and association rule mining to build a classifier; the
former method prunes rules using both minimum
support and pessimistic estimation. Wang et al. [26]
proposed a general method for turning an arbitrary set of
association rules into a classifier. Dong et al. [8] combined
several association rules to classify a new case, which
partially addressed the low support of classification rules
because a combined rule has a lower support. Wang et al.
[25] used multilevel association rules to build hierarchical
classifiers where both the class space and the feature
space are organized into a taxonomy. Association rule
mining based methods have also been used in the
prediction of WWW caching and prefetching [29], outer
membrane proteins [23], and software source-code
changes [31], [32]. The successful use of association rule
mining in various fields motivates us to apply it to the
software defect data set.

The rest of the paper is organized as follows: In Section 2,
we describe the approach used by the study. In Section 3,
we present the specific defect association and defect-
correction effort prediction methods. In Section 4, we
present our experimental results. Finally, in Section 5, we
summarize our work and findings.

2 RESEARCH METHOD

2.1 General Method

The objective of the study is to discover software defect
associations from historical software engineering data sets,
and help determine whether or not a defect(s) is accom-
panied by other defect(s). If so, we attempt to determine
what these defects are and how much effort might be
expected to be used when we correct them. Finally, we aim
to help detect software defects and effectively improve
software control.

For this purpose, first, we preprocessed the NASA SEL
data set (see the following section for details), and obtained
three data sets: the defect data set, the defect isolation effort
data set, and the defect correction effort data set. Then, for
each of these data sets, we randomly extracted five pairs of
training and test data sets as the basis of the research. After
that, we used association rule mining based methods to
discover defect associations and the patterns between a
defect and the corresponding defect isolation/correction
effort. Finally, we predicted the defect(s) attached to the
given defect(s) and the effort used to correct each of these
defects. We also compared the results with alternative
methods where applicable.

2.2 Data Source and Data Extraction

The data we used is SEL Data [22] which is a subset of the
online database created by the NASA/GSFC Software
Engineering Laboratory (SEL) for storage and retrieval of
software engineering data for NASA Goddard Space Flight
Center. The subset includes defect data of more than
200 projects completed over more than 15 years.
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The SEL Data is a database consisting of 15 tables that
provide data on the projects’ software characteristics (over-
all and at a component level), changes and errors during all
phases of development, and effort and computer resources
used. In the SEL Data, the defects are divided into six types,
Table 1 contains the details. See [15] for further information.

In addition, the effort used to correct defects falls into
four categories: One Hour or Less, One Hour to One Day,
One Day to Three Days, and More Than Three Days.

For the purpose of defect association prediction, we used
SQL to extract defect data from different tables of the SEL
data and obtained the basic defect data set. The defect data
is very simple, and consists of defect types and the
corresponding dates on which the need for change was
determined. Then, we followed the sliding window

approach, that is, two subsequent defects a and b are part

of one transaction if they are at most one day apart and

belong to the same project, to infer the transactions needed

for the association rule mining. Fig. 11 contains summary

information. We would like to clarify that while we set the

size of the sliding window to one day in this analysis, it

does not imply that we are limited to this value and it could

be set to any other time interval thought appropriate.

Moreover, placing defects into one transaction according to

the selected sliding window just means they co-occur

during the given time window, it does not imply they
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1. The notation k-defect means that k defects occurred together in a
transaction.

TABLE 1
Defect Type Description

Fig. 1. Distribution of cases by defect type and k-defect for the defect data set.



must be dependent. However, if the placement of defects is

coincidental they tend not to form association rules.
For the purpose of defect correction effort prediction, we

also used SQL to extract defect data and the corresponding

isolation and correction effort data from SEL data and

obtained two further data sets: the defect isolation effort

data set and the defect correction effort data set. Both

consist of five attributes (see Table 2 for details). Fig. 2 and

Fig. 3 provide the corresponding summary information.
For both the defect association and defect correction

effort predictions, the data set D is randomly split into five

mutually exclusive subsets D1, D2, . . . , and D5 of equal size,

and [5
i¼1Di ¼ D. We used D�Dt

2 ðt ¼ f1; 2; . . . ; 5gÞ, and Dt

as training sets and test sets, respectively.

2.3 Analysis Approach

We use the five-fold cross-validation method as the overall

analysis approach. That is, for each D of the defect data set,

the defect isolation effort data set, and the defect correction

effort data set, the inducer is trained and tested a total of

five times. Each time t 2 f1; 2; . . . ; 5g, it is trained on D�Dt

and tested on Dt.
We use the association rule mining method to learn rules

from the training data sets. For defect association predic-

tion, the rule learning is straightforward, while for defect

correction effort prediction, it is more complicated because

the consequent of a rule has to be defect correction effort.

Considering the target of association rule mining is not

predetermined and classification rule mining has only one

predetermined target, the class, we integrate these two

techniques to learn defect correction effort prediction rules

by focusing on a special subset of association rules whose

consequents are restricted to the special attribute, the effort.
Once we obtain the rules, we rank them, and use them to

predict the defect associations and defect correction effort

with the corresponding test data sets. The predictions of

defect associations and defect correction effort are both
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based on the length-first (in terms of the number of items in
a rule) strategy (see Section 3.2 for details).

To our knowledge, there is no work on software defect
association prediction and there is no other method that can
be used for this purpose. Therefore, we are unable to
directly compare our defect association prediction method
with other studies. As the defect correction effort is
represented in the form of categorical values and there are
some attributes to characterize it, it can be viewed as a
classification problem. This allows us to compare our defect
correction prediction method with three different types of
methods. These methods are the Bayesian rule of condi-
tional probability-based method, Naı̈ve Bayes [13], the well-
known trees-based method, C4.5 [20], and the simple and
effective rules-based method, PART [14].

3 RULE DISCOVERY AND DEFECT/EFFORT

PREDICTION

In this section, we first introduce the basic concepts of
association rule mining. Then, we present the rule-ranking
strategy used for the purpose of defect association and
defect correction effort predictions. After that, we respec-
tively give the methods of defect association prediction and
defect correction effort prediction based on the association
rule mining method.

3.1 Association Rule Discovery

Association rule mining searches for interesting relation-
ships, e.g., frequent patterns, associations, correlations, or
potential causal structures, among sets of objects in
databases or other information repositories. The approach
is data rather than hypothesis driven. The interestingness of
an association rule is measured by both support and
confidence, which respectively reflect the usefulness and
certainty of the rule. It must be stressed that even rules that
discover with high levels of support (or relevance) and high
confidence do not necessarily imply causality. However,
such rules would obviously stimulate further research
through the postulation of models that can be empirically
evaluated.

Let I ¼ fI1; I 2; . . . ; Img be a set of attribute values, called
items. A setA � I is called an item set. Let a databaseD be a
multiset of I . Each T 2 D is called a transaction. An
association rule is an expression A ) C, where A � I ,
C � I , and A

T
C ¼ �. We refer to A as the antecedent of

the rule, and C as the consequent of the rule. The rule A ) C
has support SuppðA ) CÞ in D, where the support is defined
as SuppðA ) CÞ ¼ SuppðA

S
CÞ. That means SuppðA ) CÞ

percent of the transactions in D contain A
S
C, and

SuppðAÞ ¼ jfT 2 DjA � T gj=jDj is the support of A that is
the fraction of transactions T supporting an item set A with
respect to database D. The number of transactions required
for an item set to satisfy minimum support is referred to as
the minimum support count. A transaction T 2 D supports an
item set A � I if A � T holds. The rule A ) C holds in D
with confidence ConfðA ) CÞ, where the confidence is
defined as ConfðA ) CÞ ¼ SuppðA

S
CÞ=SuppðAÞ. That

means ConfðA ) CÞ percent of the transactions in D that
contain A also contain C. The confidence is a measure of the

rule’s strength or certainty while the support corresponds to
statistical significance or usefulness.

Association rule mining generates all association rules
that have a support greater than minimum support
min:SuppðA ) CÞ, in the database, i.e., the rules are
frequent. The rules must also have confidence greater than
minimum confidence min:ConfðA ) CÞ, i.e., the rules are
strong. The process of association rule mining consists of
these two steps: 1) Find all frequent item sets, where each
A
S
C of these item sets must be at least as frequently

supported as the minimum support count. 2) Generate
strong rules from the discovered frequent item sets, where
each A ) C of these rules must satisfy min:SuppðA ) CÞ
and min:ConfðA ) CÞ.

3.2 Rule-Ranking Strategy

Before prediction, we rank the discovered rules according
to the length-first strategy. The length-first strategy was
used for two reasons. First, for the defect association
prediction, the length-first strategy enables us to find out
as many defects as possible that coincide with known
defect(s), thus preventing errors due to incomplete dis-
covery of defect associations. Second, for the defect
correction effort prediction, the length-first strategy enables
us to obtain more-accurate rules, thus improving the effort-
prediction accuracy.

Specifically, the length-first rule-ranking strategy is as
follows:

1. Rank rules according to their length. The longer the
rules, the higher the priority.

2. If two rules have the same length, rank them
according to their confidence values. The greater
the confidence values, the higher the priority. The
more-confident rules have more predictive power in
terms of accuracy; thus, they should have higher
priority.

3. If two rules have the same confidence values, rank
them according to their support values. The higher
the support values, the higher the priority. The rules
with higher support value are more statistically
significant, so they should have higher priority.

4. If two rules have the same support value, rank them
in alphabetical order.

The algorithmic description of the strategy is shown in
Fig. 4.

3.3 Defect Association Prediction

As the first step of defect association prediction, we used
the association rule mining method to find defect
association rules from the defect data set. Although the
discovery of defect association rules is straightforward,
the implementation requires certain modifications to the
data set. As Fig. 1 shows, 37.36 percent of cases in the
defect data set contain only one defect. This means at
least 37.36 percent of cases will not be correctly
predicted. The reason is that the association rule mining
method can only discover the rules with two or more
defects. In order to predict the defects that occurred
independently, we added a NULL to the transactions
with only one defect. With this modification, the
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association rule mining method is able to find rules like

Defectfag ) DefectfNULLg, which means defect a

occurred independently.
The next step is to predict whether or not a k-defect will

occur with others. The prediction begins by ranking the

discovered rules according to the strategy presented in

Section 3.2. Then, for the k-defect, we scan the rules one by

one and identify the rule whose antecedent contains the

k-defect. After that, we merge the consequent of the

corresponding rule with the k-defect and generate a

ðkþ 1Þ-defect. For the ðkþ 1Þ-defect, we repeat the process

until there are no rules available, the fðkþ nÞ-defectg �

fk-defectg is the defect(s) which occurred with the k-defect.

Fig. 5 contains an algorithmic description of the procedure.
The measures used to evaluate the defect association

prediction method are prediction accuracy, false-negative

rate, and false-positive rate, which are defined as follows:

Let G be a given original defect set, R be the real defect set,

and P be the predicted defect set. The prediction accuracy of

P is defined as:

AccuracyðPÞ ¼
jðR � GÞ \ ðP � GÞj

jR � Gj
; ð1Þ

where, if G � R � P or R � P, AccuracyðPÞ ¼ 1.

We use the false-negative rate and false-positive rate
to present the prediction error of defect associations. The
false-negative rate FN denotes how many defects that are
not predicted to occur along with the given set G but
actually do, and is defined as follows:

FNðPÞ ¼
jR �R \ Pj

jR � Gj
; ð2Þ

where, if G � R � P or R � P, FNðPÞ ¼ 0.
The false-positive rate FP denotes how many defects are

predicted to occur along with the given set G but actually do
not. It is defined as follows:

FPðPÞ ¼
jP �R \ Pj

jR � Gj
; ð3Þ

where, if G � R � P or R � P, FPðPÞ ¼ 0.

3.4 Defect Correction Effort Prediction

Because the intent of defect correction effort3 prediction is
predetermined and the association rulemining has no special
goal, the association rule mining based discovery of defect
correction effort prediction rules is not straightforward. For
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3. Here, the defect correction effort includes both defect isolation effort
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the purpose of defect correction effort prediction, we used
the constraint-based association rule mining method [24].
Specifically, the procedure of association rule mining was
adapted as follows:

1. Compute the frequent item sets that occur together
in the training data set at least as frequently as a
predetermined min:Supp. The item sets mined must
also contain the effort labels.

2. Generate association rules from the frequent item
sets, where the consequent of the rules is the effort.
In addition to the min:Supp threshold, these rules
must also satisfy a minimum confidence min:Conf .

For the algorithmic description of the constraint-based
association rule mining procedure, we refer readers to [24].

Once the rules are obtained, we rank them according to
the approach presented in Section 3.2. Then, for each
element of the given defect and its attributes, we scan the
rules one by one and identify the rule whose antecedent
contains the element. After that, we merge the antecedent of
the corresponding rule with the element, generate an
element set, and obtain the corresponding effort. For the
element set, we continue the scan until no more rules fit. At

this point, we have obtained the most likely candidate effort
and the corresponding similarity for the element. We repeat
the process until all the elements of the given defect and its
attributes have been checked. Finally, we compare the
similarities of all the candidates; the most similar
candidate’s effort is the defect correction effort for the
given defect and its attributes. Fig. 6 is the algorithmic
description which contains the details of the procedure.

As the defect correction effort is represented in catego-
rical values and there are some attributes characterizing it,
it can be viewed as a classification problem. Hence, we use
the normal classification accuracy measure to evaluate the
defect correction effort prediction method and the other
three methods.

4 EXPERIMENTAL RESULTS

In this section, we present the experimental results for the
defect data set, the defect isolation effort data set, and the
defect correction effort data set with different minimum-
support thresholds and different minimum-confidence
thresholds for association rule mining based defect associa-
tion and defect correction effort predictions. We also
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compared the proposed methods with the other three
methods if applicable. As five training and test sets were
used, for each of the defect data set, the defect isolation
effort data set, and the defect correction effort data set, we
let the average accuracy of the corresponding five test sets
be the final result.

4.1 Defect Association Prediction

4.1.1 Defect Association Rules

When mining defect association rules, we applied three
values for minimum support (10, 20, and 30 percent) and
four minimum confidence values (30, 40, 50, and 60 percent).
This means a total of 12 cases were considered. At the same
time, these 12 cases were applied to the five training data
sets, which were derived from the defect data set by using
the method presented in Section 2.2. This resulted in a total
of 60 sets of rules, which consist of more than 1,000 rules.
For this reason, we do not list them all (!), but instead
present their typical forms and the statistical analysis of the
results.

The typical forms of the defect association rules are listed
below:

. DefectfDataV alueg
) DefectfNullg@ð32:5%; 79:9%Þ.

. DefectfEx:Interfaceg
) DefectfComput:g@ð39:0%; 69:5%Þ.

. DefectfComput:g ^DefectfIni:g
) DefectfEx:Interfaceg@ð34:3%; 75:1%Þ.

. DefectfIn:Interfaceg ^DefectfIni:g
^ DefectfDataV alueg
) DefectfLogi:Strucg@ð35:4%; 94:8%Þ.

. DefectfComput:g ^DefectfIni:g
^ DefectfLogi:Strucg
^ DefectfDataV alueg
) DefectfIn:Interfaceg@ð31:4%; 88:1%Þ.

The first is a one-defect rule, which means that defect
DataV alue occurred independently in 32.5 percent of cases
in the defect data set and, when occurring, it is independent
with a probability of 79.9 percent. The second is a two-
defect rule, which means these two defects can co-occur.
This rule shows that 39 percent of the cases in the defect
data set contain both defects Ex:Interface and Comput:,

and 69.5 percent of the cases in the defect data set that
contain defects Ex:Interface also contain defect Comput: It
reveals that defect Comput: can co-occur with defect
Ex:Interface with a significance of 39 percent and a
certainty of 69.5 percent. The third is a three-defect rule,
which means these three defects can co-occur. This rule
shows that 34.3 percent of the cases in the defect data set
contain defects Comput:, Ini:, and Ex:Interface, and
75.1 percent of the cases in the defect data set that contain
defects Comput: and Ini: also contain defect Ex:Interface.
It reveals that defect Ex:Interface can co-occur with defects
Comput: and Ini: with a significance of 34.3 percent and
a certainty of 75.1 percent. The fourth is a four-defect
rule, which reveals that defect Logi:Struc can co-occur
with defects In:Interface, Ini:, and DataV alue with a
significance of 35.4 percent and a certainty of 94.8
percent. The fifth is a five-defect rule, which reveals that
defect In:Interfacec can co-occur with defects Comput:,
Ini:, Logi:Struc, and DataV alue with a significance of
31.4 percent and a certainty of 88.1 percent.

Fig. 7 is the distribution of defect association rules by
minimum support (min:Supp) for all five training data sets.
We observe that the overall behaviors of the training data
sets are very similar except for the data set D1. Specifically,
for each data set, the average number of rules decreases as
the min:Supp increases from 10 percent through 20 to
30 percent, and the decrease is very sharp when min:Supp
exceeds 20 percent.

Fig. 8 is the distribution of defect association rules by
minimum confidence (min:Conf) again for all five training
data sets. We observe that for each data set, the average
number of rules decreases as min:Conf increases from 30
percent through 40 percent and 50 to 60 percent, but the
average number of rules for data setD1 is greater than other
data sets at each confidence point.

Fig. 9 is the distribution of defect association rules by
rule length. Comparing it with Fig. 1, we observe that these
two distributions are dissimilar, especially for one-defect
and two-defect. This is because there are only six types of
defects. Thus, for one-defect, six rules can cover all cases
and, for two-defect, the combinations of any two of six
defects are also relative smaller, moreover, some defects
may never occur together.
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4.1.2 Defect Association Prediction Results

Table 3 contains the defect association prediction results

with min:Supp ¼ 20% and min:Conf ¼ 30%. We observe

that the defect association prediction accuracy is very high

and the false negative rate FN is very low. These are both

desirable. The smaller the false negative rate FN , the

smaller the possibility that the defect associations are not

identified. On the other hand, the false positive rate FP is

rather high, but this guarantees that we can find more

defects. However, the cost is increased testing effort.
Table 4 and Table 5 show the results of the impact of

min:Supp and min:Conf on the defect association predic-

tion accuracy, respectively. Table 4 shows that both the

defect association prediction accuracy and the false-positive

rate FP decrease, but the false-negative rate FN increases

as min:Supp increases from 10 to 30 percent. The defect

association prediction accuracy with min:Supp ¼ 10% is the

same as min:Supp ¼ 20% except the FP of the former is

greater than the latter. This means decreasing min:Supp has

no further impact upon the prediction accuracy. In contrast,

it will increase the FP, which is something we wish to

avoid.
Table 5 reveals that the defect association prediction

accuracy decreases, but both FP and FN increase as

min:Conf increases from 30 to 60 percent. This means that

increasing min:Conf cannot improve the prediction accu-

racy further. In contrast, it will increase both FP and FP.
The quality of defect association prediction depends on

the rules, thus we also explored the impact of min:Supp and

min:Conf on the number of rules and further on the

prediction accuracy. Table 6 and Table 7 show the results.

We observe that the total number of rules with different

length decreases as min:Supp increases from 10 to 30 per-

cent. It seems that min:Supp affects long rules more than

short ones but min:Conf affects short rules more than long

rules, although the total number of rules with different

length decreases as min:Conf increases from 30 to

60 percent. In comparison with Table 3, we find that in

order to obtain high prediction accuracy, a sufficient

number of rules is a precondition.

4.2 Defect Isolation Effort Prediction

4.2.1 Defect Isolation Effort Prediction Rules

Again, we have 12 cases to consider (minimum support

values of 10, 20, and 30 percent combined with minimum

confidence values of 10, 20, 30, and 40 percent). These

12 cases are applied to the five training data sets, which

were derived from the defect isolation data set by using the

method presented in Section 2.2. Again, this yields a total of

60 sets of rules, which total more than 1,000 rules.
The typical forms of the defect isolation effort prediction

rules are listed as follows:
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Fig. 9. Distribution of defect association rules by rule length for the

defect data set.

TABLE 3
Defect Association Prediction Accuracy

TABLE 4
Defect Association Prediction Accuracy

with Different Minimum Supports

TABLE 5
Defect Association Prediction Accuracy
with Different Minimum Confidences

TABLE 6
Number of Defect Association Prediction Rules by Rule Length

with Different Minimum Supports

TABLE 7
Number of Defect Association Prediction Rules by Rule Length

with Different Minimum Confidences



. DefectfIni:g ) EffortfOne Hour or Lessg
@ð15:3%; 64:1%Þ

. DefectfComput:g ^AttrifTypoErr ¼ Ng
) EffortfOne Day to Three Daysg
@ð10:2%; 10:5%Þ.

. DefectfLogic:Strug ^AttrifTypoErr ¼ Ng
^ AttrifOmisErr ¼ Y g
) EffortfOne Hour to One Dayg
@ð15:4%; 40:1%Þ.

. DefectfDataV alueg ^AttrifTypoErr ¼ Ng
^ AttrifOmisErr ¼ Ng ^ AttrifComisErr ¼ Y g
) EffortfOne Hour or Lessg@ð10:6%; 64:5%Þ.

The first rule contains only one antecedent. It shows that for

an initialization defect, no matter what attributes are

attached, the effort used to isolate it is One Hour or Less

with a significance of 15.3 percent and a certainty of

64.1 percent. The second rule shows that 10.2 percent of the

cases in the defect isolation effort data set contain defect

Comput:, defect attribute TypoErr ¼ N , and defect isolation

effort One Day to Three Days, and 10.5 percent of the cases

in the defect isolation effort data set that contain defects

Comput: and TypoErr ¼ N also contain defect isolation

effort One Day to Three Days. This means that if a

computational defect was not caused by a typographical

error, we can say the effort used to isolate it is One Day to

Three Days with a significance of 10.2 percent and a
certainty of 10.5 percent. The third rule reveals that if a
logical-structure defect was caused not by a typographical
error but by an omission error, we can say the effort used to
isolate it is One Hour to One Day with a significance of 15.4
percent and a certainty of 40.1 percent. The fourth rule
reveals that if a data-value defect was caused neither by a
typographical error nor by an omission error but by a
commission error, we can say the effort used to isolate it is
One Hour or Less with a significance of 10.6 percent and a
certainty of 64.5 percent.

Fig. 10 is the distribution of defect isolation effort
prediction rules by minimum support min:Supp for all five
training data sets. We observe that, for each data set, the
average number of rules decreases as the minimum support
min:Supp increases from 10 percent through 20 to
30 percent, and the decrease is very sharp when min:Supp

exceeds 10 percent but is less than 20 percent.
Fig. 11 is the distribution of defect isolation effort

prediction rules by minimum confidence min:Conf for all
the five training data sets. We observe that, for each data
set, the average number of rules decreases as the minimum
confidence min:Conf increases from 10 percent through 20
and 30 percent to 40 percent, and the decrease is sharp
when min:Conf exceeds 30 percent.

Fig. 12 is the distribution of defect isolation effort
prediction rules by rule length. We observe that nearly half
of the rules have two antecedents and more than 30 percent
of rules have one antecedent. Thus, these rules constitute
the main part of the rule set.

4.2.2 Defect Isolation Effort Prediction Results

Table 8 contains the defect isolation effort prediction results
of four methods: association rule mining based method
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Fig. 10. Distribution of defect isolation effort prediction rules by

Min:Supp for the five defect isolation effort data sets.

Fig. 11. Distribution of defect isolation effort prediction rules by

Min:Conf for the five defect isolation effort data sets.

Fig. 12. Distribution of defect isolation effort prediction rules by rule

length for the defect isolation effort data set.

TABLE 8
Defect Isolation Effort Prediction Accuracy



(with min:Supp ¼ 10% and min:Conf ¼ 10%), PART, C4.5,

and Naı̈ve Bayes. We observe that the accuracy of the

association rule mining based method is higher than the

other three methods by at least 25 percent. This means for

the purpose of predicting defect isolation effort, association

rule mining substantially outperforms the Bayesian prob-

ability, tree, and rule-based methods. The reason associa-

tion rule mining based prediction performs so much better

than other methods is that it explores high confidence

associations among multiple variables and discovers inter-

esting rules, i.e., rules that are useful, strong, and

significant. By contrast, the other methods use domain

independent biases and heuristics to generate a small set of

rules, which results in many interesting and useful rules

remaining undiscovered.
Table 9 and Table 10 are the results of the impact of

min:Supp and min:Conf on the defect isolation effort

prediction accuracy, respectively. Table 9 shows that the

defect isolation effort prediction accuracy decreases as

min:Supp increases from 10 to 30 percent, and the accuracy

with min:Supp ¼ 10% is just a little better than

min:Supp ¼ 20%. This means decreasing min:Supp cannot

greatly improve the prediction accuracy.
Table 10 shows that the defect isolation effort prediction

accuracy decreases as min:Conf increases from 9 to

40 percent, and the accuracy with min:Conf ¼ 10% slightly

higher than min:Conf ¼ 20%. This means decreasing

min:Conf doesn’t greatly improve prediction accuracy.
Table 11 and Table 12 are the results of the impact of

min:Supp and min:Conf on the number of defect isolation

effort prediction rules, respectively. We observe that the

total number of rules with different length decreases as both

min:Supp and min:Conf increase. It seems that the

conclusion that a sufficient number of rules is a precondi-

tion for high prediction accuracy also works in the context

of defect isolation effort prediction.

4.3 Defect Correction Effort Prediction

4.3.1 Defect Correction Effort Prediction Rules

When mining defect correction effort prediction rules, we

used the same configuration as mining defect isolation

effort prediction rules. At the same time, the forms of defect

correction effort prediction rules are also the same as those

of the defect isolation effort prediction rules. Thus, we just

present the statistical analysis results of the rules.
Fig. 13 is the distribution of defect correction effort

prediction rules by minimum support min:Supp for all the

five training data sets. We observe that, for each data set,

the average number of rules decreases as the minimum

support min:Supp increases from 10 percent through 20 to

30 percent, and the decrease between 10 and 20 percent of

min:Supp is very sharp.
Fig. 14 is the distribution of defect correction effort

prediction rules by minimum confidence min:Conf for all

the five training data sets. We observe that, for each data

set, the average number of rules decreases as the minimum

confidence min:Conf increases from 10 percent through

20 percent and 30 to 40 percent, and the decrease is quite

sharp when min:Conf exceeds 20 percent.
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TABLE 9
Defect Isolation Effort Prediction Accuracy

with Different Supports

TABLE 10
Defect Isolation Effort Prediction Accuracy

with Different Confidences

TABLE 11
Number of Defect Isolation Effort Prediction Rules by

Rule Length with Different Minimum Supports

TABLE 12
Number of Defect Isolation Effort Prediction Rules by
Rule Length with Different Minimum Confidences

Fig. 13. Distribution of defect correction effort prediction rules by

Min:Supp for the five defect correction effort data sets.



Fig. 15 is the distribution of defect correction effort

prediction rules by rule length. We observe that for defect

isolation effort prediction, nearly half of the rules have

two antecedents and more than 30 percent of rules have

one antecedent. These rules constitute the main part of

the rule set.

4.3.2 Defect Correction Effort Prediction Results

Table 13 contains the prediction results of four

methods: association rule mining based method (with

min:Supp ¼ 10% and min:Conf ¼ 10%), PART, C4.5, and

Naı̈ve Bayes. We observe that the accuracy of the

association rule mining based method is higher than the

other three methods by at least 23 percent. This

confirms the findings we obtained from defect isolation

effort prediction.
We also have explored the impact of min:Supp and

min:Conf on the prediction accuracy, Table 14 and Table 15,

respectively, are the results. Table 14 shows that the
prediction accuracy decreases as min:Supp increases from
10 to 30 percent, and the accuracy with min:Supp ¼ 10%

is a little higher than with min:Supp ¼ 20%. This means
decreasing min:Supp does not greatly improve the
prediction accuracy.

Table 15 shows that the defect correction effort predic-
tion accuracy decreases as min:Conf increases from 10 to
40 percent, and the accuracy with min:Conf ¼ 10% is
marginally higher than with min:Conf ¼ 20%. This means
deceasing min:Conf does not greatly improve the predic-
tion accuracy.

Table 16 and Table 17, respectively, are the results of
the impact of min:Supp and min:Conf on the number of
defect correction effort prediction rules. We observe that
the total number of rules with different length decreases
as both min:Supp and min:Conf increase. It further
supports the conclusion that a sufficient number of rules
is a precondition for the high prediction accuracy we
obtained in the context of defect isolation effort prediction.
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Fig. 14. Distribution of defect correction effort prediction rules by

Min:Conf for the five defect correction effort data sets.

Fig. 15. Distribution of defect correction effort prediction rules by rule

length for the defect correction effort data set.

TABLE 13
Defect Correction Effort Prediction Accuracy

TABLE 14
Defect Correction Effort Prediction Accuracy

with Different Supports

TABLE 15
Defect Correction Effort Prediction Accuracy

with Different Confidences

TABLE 16
Number of Defect Correction Prediction Rules by
Rule Length with Different Minimum Supports

TABLE 17
Number of Defect Correction Prediction Rules by
Rule Length with Different Minimum Confidences



5 CONCLUSIONS

In this paper, we have presented an application of
association rule mining to predict software defect associa-
tions and defect correction effort with SEL defect data. This
is important in order to help developers detect software
defects and project managers improve software control and
allocate their testing resources effectively. The ideas have
been tested using the NASA SEL defect data set. From this,
we extracted defect data and the corresponding defect
isolation and correction effort data.

For each of the three data sets, we randomly generated
five training data sets and a corresponding five test data
sets. After that, we applied the association rule mining
method. The results show that for the defect association
prediction, the minimum accuracy is 95.38 percent, and the
false negative rate is just 2.84 percent; and for the defect
correction effort prediction, the accuracy is 93.80 percent for
defect isolation effort prediction and 94.69 percent for defect
correction effort prediction.

We have also compared the defect correction effort
prediction method with three other types of machine
learning methods, namely, PART, C4.5, and Naı̈ve Bayes.
The results show that for defect isolation effort, our
accuracy is higher than for the other three methods by at
least 25 percent. Likewise, for defect correction effort
prediction, the accuracy is higher than the other three
methods by at least 23 percent.

We also have explored the impact of support and
confidence levels on prediction accuracy, false negative
rate, false positive rate, and the number of rules as well. We
found that higher support and confidence levels may not
result in higher prediction accuracy, and a sufficient
number of rules is a precondition for high prediction
accuracy.

While we do not wish to draw strong conclusions from a
single data set study, we believe that our results suggest
that association rule mining may be an attractive technique
to the software engineering community due to its relative
simplicity, transparency, and seeming effectiveness in
constructing prediction systems.
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