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Abstract | The technologies and applications consolidated under the 
vision of Internet of Things (IoT) and Machine to Machine Communications 
(M2M) are attracting the interest of businesses and poised to trigger next 
disruption in Information & Communication Technology (ICT) applications. 
The domain specific solutions involving sensors, mobile phones and other 
devices are maturing to integrate in a generic ICT services paradigm. 
Architecture for a unified horizontal services platform is emerging. This 
paper surveys important trends, key requirements, evolving technologies 
and emerging solutions for such a software platform for IoT and M2M 
services.

1 Introduction
The Internet of Things (IoT) explores the power 
of connectivity to digitally enhanced objects gen-
erally known as “smart things”. The connected 
objects interact based on standard and interop-
erable communication protocols where physical 
and virtual “things” have their identities, physical 
attributes, and virtual personalities. They are seam-
lessly integrated into the information network 
using intelligent interfaces.as active participants in 
business, information and social processes. They 
are enabled to interact and communicate among 
themselves and with the environment. In many 
cases they sense the environment around them 
and autonomously react to the “physical world” 
events by triggering actions and services. Such 
“smart things” facilitates interaction over internet 
through standard Interfaces in the form of services. 
The functionalities provided by these ‘things’ can 
be termed as ‘real-world services’ as they provide a 
near real-time state of the physical world. A struc-
tured, machine-processible approach to provision 
such real-world services is needed to make hetero-
geneous physical objects accessible on a large scale 
and to integrate them with the digital world. They 
query and change their state and any information 
associated with them, taking into account security 
and privacy issues. In such systems applications, 
services, middleware components, networks, 
and endpoints will be structurally connected in 
entirely new ways and architectures.

There are two predominant perspectives in the 
IoT vision; one is “Things” oriented and the sec-
ond is “Internet” oriented.1 The “things” oriented 
visionaries look at IoT as object centric such as 
attaching RFID to objects,2 wireless enabling of 
home appliances and so on. “Internet Oriented” 
approach focuses on connecting objects in an 
internet like network fabric. When “things” inter-
act over “Internet” then they need the meaning of 
the data and actions to be represented explicitly 
to enable intelligent interaction and this leads to 
a third perspective of IoT towards “Semantic Ori-
ented” Vision.

Semantic technologies based on machine 
interpretable representation have shown prom-
ise for describing objects, sharing and integrat-
ing information, and generation new knowledge 
through inference along with other intelligent 
techniques. In IoT also this is important; however, 
the dynamic and resource-constrained nature 
of the IoT requires special design considerations 
to be taken into account to effectively apply the 
semantic technologies on the real world data. For 
example a climate controller that uses multiple 
temperature and humidity sensors in a building to 
control the cooling environment that have differ-
ent accuracy/resolution levels and report the data 
in different units (°C and °F ). In this case the con-
troller needs to have sufficient meta-data informa-
tion about different sensors and interpret them 
accordingly before decision making. In another 
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case a location monitoring application infers the 
location of a user device through the location of 
W-Fi access point where the device is connected 
when there is a failure in accessing the GPS data. 
Semantic technologies enable such sensor fusion, 
information discovery and robustness in the IoT 
information processing system. Therefore, issues 
related to how to represent, store, interconnect, 
search, and organize meta data and other informa-
tion generated by the IoT will become very chal-
lenging with their scale and heterogeneity. In this 
context, semantic technologies could play a key 
role. A detailed discussion on ‘‘Semantic oriented” 
IoT visions are available in the literature.3–5 In fact, 
these can exploit appropriate modeling solutions 
for ‘things’ description, reasoning over data gener-
ated by IoT, semantic execution environments and 
architectures that accommodate IoT requirements 
and scalable storage.3

Today IoT is a collection of diverse technolo-
gies used to build applications in diverse domains. 
To abstract the diversity of underlying technolo-
gies, a software service platform is envisaged that 
incorporate a middleware. The middleware is a 
software layer or a set of sub-layers interposed 
between the technological and the application 
levels. Its feature of abstracting the details of dif-
ferent technologies frees an application devel-
oper from issues that are not directly pertinent 
to her/his focus. The middleware is gaining 
importance in recent years due to its major role 
in simplifying the development of new services 
and the integration of legacy technologies into 
new ones. A good review of IoT middle wares is 
available in.6

Due to the long-cycle market feature of IoT/
M2M, most current business cases use the verti-
cal integration model, in which the service pro-
vider should configure the service infrastructure 
on a case-by-case basis as the individual applica-
tion demands.7 Kouji et al.8 argues that a horizon-
tal integration model is more desirable than the 
vertical model to stimulate the market for M2M 
services and that, in the horizontal model, a com-
mon M2M service platform is needed to connect 
and collect information on various devices and to 
be able to manage them. Further the development 
of applications that integrate the functionality of 
multiple smart things remains a challenging task, 
because it requires expert knowledge of each plat-
form. To facilitate this, recent research initiatives 
tried to provide uniform interfaces that create a 
loosely coupled ecosystem of services for smart 
things.9,10 The technical challenges related to the 
functions or capabilities of the service platform 
include service enablement, device management, 

connection management, and M2M application 
deployment.

Further what is needed for a good software 
platform is a common means of connected 
application development that can leverage tools 
across families of interrelated devices and diverse 
domains. Customers will need a single unified 
framework to design and build solutions that can 
interoperate across diverse data environments and 
under widely differing usage scenarios. It should 
enable quicker development process that reduces 
solution development time, increases quality, fos-
ters reusability and increase in solution develop-
ment velocity.

2 Platform Requirements—A Perspective
In our view a platform designed for IoT applica-
tions must cater to the needs of four different types 
of users—namely a) End Users of IoT applications, 
b) Application Developers, c) Sensor providers 
and d) Administrators who operate and maintain 
the platform. The envisaged platform consists of a 
set of services, typically delivered over a Wide Area 
Network or the Internet using IP based transports 
such a HTTP, TCP or UDP or higher level proto-
cols using these as the underlying transport.

2.1 Platform users
Application developers are those who register 
themselves to the IoT platform and use the plat-
form services to develop and deploy applications. 
The applications themselves may be distributed 
onto both “edge” devices such as sensor nodes 
or gateway devices and backend cloud hosted 
servers. Application developers are provided 
necessary computing resources and Applica-
tion Programming Interfaces (APIs) in order to 
develop applications and then deploy them on 
the platform. Application developers use API 
keys to identify and authenticate themselves 
to the platform and get access to services and 
resources as per their entitlement. We may also 
refer to application developers as the “tenants” of 
the platform.

Sensor providers are those who own and/or 
operate sensors and contribute sensor observations 
to the platform, either for their own private use or 
for use by others based on access control and pri-
vacy policies. Sensor providers use APIs provided 
by platform to push data to the platform.

Platform Administrators use the services, APIs 
and tools provided by the platform to manage 
and monitor users, services & devices. Admin-
istrators provide compute, storage and network 
resources to application developers and keep track 
of resource usage.
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Finally we have end users of IoT applications. 
These are the public at large who consume the 
applications developed by application developers.

2.2 Platform services
There are different types of services need to be 
provisioned on the platform. They include services 
data management services, sensor/device manage-
ment, data storage, analytics & visualization and 
Application & User Management.

a. Device Management Services are used by both 
application developers and administrators 
to register sensors and gateway devices, give 
them a unique identity, address the devices, 
check their health and connectivity status, 
install and update software on the devices and 
access resources and consume services from 
the devices.

b. Sensor Services are used by IoT applications 
to register sensors/observers in the platform, 
create meta-data about the sensors. The meta-
data includes the features of the sensors and 
the real-world phenomena that they measure 
or observe, the geo-location of the sensors and 
the real-world entity observed. Sensor Services 
are also used to capture, store and query sensor 
observations. Sensor Services are therefore at 
the core of any IoT platform. Applications also 
need the ability to discover the sensors and 
their capabilities and support for this is needed 
from the Sensor Services. Sensor Services need 
to scale easily as the number of sensors and the 
number of observations increase. Also, they 
need to have the capability to handle almost 
any type of sensors and any kind of sensor 
observation. Often, the sensor observations 
are in the form of time series data and the plat-
form needs to support high performance time 
series database.

c. Storage Services are used by application devel-
opers to store application specific data per-
sistently. This data is typically not the sensor 
observation data, since that is taken care by 
the Sensor Services. Typically Storage Services 
include Relational Database services, schema 
free document database services, Blob and file 
storage facilities.

d. Analytics Services are needed to provide the 
platform infrastructure to perform various 
batch and real-time analytics on the sensor 
observations. This include services for Statisti-
cal processing, data mining, machine learning, 
aggregations and correlations, pattern detec-
tion, rule based processing, in-stream real-
time analytical processing. As with all other 

services, Analytics Services need to be highly 
scalable. Complexities of the underlying infra-
structure need to be hidden from the applica-
tion developers and convenient APIs must be 
designed to enable applications to easily access 
the analytics platform. Moreover, it must be 
realized that, analytics is very problem and 
domain specific. Hence the actual analytics 
algorithms are developed as part of the appli-
cations themselves. These algorithms may be 
written in a variety of languages. Often script-
ing languages such as Python and R are used 
for the actual algorithms. The platform must 
therefore be polyglot.

e. Visualization of sensor data is another impor-
tant requirement and goes hand in hand with 
analytics. The IoT platform must provide nec-
essary tools and APIs for creating rich visu-
alization of captured sensor data as well as 
processed data resulting from analytics.

f. Application and User Management services 
are used by platform administrators to create 
tenants on the IoT platform, provide resources 
and provision platform services to tenants. 
Application developers themselves use these 
services to request for resources and services 
and manage the life cycle of the applications.

2.3 Multi-tenancy
IoT platforms need to support multiple tenants/
users in a manner such that the tenants, their data 
and resources are protected from other tenants on 
the platform. Also the common platform services 
must be run in such a way that tenants are not able 
to adversely impact their performance and avail-
ability in any way. It should be possible to scale 
and upgrade both common services as well as 
tenant specific services independently. One way 
to achieve these objectives is by providing tenants 
with separate virtual machines for their applica-
tions and database services. Also, the common 
platform services are run in their own separate 
virtual servers in their own separate virtual net-
work domains.

2.4  Integration with infrastructure-
as-a-service clouds

Integration with Infrastructure-as-a-service clouds 
enables IoT platforms to be highly scalable and 
multi-tenanted. Figure below shows how tenant 
specific services and common platform services 
may use auto-scaling systems and load balancers 
services to achieve scalability. These services mon-
itor the load on each server and then create addi-
tional compute resources using the Infrastructure 
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cloud services and then balance the load between 
all the available resources.

2.5  Open and sharable sensor data 
repository

It is important that the IoT platform enables access 
to sensor configuration data and sensor observa-
tions data as a service. This platform must support 
virtually any kind of sensor and sensor observa-
tions. The schema and the semantics must be based 
on open standards and ontologies. Depending on 
data sharing policies set by users, sensor data may 
be shared either publicly or to targeted users or 
application developers. Application developers 
can query the repository for sensor data. Multi-
ple different types of sensor observations may be 
combined to create different kinds of intelligent 
apps. Sensor data must not be locked up in sepa-
rate application specific silos.

3  Platform Architectures—Related 
Research

Predominantly the software platform architectures 
for IoT in the literature incorporates a middleware 
as an abstraction layer and follows a Service Ori-
ented Architecture (SOA) approach.11 The adop-
tion of the SOA principles allows decomposition 
of singular systems into applications consisting of 
a set of simpler and well-defined components. The 
use of common interfaces and standard protocols 
allows for flexibility in service composition and 
reduction of the time necessary to adapt to the 
changes imposed by the application evolution.12,13

Since there are no commonly accepted layer 
architectures for IoT, there is a difficulty in specify-
ing a common set of services and an environment 
for service design and composition. An integrated 
architectural approach given in14 proposes fol-
lowing IoT specific layers over the SoA namely a) 
Service Composition b) Service Management and 
c) Object Abstraction. Service composition pro-
vides for building specific applications through 
the composition of atomic services derived from 
various connected objects. A basic set of manage-
ment services required includes: object dynamic 
discovery, status monitoring, and service con-
figuration. This basic set could be extended with 
additional functionalities involving QoS manage-
ment, semantic interoperability functions etc.15 
Object abstraction is needed for heterogeneous 
connected objects for harmonizing the access to 
the different objects/devices.

Two types of service-oriented architectures 
stand out as potential candidates to enable uniform 
interfaces to smart objects: the Representational 
State Transfer (REST)16 and WS-∗17 Web services. 

While both the architectures provide developers 
with abstractions (i.e., APIs) for interacting with 
distributed services, they tackle loose coupling 
and interoperability differently. In,18,17 REST and 
WS-∗ are compared and the authors suggest that 
WS-∗ services should be preferred for professional 
enterprise application integration scenarios and 
RESTful services for tactical, ad-hoc integration 
over the Web. In cases with strong security require-
ments, WS-∗ has a competitive advantage.19,17 The 
WS-Security standard offers a greater number of 
options than HTTPS (TLS/SSL) such as encryp-
tion and authentication beyond the communica-
tion channel, endpoint-to-endpoint. Internet of 
Things applications pose novel requirements and 
challenges as neither WS-∗ nor RESTful Web serv-
ices are able to address them effectively because 
they were primarily designed to be used on busi-
ness or Web servers. In20 authors reports a study to 
understand developer perspectives and show that 
the participants almost unanimously found REST-
ful Web services easier to learn, more intuitive and 
more suitable for programming IoT applications 
than WS-∗. While we agree to the general finding 
of this study, in our opinion this developer friend-
liness has various other influencing factors includ-
ing the maturity of development tools, standards 
and mature user communities around them.

Thiago et. al21 presents a service oriented archi-
tecture abstracting all sensors and actuators as 
services in order to hide their heterogeneity, and 
relies heavily on a knowledge base that carries 
information about sensors, actuators, manufactur-
ers, physical concepts, physical units, data models, 
error models, etc. It consists of three parts: a Dis-
covery module, and Estimation & Composition 
module, and a Knowledge Base (KB). They use 
probabilistic discovery, approximately-optimal 
composition and automated estimation to address 
the massive scale and deep heterogeneity of the 
IoT system.

In22 the authors present a software platform 
designed to facilitate the development of new IoT 
services based on Ubiquitous Sensor Network 
(USN)23 architecture. It follows the design prin-
ciples of unified information modeling, unified 
communication protocol and a horizontally lay-
ered approach. The architecture uses USN gate-
ways at access layer to provide the unified entry 
point for the heterogeneous IoT deployments. 
This platform has been taken forward to imple-
ment a city scale infrastructure for IoT (Smart-
Santander project).

Another architectural proposal based on SoA 
in14 proposes an integrated architecture incor-
porating various layers for application interface, 
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service management, device management, secu-
rity and platform abstraction and devices layer. An 
SOA-based IoT architecture in an Enterprise Serv-
ices Scenario is discussed in24 which also shares a 
similar approach.

Semantic technologies are viewed today as a 
key technology to resolve the problems of inter-
operability and integration within heterogeneous 
world of ubiquitously interconnected objects and 
systems. Semantic technologies are claimed to be a 
qualitatively stronger approach to interoperability 
than contemporary standards-based approaches. 
Authors in25 provide a good review of informa-
tion modeling, ontology design, and processing 
of semantic data in the context IoT. According to 
authors most of the existing semantic tools and 
techniques have been created mainly for Web 
resources and have not taken into consideration 
the dynamicity of the physical environments and 
the constraints of the IoT resources. Lightweight 
and easy-to-use ontologies seem to have a bet-
ter chance of being widely adopted and reused in 
order to create an interoperable platform across 
different domains and applications. They also 
suggest the application of linked data principles 
to the IoT domain to support creation of more 
interoperable and machine processable data and 
resource descriptions.

In26, the architectural proposal from UBIWARE 
incorporates a semantic oriented approach. In 
that interoperability is made possible using meta-
data and ontologies. In the proposed vision, each 
connected resource has an autonomous software 
agent and it is responsible for monitoring the state 
of the resource, making decisions, discovering 
the requests, and requesting external help when 
needed. An adapter or interface is used to connect 
the resource with its software agent. This adapter 
may include sensors and actuators, data structures 
and semantic adapter components as needed.

While there are several research groups con-
tributing towards a unified architecture for IoT/
M2M, notable outcomes from a standards per-
spective are from European Telecommunications 
Standards Institute (ETSI).27 The main scope of 
the ETSI architecture is to specify a framework for 
developing M2M applications with a generic set of 
capabilities, independently of the underlying net-
work. Its key architectural elements are domains, 
service capabilities, reference points, point of con-
tact and resources. Beside these key architectural 
elements, the ETSI M2M architecture also defines 
procedures for security and bootstrap.

A service platform architecture that applied 
ETSI’s network architecture concept27 is pre-
sented in28 with some modifications. They have 

implemented a prototype on “smart home auto-
mation” system based on this architecture which 
is divided into three domains, namely, the M2M 
service platform, M2M area network, and user/
administrator domains. M2M service platform is 
developed using the connected objects operating 
system (COOS) open source middleware.29 This 
seems to be a good proof of concept for the ETSI 
architecture.

4  Contributing Technologies 
for Internet-of-Things (IoT)

IoT technologies help applications to become 
intelligent through sensing of the physical world 
parameters and analysing the sensed data. Archi-
tecturally, in order to support extensive analyt-
ics of the sensed data in application deployment, 
cloud services over internet needs to be leveraged 
and it has to be done keeping security and privacy 
concerns in mind.

Keeping the above requirement in mind, we 
can classify some of the major contributing Tech-
nologies for IoT into four aspects—Connectivity, 
Security and Privacy, Analytics and Sensing Plat-
forms. Connectivity needs to take care of trans-
port of the sensed data to the cloud over internet. 
Security and Privacy needs to address the security 
concerns of the data transport along with associ-
ated privacy issues. Analytics is needed to impart 
intelligence to the Applications, very often in real-
time. However the quality of the intelligence will 
also depend on the quality of the sensed data from 
the physical world and sensing platforms play a big 
role there.

In Table 1, we present these four technology 
aspects in details outlining the requirements, chal-
lenges and state-of-the-art of the technology.

5 IoT Software Platforms
We now take a look at some commercial and open 
source IoT software platforms for Data services, 
Device Management and Application Develop-
ment in the market.

There are several mature device management 
servers available for consumer mobile devices 
such as phones and PDAs. Notable amongst these 
are the IBM Everyplace Device manager and the 
Microsoft System Center Mobile Device man-
ager. For consumer premises network equipment 
such as home routers we have Broad Band Forum 
TR-069 compliant configuration servers like Axi-
ros.57 However, in the IoT case, because of lack of 
standardization, there is a wide variety of prod-
ucts in the market, each with their own propri-
etary offerings. Moreover, these offerings address 
only certain aspects of the entire gamut of IoT.
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One of the most well established software plat-
forms for IoT/M2M is the Etherios Device Cloud.58 
It is a software suit that includes ‘Device Manager’ 
and ‘Cloud Connector’ for addressing device man-
agement and data services requirements of IoT 
systems. Etherios is offered as a cloud based service 
where service functions are offered as REST APIs. 
Clients connect to the Etherios cloud and access 
devices and device management functions using 
HTTP. In turn Etherios cloud uses a binary TCP 
protocol to connect to the Etherios Device Con-
nect agent running on the device. The cloud based 
DM server also caches observations and events 

from the device. In addition, Etherios also lets the 
device log data in their databases for historical 
purposes. They have tools and APIs for facilitating 
application development. However details are not 
available on their standards compliance.

ILS Technology secureWISE connect61 is a soft-
ware platform that provides connectivity, control 
capabilities and some device management func-
tionality. This platform, offered both as an on-
premise installation as well as a hosted services, 
primarily focuses on creating a virtual, firewall 
friendly network connecting devices and enter-
prise datacenters in a single IP address space.

Table 1. Major Contributing Technologies to IoT Services.

Aspects Requirements Challenges Technology

Connectivity •  Multiple protocol support
• Easy integration
•  Sensor web enablement

•  Constrained edge platforms
•  High communication 

overheads (not suitable for 
M2M communications)

•  Non-standard protocols and 
data semantics across verticals

Low overhead protocols
•  Constrained Object Access 

Protocol (CoAP)30

•  Message Queue Telemetry 
Transport (MQTT)31

Standardization of Sensor 
data semantics

•  Open Geo-spatial 
Consortium—Sensor Web 
Enablement (OGC-SWE)32

Security and Privacy •  Authentication for Sensor 
Providers

•  Access Control for 
Application Developers

• Data Encryption
• Data Privacy

•  Key distribution for potentially 
trillions of devices

•  Constrained edge platforms
•  Balancing Privacy vs. Utility

Low key distribution 
overhead

•  Identity Based Encryption 
(IBE)33,34

Lightweight Systems
•  Light weight access control 

and authentication35,36

• Light weight encryption37

Privacy Measurement
• Privacy Quantification38–40

Analytics • Scalable platforms
• Real-time analytics
• Domain modeling

•  Reduce Computational Cost
•  Inadequate knowledge 

representation for analytics
•  Inadequate Cyber-physical 

system models

Computing
• Distributed Computing41

• Fog Computing42

Analytics
•  Real-time in-stream 

processing and 
reasoning43,44

•  Statistical modeling and 
System Identification45,46

Sensing Platforms • Affordable
• Ubiquitous
• Unobtrusive
• Easy-to-deploy

•  Constrained power in mobile 
phones

•  Relatively new and yet 
to be mature areas for
a. Five senses computing
b. Cloud Robotics
c. UAV

•  Trust measurement in 
Crowd-sensing

•  Domain specific text analytics 
from Social Network sensing

•  Mobile phone as a sensor 
(camera, microphone, 
accelerometer, 
magnetometer, gyroscope, 
GPS)47

•  Five senses computing 
(3D vision, hearing, touch, 
smell, taste)48

•  Cloud-controlled physically 
mobile sensing and 
actuating platforms 
(robots and unmanned 
aerial vehicles)49–52

• Crowd-sensing53

•  Social Network as a soft 
sensor54–56
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The SensiNode NanoService platform62 con-
sists of server side components and device library, 
and allows client applications to access resources 
on devices using HTTP REST interfaces. It uses 
‘Constrained Application Protocol’ (CoAP), a pro-
tocol standard from IETF.71 The server connects to 
the device using either CoAP, CoAP over SMS or 
HTTP. The server provides directory services for 
resources, a resource cache, search & lookup for 
resources and asynchronous communication of 
events to clients. The SensiNode NanoService in 
itself does not provide device management func-
tions, but can be used as an efficient communica-
tion infrastructure over which device management 
services can be built.

No discussion on IoT platforms would be 
complete without Xively.63 Xively, earlier known 
by other names such as Pachube and Cosm, is one 
of the earliest public IoT clouds, allows users to 
register, deploy and monitor devices on the cloud 
and associate sensor data feeds with these devices. 
It provides web service APIs for these services. 
Each registered user is provided with an API key 
which is used in every access to the platform. 
Xively provides libraries for use with selected 
device platforms for integrating with Xively APIs. 
Xively APIs can be accessed via transports such as 
HTTP, MQTT64 and Sockets. Support for device 
management in Xively is however only partial. 
Xively provides a management console that pro-
vides limited services for device provisioning, 
activation and monitoring.

DeviceHive65 is yet another cloud based device 
communication infrastructure that provides a 
common set of RESTful web service APIs for 
access from both web clients as well as devices. 
DeviceHive does not provide management func-
tions on its own, rather it provides a framework 
for sending arbitrary commands to devices and 
receive notifications in response. Using this frame-
work, additional functionality can be built.

52North Sensor Web66 is an open Source 
project that is built to implement the Open 
Geospatial Consortium (OGC) Sensor Web Ena-
blement interface standards.67 A key sub-project is 
the Sensor Observation Service platform that pro-
vides access to sensor data encoded in SensorML 
and capture and query of observations based on 
the OGC Observation & Measurement schema 
and interface specifications. The Sensor Observa-
tion Service provides web service APIs for sensor 
registration, inserting observations and making 
queries. Virtually any kind of sensor and measure-
ment procedure can be supported. This platform 
allows spatio-temporal queries on stored sensor 
observation data.

Axeda,59 part of the AT&T M2M service deliv-
ery platform, provides fairly extensive support 
for asset tracking and monitoring applications. It 
provides a rich data model and data services for 
capturing, storage and query of devices, assets, 
organization structures, users, locations and alarm 
data. It also provides a rules engine for rule based 
processing of incoming data feeds from devices. 
Rules may be processed on the edge devices as well 
as on centralized servers. It allows users to run 
customized scripts to extend the platform pro-
vided features. Axeda provides web service APIs 
for integration to the platform and also supports 
integration to commercial ERP systems via an 
integration framework. Axeda is also embedded 
into the AT&T M2M Control Center solution.60

SensorLogic68 is an IoT platform with ele-
ments of service management, device manage-
ment as well as application & data management. 
SensorLogic provides device connectors for con-
necting devices to the platform over SMS and 
TCP protocols. It provides operator provisioning, 
device activation and status monitoring services 
as well. However, unlike other known platform, it 
has strong support for business rules creation and 
complex event processing. It has a message routing 
facility that intelligently distributes the incoming 
sensor feed to destination services running on the 
platform. Platform services include message stor-
age, geo-coding services, geo-fencing, complex 
event processing, alarms and notification services. 
Platform services are made available to users via 
HTTP/REST APIs and JavaScript libraries.

ThingWorx69 is an application development 
platform that provides application developers with 
tools for model driven development of IoT appli-
cations. It provides a data and ontological model 
for storage and semantic query/search of device 
data. The data storage engine, based on graph 
databases, is able to store device data, device con-
nections and relationships. ThingWorx supports 
search, query and analysis on the data storage 
engine. It also provides a mashup builder that can 
be used to compose sophisticated applications.

Qualcomm Life 2Net platform70 is wireless 
health platform that enables secure collection of 
biometric and health data from devices to cli-
ent applications and databases. The 2 Net plat-
form provides gateway devices and cloud based 
backend systems for data management, device 
management, application integration and con-
nectivity service provisioning and management. 
Thus it covers all aspects of IoT platform require-
ments, though it is designed for a specific applica-
tion domain. The platform is certified to work on 
major wireless operator networks. In addition to 
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the platform, Qualcomm Life also provides ‘Net-
work Operations Centers’ services worldwide for 
24×7 monitoring and management of connected 
health devices. The platform also meets regulatory 
standards like HIPAA.

While there are quite a few platform solutions 
their performances are yet to be proved on large 
scale applications. Many of them are deployed in 
some pilot level or small scale applications. The 
proprietary standards followed by many of the 
platforms might have to give way to the upcom-
ing standards from reputed bodies such as ETSI. 
One M2M is a consortium72 attempting to har-
monize IoT/M2M standards from a worldwide 
perspective.

6 Conclusions
In this paper we put forth key requirements of a 
software platform for IoT/M2M services and sur-
veyed key developments from related areas. It is 
observed that there is a trend towards architect-
ing horizontally integrated platforms address-
ing multi-domain services, moving away from 
vertical specific silos. Even in the case of domain 
specific applications, the platform architecture 
is desired to be horizontal and capable of sup-
porting multiple domains. Interoperation of 
applications and devices is another aspect of 
improvement. Beyond a standardized interfaces 
approach for interoperability, the potential of 
using semantic oriented architectures is yet to 
be realized in a substantial way. From the overall 
platform architecture perspective it is important 
to address the requirements of all the stake hold-
ers including application developers. The impor-
tance of developers’ requirements need to be 
addressed by providing efficient and user friendly 
development environment along with the soft-
ware platform. This is still a shortcoming with 
many of the platforms reviewed in this paper. 
Analytics as a service for faster development of 
applications is another gap to be addressed. This 
would enable the delivery of analytics intensive 
applications through efficient service composi-
tion. Service providers require features to enable 
accounting and billing for the services delivered 
and a mature approach for this need to be inte-
grated to the software platform. Future platforms 
need to consider emerging standards from ETSI 
and One M2M.

Received 14 July 2013.
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