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ABSTRACT Unmanned Aerial Vehicles (UAVs) have become increasingly important in assisting 5G and
beyond 5G (B5G) mobile networks. Indeed, UAVs have all the potentials to both satisfy the ever-increasing
mobile data demands of such mobile networks and provide ubiquitous connectivity to different kinds of
wireless devices. However, the UAV assistance paradigm faces a set of crucial issues and challenges. For
example, the network management of current UAV-assisted systems is time consuming, complicated, and
carried out manually, thus causing a multitude of interoperability issues. To efficiently address all these
issues, Software-Defined Network (SDN) and Network Function Virtualization (NFV) are two promising
technologies to efficiently manage and improve the UAV assistance for the next generation of mobile
networks. In the literature, no clear guidelines are describing the different use cases of SDN and NFV in
the context of UAV assistance to terrestrial networks, including mobile networks. Motivated by this fact,
in this survey, we guide the reader through a comprehensive discussion of the main characteristics of SDN
and NFV technologies. Moreover, we provide a thorough analysis of the different classifications, use cases,
and challenges related to UAV-assisted systems. We then discuss SDN/NFV-enabled UAV-assisted systems,
along with several case studies and issues, such as the involvement of UAVs in cellular communications,
monitoring, and routing, to name a few. We furthermore present a set of open research challenges, high-level
insights, and future research directions related to UAV-assisted systems.

INDEX TERMS UAV, SDN, NFV, 5G, B5G, Cellular networks.

I. INTRODUCTION
In the last decade, terrestrial networks have witnessed explo-
sive growth in users and services [1]. Indeed, it is expected
that in the near future, these networks should support at least
1000-fold traffic volumes, and connect 100 billion wireless
devices [2]. It is difficult to accommodate the increasing data
demands over the limited capacity of current terrestrial base
stations (BSs) [3]. The rise of fifth-generation (5G) mobile
networks can provide more resources to meet the exponen-
tial increase in traffic demands from various services [4].
Also, Unmanned Aerial Vehicles (UAVs) have recently been
deployed to assist terrestrial BSs to extend their capacity in
terms of coverage and resource allocation [5]. In fact, UAVs
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can provide a scalable and higher chance of obstacle-free
wireless communications [6]. UAVs can be easily deployed in
the sky and quickly form a flexible aerial platform [7]. Thus,
5G and beyond 5G (B5G) wireless communication systems
can leverage the support of aerial communication access
platforms [8]. UAVs with such capacities will thus be an
integral part of the future generation of mobile networks and
will work together as a single system. However, the commu-
nication issues of such aerial platforms have generally been
overlooked or considered as part of the routing components.

A. MOTIVATION
UAVs have experienced growing research interest due to their
unprecedented recent advances in the underlying technolo-
gies [9], [10]. In particular, UAVs can serve as aerial BSs
to deliver on-demand wireless communication in specific
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areas [11]. Moreover, UAVs can also play the role of aerial
User Equipment (UE) to coexist with terrestrial users [12].
The assistance of such devices to terrestrial networks pro-
vides many challenges. For instance, features related to dif-
ferent services should be considered, such as extenuating
energy consumption [13], ensuring lower latency [14], effi-
cient resource allocation [15], and mobility management
policies [16]. Generally, the assistance paradigm of UAVs
is ensured through a multitude of decentralized architectures
to provide safety, efficiency, and to ensure self-organization
of the network. Nevertheless, the growing network traffic
calls for the adoption of centralized control architecture [17].
This centralization can provide many essential benefits to
address the above-mentioned challenges. Also, it can offer
alternative solutions to face the different challenges of the
next generation of mobile networks [18].

There are two prevalent technologies to serve as critical
enablers for the 5G and B5G. The first is Software-Defined
Networking (SDN), where the control plane is separated from
the data plane using a controller [19]. The control plane per-
forms the logical processes and all relevant decisions regard-
ingmanaging network protocols, while the data plane delivers
the packets towards the most appropriate interfaces. The sep-
aration of these two planes allows to route traffic intelligently
and optimally exploit the network resources [20]. The second
technology is Network Function Virtualization (NFV), which
enables providers to establish many isolated virtual systems
while sharing their physical resources [21]. NFV can consid-
erably reduce Operational Expenditure (OPEX) and Capital
Expenditure (CAPEX) costs [22]. Moreover, it can enhance
time to market new applications and network services. NFV
leverages the concept of subnet isolation and network slicing
for extreme customizability and flexibility [23]. This technol-
ogy will be crucial to enable the Quality-of-Service (QoS) for
diverse applications in UAV networks.

According to the literature, it turned out that in the last five
years, there is much activity in the field of SDN and NFV
in UAV networks. To the best of our knowledge, our current
survey article is unique. Firstly, because there is no previous
detailed survey article that jointly considers SDN and NFV in
UAV networks in one single paper, secondly, it is deducted in
the sense that it both comprehensively covers the mentioned
area of research and provides open research challenges for
future investigations.

B. EXISTING SURVEYS AND TUTORIALS
Several surveys are focusing on various aspects of
SDN/NFV or UAV networks. However, these survey articles
either focus on SDN [50]–[52], NFV [53]–[55], or UAV
networks [56]–[58], separately. As depicted in Table 1, most
of the related surveys were proposed in the last five years.
They are covering multiple components of UAV networks
ranging from civilian applications, routing protocols, security
aspects, channel modeling, and different UAV-assisted 5G
techniques. Earlier in 2015, Kanistras et al. [49] presented
a comprehensive survey on UAV-based systems for traffic

monitoring and management. Chmaj et al. [48] described
the applications of distributed processing systems for UAV
swarms. The survey has a particular focus on computer
engineering aspects and collaboration mechanisms between
UAVs. The survey in [47] addressed practical and theoretical
aspects of Public Flying Ubiquitous Sensor Networks. How-
ever, all these surveys did not investigate the concepts of SDN
and NFV.

In 2016, a comprehensive survey [46] discussed significant
UAV networks requirements dedicated to civilian applica-
tions. It investigated both experimental results from exist-
ing solutions and studied the leading UAV communication
technologies. The discussion in [45] investigated the major
issues related to UAV networks. Moreover, it presented sev-
eral comparative studies on routing, SDN, multi-UAV archi-
tecture characterization, and seamless handover. A survey on
UAV networks in [44] identified the related issues of UAVs.
Also, it introduced UAV-based architecture for the delivery
of UAV-based value-added IoT services. Nevertheless, these
studies are devoted rather to the investigation of the civilian
application ofUAVs and their most important issues. It should
be stressed that the survey in [45] partially studied the concept
of SDN in UAV networks.

In 2017, Gonzalez et al. [43] provided a comprehensive
review of unmanned aerial systems (UASs) and their sub-
systems. The authors evaluated different applications related
to remote sensing and spraying of liquids, including an
overview of the regulatory framework. Oubbati et al. [42]
surveyed the most relevant position-based routing protocols
dedicated to Flying Ad hoc Networks (FANETs). It pre-
sented a global comparative study, including simulation tools
and evaluation criteria of the routing protocols in FANETs.
Wang et al. [41] discussed different FANET architectures.
In addition, they described a variety of distributed gateway
selection approaches and presented cloud-based stability con-
trol techniques. It also complemented the study by high-
lighting open challenges. The survey by Altawy et al. [40]
presented a deep study on the main security, privacy, and
safety aspects related to UAV communications. Moreover,
the major physical and cyber threats are identified, and the
required security properties are discussed. However, it is
worth noting that the works, as mentioned earlier, were
focused only on different domains related to security, routing,
and other applications, which have no relationship with SDN
and NFV concepts.

In 2018, the survey by Cheng et al. [39] proposed an
Air-Ground integrated mobile edge network. It investigated
the advantages of drone-cells and drone assisted edge caching
and computing. In addition, potential research directions
were highlighted at the end of the survey. The different 5G
techniques based on UAV platforms are investigated in [38].
It provided a categorization of different techniques based on
several domains, and identified possible future research chal-
lenges. The work in [37] presented a literature survey on opti-
mization techniques to UAV-assisted civilian applications.
It also outlined characteristics of aerial drones relevant to
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TABLE 1. Comparison of surveys on UAV networks. (
√

) indicates that topic is covered. (×) indicates that the topic is not covered. (∂) indicates that the
topic is partially covered.

mission planning and concluded with future research
directions. A comprehensive review of Space-Air-Ground
Integrated Network (SAGIN) is presented in [36]. It dis-
cussed various aspects of SAGIN, such as network design,
resource allocation, and performance analysis. Another com-
prehensive study on UAV channel modeling based on low
altitude platforms is provided by [35]. It discussed dif-
ferent channel characterization efforts and outlined some
future research directions in this domain. The challenges
of multi-tier drone networks and drone-assisted cellular
networks are investigated in [34]. It reviewed existing inno-
vations in drone-assisted cellular networks. Even if the men-
tioned works have contributed significantly to different topics
related to 5G and B5G, a complete analysis of SDN and NFV
dedicated to UAV networks was still missed.

In 2019, the authors of [33] provided a comprehensive
discussion on the current trends in 5G standardization and
the integration of UAVs from two aspects. The first one
is the fundamental system architecture, while the second
one is the radio access network. An overview of 5G mil-
limeter wave (mmWave) communications for UAV-assisted
wireless networks is presented in [32]. Also, it discussed
issues, solutions, and open challenges in this newly emerging
topic. The survey in [31] provided a comprehensive review
covering several topics on FANETs. For instance, it illus-
trated the architecture, the existing mobility models, and the
majority of FANET routing protocols. Shakhatreh et al. [30]
investigated the major current UAV civilian applications

and their challenges. Moreover, it discussed future research
directions on how these challenges might be addressed. The
survey [29] discussed all the potential benefits and chal-
lenges of UAVs in wireless communications. In particular,
it described the 3-dimensional (3D) deployment, channel
modeling, energy efficiency, and different validation frame-
works. Fotouhi et al. [28] presented a comprehensive survey
that covers several aspects of UAV networks. For instance,
it investigated the assistance of UAVs to cellular networks and
cyber-physical security aspects. Despite their partial investi-
gation on the concepts of SDN and NFV, the surveys men-
tioned above lack information details about the integration
and the different solutions of these concepts in the context of
UAV networks.

Recently, Mehta et al. [24] analyzed the security and pri-
vacy issues in 5G-enabled UAV networks. They investigated
the integration of Blockchain within UAV networks. In [25],
the authors summarized the Internet-of-Every things (IoE)
enabling technologies and the opportunities that UAVs can
bring to IoE. They also showed different mechanisms to
integrate UAVs with the existing IoE’s enabling technologies
to propose a UAV-enabled IoE solution. The survey in [26]
presented the most recent research on UAV and IoT technolo-
gies applied to agriculture. It also presented the key role of
UAVs in different agricultural applications. Ullah et al. [27]
introduced the most recent developments related to UAV
integration into 5G and B5G communication networks, and
presented recent UAV standardizations and challenges. The

VOLUME 8, 2020 98075



O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

TABLE 2. Comparison of survey articles on UAV networks addressing SDN/NFV-based applications. (
√

) indicates that topic is covered. (×) indicates that
the topic is not covered. (∂) indicates that the topic is partially covered.

current year is witnessing a growing interest on different top-
ics, such as 5G and B5G enabled solutions for UAV networks,
Artificial Intelligence (AI) and machine learning, and the dif-
ferent challenges and use cases of the sixth generation (6G) of
UAV-assisted mobile networks. Nevertheless, the concepts of
SDN and NFV are still neglected in a detailed investigation.

Our current survey article investigates and classifies
SDN-based and NFV-enabled solutions for UAV networks.
A novel taxonomy is proposed to classify these solutions into
several categories. In each category, we provide both a com-
parative study and a detailed discussion of the evaluation tools
and testbeds. In Table 1, we offer a summary comparison of
the above-discussed surveys based on many features, such as
the coverage degree of SDN and NFV topics, highlighting the
evaluation tools related to the considered topic, and outlining
the future research challenges. Moreover, a comparison of
surveys that are strictly related to SDN/NFV-enabled UAV
networks is also presented in Table 2. At the end of this
survey, we also outline a set of future research directions by
recommending other studies and references in the literature.

C. CONTRIBUTIONS
Several surveys related to UAV networks have been pub-
lished in the last decade. Indeed, most of these surveys
are focusing on UAV-assisted applications and UAV cellular
communications for the next generation of mobile networks.
However, they have one common limitation: all of them
lack discussion on Softwarization (SDN) and Virtualization
(NFV). To the best of our knowledge, this work is the first
intensive and comprehensive survey on SDN/NFV-enabled
schemes in UAV networks, which is delineated by the fol-
lowing contributions:

• We describe various aspects of UAV network architec-
ture along with multiple case studies.

• We provide a deep analysis of the SDN/NFV integration
in UAV networks. Also, we mention the different moti-
vations behind adopting SDN/NFV in UAV networks.

• We present an in-depth discussion on SDN-based UAV
networks along with its different use case scenarios.
Moreover, a comprehensive investigation of NFV-based
schemes that are adopted in UAV networks have been
carried out.

TABLE 3. List of abbreviations.

• We identify the major simulation tools and testbeds used
to evaluate the performance of the discussed schemes.

• We outline different open issues, challenges, and future
research directions related to UAV networks.

D. SURVEY ORGANIZATION
A list of abbreviations used throughout the paper is presented
in Table 3. To draw a full picture of SDN/NFV in UAV
networks, this survey article is organized around several sec-
tions, as shown in Figure 1. It consists of eight main sections
dealing with the following details.
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FIGURE 1. Organization of the survey.
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FIGURE 2. Detailed structure of the survey.
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FIGURE 3. Categorization and different use cases of UAVs.

• The basics of UAV networks are discussed in Section II,
where we provide a classification of different types of
UAVs along with their characteristics.

• In Section III, we present the different architectures
of UAV networks and the functioning principle of
SDN/NFV. We also highlight the motivations for adopt-
ing SDN/NFV in UAV networks.

• In Section IV, we provide a deep investigation of the
use of SDN in UAV networks along with different case
studies of SDN-based UAV networks.

• In Section V, we present a comprehensive discussion on
employing NFV in UAV networks and present a survey
of different NFV-enabled schemes.

• Section VI provides an overview of the major simulation
tools and testbeds that are used to evaluate the perfor-
mance of the discussed schemes.

• In Section VII, we identify open challenges, issues, and
future research directions. We also provide a set of pro-
posed solutions and recommended references for further
investigation.

• In Section VIII, we present concluding remarks.

To help readers navigate this paper, Figure 2 provides a
detailed structure of the survey.

II. UAVs: BACKGROUND AND DEFINITIONS
UAVs are envisioned to be used in various applications [59].
Developing UAV networks needs the following main

requirements: (i) minimizing the energy consumption of
UAVs to avoid the disruption of the network, (ii) efficient and
flexible interconnection of UAVs, and (iii) integrating reliable
and effective communication channel models. To have a clear
idea of howUAVs can be exploited, in this section, we restrict
our attention to a profound overview of potential and futuris-
tic applications of UAVs. To complement this study, we have
added an allegorical figure to depict each use case of UAVs
(see Figure 3).

A. UAV CLASSIFICATION
To establish any aerial communication platforms, the most
difficult task is to select the appropriate type of UAVs to
deploy [60]. The selected type of UAVs should meet various
requirements, such as QoS, energy capacity, environment,
and federal regulations [61]. Different features are considered
to classify UAVs, such as operational altitude, takeoff weight,
ownership, launchmethod, airspace class, and level of control
autonomy [62]. Based on thesementioned features, UAVs can
be categorized into three types: (i) Low-Altitude Platforms
(LAPs), (ii) High-Altitude Platforms (HAPs), and (iii) Satel-
lites (c.f., Figure 3). In the following sections, we describe
each category of UAVs and their different characteristics.
Table 4 presents a comparative study between these kinds of
UAVs in terms of different criteria, such as altitude, deploy-
ment time, endurance, and others. This table allows highlight-
ing dissimilarities and similarities between each category of
UAVs.
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TABLE 4. Comparison between aerial platforms.

1) LAP
LAPs are quasi-stationary/highly mobile unmanned aerial
platforms (e.g., Quad-copters, Small drones, or Balloons)
with highly flexible mobility and an altitude below the strato-
sphere [63], [64]. The deployment of such devices can be
done more quickly and in the easiest way. The flexibility
of LAPs makes them very helpful to be combined with the
broadband cellular concept [65], such as 3G, 4G, 5G, B5G,
and even 6G. Generally, LAPs provide short-range Line-of-
Sight (LoS) communication links, which can significantly
minimize their energy consumption. Moreover, the mobility
of LAPs is adjustable in a flexible way to get the desirable
locations that can offer maximum coverage with reduced
energy consumption. In the case of LAPs’ failure, they can
be easily recharged or replaced if it is required.

2) HAP
HAP (e.g., Aircraft or Airships) is another aerial plat-
form, which has also attracted the interest of the wireless
world recently. HAPs are considered as unmanned aerial
long-endurance platforms with less flexible mobility and
an altitude above the stratosphere [66]. HAPs can provide
various features, such as wide-scale wireless coverage in
geographic areas with large surfaces, low propagation delays,
high data rates, incremental deployment, low transmission
power, less ground-based infrastructure, and longer landing
and takeoff times than LAPs [67]. Their deployments are
performed to provide long-term connectivity to regions that
are partially connected [68]. However, when adopting HAPs,
there are many challenges to address, such as uneconom-
ical cost, complexity, high energy consumption, and large
inter-cell interference.

3) SATELLITE
As a special kind of UAVs, satellites are unmanned space
probes that are placed into orbit around the Eart [69]. They
can be deployed for diverse commercial and scientific pur-
poses, such as satellite phones, Global Positioning Systems
(GPS), telescopes, and weather tracking [70]. Actually, there
is an important number of satellites, which is orbiting the
Earth. However, from the point of view of terrestrial users,
the mobility of satellites is considered to be stationary.

Generally, satellites are powered by solar energy or other fos-
sil energies, weigh many tons, and have exorbitant costs [71].
There are different types of satellites, such as remote sens-
ing satellite, LEO (Low Earth Orbit), MEO (Medium Earth
Orbit), GEO (Geostationary Earth Orbit), GPS, drone satel-
lite, communication satellite, navigation satellite, and polar
satellite.

B. UAV USE CASES
Different use cases of UAVs are distinguished in the litera-
ture depending on their applications [72]. In this subsection,
we present an overview of the most common use cases of
UAVs in a variety of scenarios.

1) UAV BASE STATION (UAV-BS)
When transceivers or BSs are mounted on flying UAVs,
they are known as aerial BSs, Drone-BSs, or UAV-BSs [73].
These kinds of UAVs are expected to form flying cells and
satisfy the growing data demands of users [74]. UAV-BSs can
extend the capacity of the next-generation cellular networks
(i.e., 5G, B5G, and 6G) due to their flexible mobility, their
rapid deployability, and their LoS communication links [75].
Moreover, due to their promising features, UAV-BSs can also
provide a flexible solution to establish multi-tier UAV-cell
networks to improve QoS and connectivity wherever it is
possible [76]. UAV-BSs can use the latest radio access tech-
nologies, such as mmWave, Visible Light Communication
(VLC), Free-Space Optical communication (FSO), and light
detection and ranging (LiDAR). There are several scenar-
ios where UAV-BSs are deployed, such as supporting con-
gested terrestrial networks, providing temporary connections
in disastrous events, and enhancing throughput in crowded
areas [77]. In the rest of the survey, we use the term UAV-BSs
to designate all kinds of BSs mounted on drones or flying
platforms.

2) UAV USER EQUIPMENT (UAV-UE)
Aerial UE or UAV-UE can exploit existing aerial/ground
cellular networks in the sameway as ground users (GUs) [78].
UAV-UEs can exchange data (e.g., altitude, mobility, flight
mode, handover, etc.) with the operator. This can be done
under certain restrictions, such as latency, reliability, and
throughput, depending on the application requirements [79].
As previously stated, LoS is more probable for UAV-UEs, and
thus they suffer from different interference conditions than
GUs [80]. Ensuring robust and efficient connectivity for such
flying UEs is of major concern for the control and opera-
tions of UAV networks. Another challenge is to effectively
identify that UAV-UEs have the proper credentials to connect
to existing cellular networks. Consequently, designing more
advanced and intelligent solutions will lead to the easier
management of UAV-UEs.

3) UAV AS RELAY
UAVs can serve as relays in intermittently connected net-
works [81]. UAVs can assist the wireless communications
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between two or more remote wireless devices without direct
communication links [82]. Several works in the literature,
such as in [83]–[86] only consider the mobility of UAVs
on a fixed or random trajectory. However, as we all know,
UAVs can flexibly move in the 3D space to achieve better
performance and effectively perform tasks. Therefore, this
pushes researchers to study in-depth the trajectory planning
and power control of UAVs.

4) UAV DATA COLLECTOR
When there is a need to collect delay-tolerant data from dis-
tributed wireless devices on the ground, UAVs are considered
as the appropriate solution [87]. UAVs navigate automatically
over multiple terrestrial wireless devices to gather data. The
collected data is transmitted to a remote control-station/BS
after a period of the flight. The aerial data gathering is carried
out much quicker than ground data gathering. This is due to
several reasons, such as the high and controllable mobility of
UAVs, lower latency and higher bandwidth of Air-to-Ground
channels [88]. However, the UAV-assisted data gathering still
has key challenges to be addressed, such as the optimization
of UAV’s trajectory under energy limitation constraint.

C. UAV CHALLENGES
Through our investigation, we discovered several UAV chal-
lenges that are categorized according to the requirements of
applications [89]. In this subsection, we extract the most cru-
cial challenges and we explain why they should be addressed.

1) UAV 3D COVERAGE
Antennas of traditional cellular networks are usually tilted
downwards in order to offer satisfactory 2D coverage to
GUs [90].With the appearance ofUAV-UEs, the coverage and
connectivity in 3D networks have attracted a lot of attention
recently [91]. Compared to conventional GUs, UAV-UEs gen-
erally have higher altitudes exceeding the antenna’s height of
terrestrial BSs [92]. 3D communication coverage is required
to construct a reliable network in the atmospheric environ-
ment. Also, the 3D coverage has to be able to support the
different requirements of the future 5G and B5G cellular
networks. Despite the few obstacles existing in the sky, LoS
channels between UAVs and ground BSs can also suffer
from uplink/downlink interference [93]. The 3D ground BS
antenna pattern can also impact the performance of the UAV’s
coverage. As a result, efficient interference management
techniques, such as in [94]–[96] should be adopted to address
these issues.

2) UAV BACKHAULING
UAV-BSs are considered as a promising assistance solution
to extend the coverage of ground cellular networks [97]. The
crucial challenge of this assistance is to provide ubiquitous
backhaul connectivity to UAV-BSs. This could be carried
out through the routing of the traffic to/from the UAV-BSs
from/to the existing cellular networks [98]. The backhauling
concept is considered as a cost-effective solution allowing

operators to get end-to-end control of their network. As a con-
sequence, UAVs can enable reliable and cost-effective back-
haul connectivity for terrestrial networks [99]. To establish
high data rate wireless backhauling connections, the back-
hauling solutions can exploit the mmWave spectrum, sub-
6 GHz band, and satellite technologies [100]. Therefore,
UAV-enabled backhaul networks can enhance the capacity
and operation cost of terrestrial network backhauling.

3) UAV mmWave
mmWave technology has received a lot of attention from
researchers due to its capacity to provide high-throughput
wireless communications for UAV networks [101]. mmWave
technology has two main advantages as the availability of
high bandwidth and the minimization of interference [102].
However, when adopting mmWaves in UAV networks,
the performance of the network is affected by several
issues, such as blockage, atmospheric attenuation, rapid
channel variation, multi-user access, and channel Doppler
effect [103]. These issues can bemitigated by developing new
intelligent techniques to ensure LoS conditions between the
communicating entities. It is necessary to design models to
predict weather impacts on UAV communication channels.

4) ENERGY AND FLIGHT TIME
The performance and cruising duration of UAVs are strongly
impacted by the limited energy capacity of their embedded
batteries [104]. Batteries are often used to power the energy
propulsion and on-board electronics of UAVs. The consumed
energy of UAVs depends on their movement, circuit power,
and transmission power consumption [105], [106]. Also,
it was demonstrated in [107] that the energy consumed during
the communication process can significantly limit the flying
time of UAVs by nearly 16%. To address this crucial issue,
two different solutions are envisaged: (i) intelligent energy
management by performing tasks with minimum energy con-
sumption and (ii) energy-aware deployment mechanisms for
the timely replenishment of energy on board. Even though the
last decade has witnessed advanced developments in battery
technologies, energy harvesting is also considered as themost
advanced charging technology to extend the flying duration
of UAVs. The efficiency of energy harvesting is impacted by
long-distances and random energy arrivals. As a result, deep
investigations on energy delivery technologies are required to
enhance the charging efficiency of UAVs.

5) UAV DEPLOYMENT
The deployment of UAVs in a 3D space is considered
as a challenging task, and especially when performing
real-sensitive tasks or applications [108]. The challenge
becomes more complex when the density of UAVs increases.
Indeed, UAVs consider the capacities of wireless back-
haul of existing terrestrial networks, which are generally
time-varying due to the mobility of UAVs [109]. Many other
challenges are distinguished in such kinds of UAV aspects,
such as the minimization of handovers, avoiding collisions,
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FIGURE 4. UAV network architectures.

and reducing the energy consumption of UAVs. All these
challenges require significant efforts from researchers to pro-
pose efficient solutions for UAV deployment while consider-
ing the different constraints of UAVs and environments.

III. SDN AND NFV IN UAV NETWORKS
This section provides an overview of the background, nota-
tions, and descriptions related to SDN, NFV, and UAV net-
works. Recently, UAV networks have integrated the concepts
of softwarization and virtualization of network services and
components. These concepts should play a major role in the
delivery of future telecommunication services [110]. Further-
more, these concepts are also considered as a building block
for 5G and B5G mobile networks [111]. On the one hand,
SDN aims to minimize the operational costs and enable flex-
ible network configuration. On the other hand, the concept of
virtualization or NFV allows easier and faster deployment of
network services.

In the following, we provide a deep analysis and descrip-
tion of each of these technologies. Then, we will briefly
review the motivations for adopting SDN and NFV in UAV
networks.

A. UAV NETWORKS
The first utilizations of UAV were characterized by using
just one single UAV and one or more ground nodes to per-
form a specific task [112]. To perform most military and
civilian applications in a timely manner, a set of UAVs is
required [113]. Indeed, the self-organized multi-UAV net-
work is considered as highly effective in providing coop-
eration between UAVs and fairly distribute tasks among
them [114]. The coordination between UAVs requires the
establishment of a communication network among UAVs.
Generally, this kind of network should be coordinated by
control stations located on the ground [115]. One of the chal-
lenges of UAV networks is to reduce the impact of the mobil-
ity of UAVs. In fact, mobility has been frequently responsible
for damaging the data delivery and causing significant packet

losses and transmission delay [116]. The energy constraint
of UAVs also causes UAV failures, which could disrupt the
overall network [117]. Both maintenance of the connectivity
and reducing energy consumption allow providing a certain
degree of reliability and a predefined threshold of QoS [118].
To design a fully cooperative UAV network, a set of rules is
required to define how data should be exchanged between
UAVs and ground BSs [119]. There are many architectures
proposed across the literature, but in this section, we analyze
the major architectures that are adopted in most applications.
As shown in Figure 4, three different architectures are fre-
quently adopted: (i) Centralized architecture, (ii) Clustering
architecture, and (iii) Cellular architecture. In the follow-
ing subsections, a clear description of each architecture is
provided.

1) CENTRALIZED ARCHITECTURE
As indicated by its name, this architecture comprises a group
of UAVs that are linked to a single ground BS communicating
simultaneously with all UAVs [120]. In the case when UAVs
want to establish communication between each other, all
data exchanges are routed via the ground BS [121]. Several
advantages are distinguished when adopting this centralized
architecture, such as the fault tolerance in the case of anyUAV
failures, task parallelism, and the improvement of computing
and storage. However, there exist three major issues, such
as the proportional scale of bandwidth with the density of
UAVs, the high latency, and the vulnerability of the ground
BS against eventual attacks, which can disrupt the overall
network.

2) CLUSTERING ARCHITECTURE
To allow UAVs to communicate with each other directly in
an ad hoc fashion, this architecture creates multiple groups
of UAVs called clusters [122]. Each cluster designates one
UAV to play the role of cluster-head (CH) to connect cluster
members, and then connect the whole cluster to a specific
ground BS [123]. The intra-UAV communications (i.e., the
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FIGURE 5. An overview of an SDN-enabled architecture.

communications with UAVs located in clusters) are achieved
without going through ground BSs. Therefore, this archi-
tecture can support different UAVs with different flight
and communication characteristics. However, the inter-
UAV communications (i.e., the communications with UAVs
located outside clusters) are achieved through ground BSs,
and thus causing the problem of partition in the case of ground
BS failures.

3) CELLULAR ARCHITECTURE
The cellular organization of UAVs is considered as the most
modern organization of UAVs [124]. It has recently been used
for many civilian and military applications [125]. In each
cell, a unique frequency band is used to avoid interference
with other cells and providing important coverage over a
given area [126]. Moreover, this architecture allows UAVs
to communicate both with each other through ground BSs
and directly without going through ground BSs [127]. How-
ever, there are many issues when adopting such architecture,
such as the expensive cost of ground BSs and the failure of
ground BSs, which all require an in-depth investigation from
researchers.

B. SOFTWARE-DEFINED NETWORK (SDN)
Different schemes and techniques have been proposed in
the literature to enhance the flexibility and agility of future
wireless networks [128]–[130]. From these proposals, novel
technology has become a promising alternative for networks,
which is called SDN [131]. As widely known, SDN plays
an important role to implement services and applications
that tackle the most difficult issues in different kinds of
wireless networks. This can be done by monitoring and
reconfiguring the network layer and switching functional-
ity [132]. As shown in Figure 5, SDN operates by decou-
pling the control and data planes of networks. This can pro-
vide both network programmability with global visibility and
controllability to easily manage a network. Indeed, operat-
ing as the brain of the network, the SDN controller(s) can

maintain up-to-date the topology and traffic information of
the network [133]. To deeply understand the concept of SDN,
in the following, we describe the functioning of each of its
components.

1) ARCHITECTURE PLANES
Generally, the SDN architecture is composed of three planes
with different interfaces and abstraction layers [134]. The
different components composing the planes may vary from
architecture to another. Figure 5 shall be used as a reference
in order to better describe each plane.
• Control Plane (CP): CP is in charge of maintaining
the forwarding tables included in network devices (NDs)
while considering the topology and other constraints of
the network [135]. The functioning of CP is performed
by a single or a set of centralized controllers. The aim
of CP is to effectively react to any failures or traffic
changes and to ensure a reliable functionality of the
network [136]. Nevertheless, CP can suffer from pro-
cessing overload and further costs when the network
grows.

• Data Plane (DP): DP is in charge of forwarding data
packets transmitted by the end-user via NDs (e.g.,
routers and switches). Indeed, DP manipulates the for-
warding of packets based on the rules and instruc-
tions provided by the control plane to change, drop,
or correctly send the packets to their intended destina-
tions [137]. While the NDs are responsible for data for-
warding to properly ensure their transit over the whole
network [138].

• Application Plane (AP): AP is in charge of provid-
ing diverse network applications and services (e.g.,
network security, orchestration, QoS, energy manage-
ment, load balancing, and mobility). AP is deployed
and implemented by the SDN controller [139]. The pro-
vided applications and services considerably impact the
data traffic on SDN devices when communicating their
requirements and instructions [140].
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2) ARCHITECTURE INTERFACES
Two main classes of interfaces are used to interconnect the
different planes of the SDN architecture (see Figure 5):
(i) Southbound Interfaces (SBIs) and (ii) Northbound Inter-
faces (NBIs) [141]. SBIs connect the data and the control
planes by controlling the traffic to NDs (e.g., routers and
switches). The interaction between the control and the appli-
cation planes is ensured through NBIs. Indeed, NBIs perform
the control of the traffic of information to/from the applica-
tion plane. To clearly define these two classes of interfaces,
in the following, an accurate description is provided for each
kind of interface.

• Southbound Interfaces (SBIs): SBIs allow NDs to
exchange state and control information (e.g., event noti-
fications, forwarding operations, and statistics reports)
with the SDN controller. The aim of SBIs is to allow
a flexible interaction between the control plane and
NDs [142]. In addition, it also allows us to easily and
quickly create and reconfigure virtual networks. The
definition of an SBI is based on the NDs that support
it, which imposes to adopt standard SBIs to favor inter-
operability among different suppliers.

• Northbound Interfaces (NBIs): NBIs allow the
exchange of information between the control plane
and different applications running on top of the net-
work [143]. The goal of this interface is to provide rout-
ing or transmission information from the data plane or
controllers to applications and services. Standardization
of this kind of interface can adapt the behavior of the
application according to the network.

3) ARCHITECTURE ABSTRACTIONS
There is a crucial need for a common abstraction model
to separate the different planes of an SDN architec-
ture [144]. This model should enhance efficiency and min-
imize the complexity of the functioning of both applica-
tions and SDN controllers [145]. Consequently, we can
say that abstraction allows regulating the amount of con-
trol, according to the amount of receiving information.
Also, it can play a key role in addressing all the issues
of SDN technology [146]. In what follows, we present the
two important abstraction layers that always make up all
SDN architectures.

• Device and Resource Abstraction Layer (DAL):
DAL is provided by NDs to hide any hardware imple-
mentation details (i.e., operation planes and forwarding
among NDs are abstracted to the control and manage-
ment planes) [147]. Also, the abstraction allows provid-
ing standard interfaces inside or on top of the data plane
in which there exists a similar representation of hetero-
geneous hardware implementation devices towards SDN
controllers.

• Service Abstraction Layer (SAL): To provide a sim-
ple graph-based view of the network, SAL uses a set
of packet-processing functions [148]. These functions

are integrated into applications and controllers. This
abstraction layer is also provided by the control plane
in order to both gather the current state of the network
(e.g., link-state, disconnections, topology, etc.) and hide
the complexity of forwarding rules and the data plane
configuration [149]. Therefore, the main aim of SAL is
to isolate SBIs from NBIs.

4) OpenFlow
OpenFlow [150] is one of the most popular SDN protocols,
which is also a trademark of Stanford University [151]. The
OpenFlow protocol has beenwidely adopted by academia and
industry for different purposes, such as mobile applications,
data centers, and computing. OpenFlow implements the SDN
architecture and decouples the data plane from the control
plane [152]. The OpenFlow architecture comprises switches,
controllers, and flow tables in order to enable full program-
ming capabilities of NDs. Indeed, the OpenFlow switches
include flow tables that are checked at each time when a data
packet is received (i.e., determining the path where the packet
should be transmitted). As for the OpenFlow controllers, they
are used to configure flow rules included in the flow tables
that are embedded in the OpenFlow switches. Moreover,
the OpenFlow controllers gather network topology and statis-
tics from the OpenFlow switches in order to have the latest
topology of the network. For instance, in UAV networks,
the OpenFlow switches are carried by UAVs, and thus it is
crucial to maintain the connectivity between UAVs and the
SDN controller. OpenFlow has many issues and challenges
as follows:

• The vulnerability of OpenFlow controllers against dif-
ferent service attacks.

• Adapting the OpenFlow controllers to the scalability of
the network.

• Handling the dynamicity of network topology, and espe-
cially for highly mobile networks.

• Adapting the OpenFlow controllers to the amount of
receiving data.

• The lack of synchronization between the arrival time of
packets and the installation time of the rules.

• The lack of consistency between installing rules in the
OpenFlow switches and being able to process other
packets.

C. NETWORK FUNCTION VIRTUALIZATION (NFV)
To enable the virtualization of the network infrastructure
as building block functions and services, a new technol-
ogy called NFV has been deployed [153]. Indeed, NFV can
manage these virtualized services based on a centralized
orchestration entity [154]. NFV is among the outstanding
technologies enabling the future generation of mobile net-
works (i.e., 5G, B5G, and 6G). Moreover, it is actually under
intense research by industry and academia [155]. NFV virtu-
alizes network hardware infrastructures (e.g., storage devices,
computing servers, network devices, etc.) in order to be run
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FIGURE 6. An overview of an NFV-enabled architecture.

as software applications on remote commercial servers [156].
NFV allows multiple simultaneous virtual networks to run
on shared substrate resources, thus enhancing the resource
utilization. The implementation of NFV can be successfully
performed without taking into account SDN technology.
However, it is also possible to combine both technologies to
provide optimal performance output. To clearly understand
NFV, it is required to describe each essential component of
this technology (c.f., Figure 6). In what follows, we provide
the definition of the components that are most relevant for
this technology.
• Network Functions Virtualization Infrastructure
(NFVI): NFVI can be considered as a cloud data cen-
ter that consists of all shared hardware and virtual
resources [157]. For instance, such physical resources
can be in the form of servers, storage devices, or net-
work infrastructures. This kind of resources are all
virtualized in order to provide different requirements
for Virtual Network Functions (VNFs) (e.g., pro-
cessing, connectivity, and storage) [158]. In addition,
NFVI comprises additionally a virtualization layer
that abstracts the physical resources and decouples
the software from the underlying hardware platform,
and therefore offering standardized interfaces [159].
As a result, all these components help to enable
virtualization and build the base environment for
NFV.

• Virtual Network Function (VNF): VNFs is a soft-
ware implementation of the network functions of NDs,
which run in one or more containers or in virtual
machines [160]. To manage the functionality of VNFs,
Element Management System (EMS) is deployed to
ensure the synchronization between them [161]. Inside
the NFVI, several VNFs can be combined to provide
full-scale network communication services, which is
called Service Chaining [162].

• Management and Orchestration (MANO):MANO is
a crucial and required subsystem that offers access to

the full framework administration [163]. This access
is ensured by several mechanisms, such as compatibil-
ity with heterogeneous platforms, operational automa-
tion, dynamic operation, and lifecycle management of
VNFs [164]. MANO is composed of three main com-
ponents: (i) the VNF manager, which is in charge of
the full lifecycle management of each VNF instance
(i.e., running, initializing, maintaining, querying, scal-
ing, and finishing these instances), (ii) the infrastructure
manager, which not only provides virtualization infras-
tructure, but also controls and manages the interaction
of VNFs and NFVI with computing, storage, and net-
work resources, and (iii) the orchestrator, which is in
charge of orchestration and automation of NFVI that
includes instantiation, performance management, soft-
ware resources, policy management, and Key Perfor-
mance Indicator (KPI) [165].

D. SDN VS. NFV
SDN and NFV are complementary and closely related to
each other [166]. SDN can serve NFV by offering pro-
grammable network connectivity between VNFs in order to
perform enhanced traffic management. In turn, NFV serves
SDN by virtualizing, e.g., SDN controllers (i.e., consider-
ing them as VNFs) in order to be executed on the cloud,
and thus allowing a dynamic migration of the SDN con-
trollers towards optimal locations [167]. However, there are
several differences between SDN and NFV as summarized
in Table 5.

E. MOTIVATIONS FOR ADOPTING SDN IN UAV NETWORKS
Integrating SDN in UAV networks is attractive due to
the benefits and advantages provided by this technol-
ogy [168]. The majority of approaches proposed in the lit-
erature consider UAVs as SDN switches on the data plane
in order to exchange information in a distributed man-
ner [169]. Moreover, the ground BSs are considered as con-
trollers which collect data and perform control decisions
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TABLE 5. Comparison between SDN and NFV technologies.

on different aspects of networks [170], [171]. Consequently,
different requirements and characteristics of UAV net-
works make SDN the most suitable solution to address the
issues in such networks. These issues are summarized as
follows:

• UAV networks are extremely restricted in terms of com-
munication and resource utilization.

• Traffic demands in specific scenarios are very high, and
thus consuming more energy and overloading.

• The highmobility of UAVsmakes the connectivity inter-
mittent, and thus causing network fragmentation.

• The deployment of UAVs cannot be ensured in an
efficient way without having a global view of the
network.

SDN-enabled UAV networks could provide appropriate
solutions to these issues by changing the network without
reinventing its architecture. In summary, the main solutions
for SDN integration include:

• The centralized control provided by SDN can increase
the utilization resources and provide better QoS. To do
so, there is a need to have a permanent update of network
topology while ensuring the connectivity between UAVs
and the SDN controller.

• The network reconfiguration and allocation of radio
resources among a UAV swarm can be performed in a
flexible way using the centralized controller(s) located
on the ground.

• An SDN-enabled architecture can effectively optimize
load balancing between UAVs and ground BSs.

• SDNcontrollers allow routing traffic information among
UAVs without any losses or network congestion.

• The 3D movements of UAVs can be dynamically
adjusted using an SDN-enabled architecture in order to
optimize location management, polling, and paging.

F. MOTIVATIONS FOR ADOPTING NFV IN UAV NETWORKS
The advent of the next generation of mobile networks
(i.e., 5G, B5G, and 6G) will undoubtedly revolutionize
the world of telecommunications [172]. Furthermore, when
UAVs are integrated to support these mobile networks,
they can effectively extend their capacity [173]. Indeed,
given their computing, storage, and networking capabili-
ties, UAVs can be considered as a flexible platform to
both support cost-effective communications and enable the
shared use of resources in the next generation of mobile
networks [174]. In this context, the NFV paradigm can be
smoothly integrated into UAV networks with the aim to
enhance the performance of traffic processing delivered in
these mobile networks [175], [176]. However, despite the
huge effort that has been put into enhancing resource orches-
tration, there still exist issues and hurdles that should be
efficiently addressed. The major challenges that face the
deployment of NFV-enabled UAV networks are listed as
follows:

• To provide seamless integration of UAVs, there is a need
to define exactly which resources should be shared on
the network.

• To decrease the OPEX, the virtualization of UAVs
as shared resources becomes crucial, and especially
when UAVs are among cellular virtual network
operators.

• The definition of VNFs’ location and how to ensure the
control and interconnection between them [177].

• Enhancing the system scalability and resource alloca-
tion, and effectively investigate the migration process
from hardware resources to software entities.

The NFV concept can be considered as the most adequate
solution to solve the above-mentioned problems. A brief
summary of the solutions is listed as follows:
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FIGURE 7. Taxonomy of SDN-based UAV networks schemes.

• An NFV-based architecture could virtualize the basic
functions and hardware to offer an abstract view of the
whole network.

• NFV can enhance resource allocation and system scala-
bility in a transparent way.

• NFV reduces the costs of deploying more additional
hardware devices to perform specific tasks.

• NFVminimizes considerably the energy consumption of
UAVs.

Consequently, there is a strong need to conduct deep
researches to find the appropriate NFV-enabled solutions
with less complexity.

IV. SDN-BASED UAV NETWORKS
SDN-based UAV networks have recently attracted the inter-
est of scientific researchers and industry [178]. The SDN
architecture aims to flexibly manage UAV networks [179].
The deployment of SDN technology in UAV networks allows
them to efficiently perform tasks in a timely manner [180].
In this section, we discuss different SDN-based architectures
proposed in the literature for UAV networks. To have a clear
picture of the current state of the SDN-based UAV networks,
Figure 7 depicts a comprehensive taxonomy of the different
approaches classified according to several categories based
on the various applications and scenarios in which UAVs are
deployed for.

A. SDN-BASED ROUTING
During the last decade, the assistance of terrestrial networks
by UAVs has attracted increased attention [86]. The use of
UAVs has presented a flexible capability to assist terrestrial
networks when they suffer from poor connectivity [181].
UAVs have the ability to reach areas where it is difficult for
terrestrial networks to cover [182]. Also, UAVs can act as
relays between disconnected clusters in intermittently con-
nected networks [183]. Some challenges which are worth
mentioning are given below:
• Enhancing both the UAV network’s formation and com-
munication between UAVs.

FIGURE 8. Establishment of connectivity to the Internet via a mobile SDN
controller.

• Increasing the visibility and availability of UAV network
topology.

• Maintaining network coverage and ensuring QoS
requirements, and especially for delay-sensitive
applications.

• Providing both enhanced route selection and flexible
network configuration.

In this context, several UAV-assisted routing solutions have
been proposed in the literature. Most of them are dedicated
to supporting vehicular ad hoc networks (VANETs) and other
kinds of terrestrial networks. In this section, we describe the
most relevant SDN-based UAV-assisted routing solutions for
terrestrial networks. Table 6 shows a summary of the existing
major routing contributions involving UAVs along with their
objectives, advantages, and drawbacks.

Ramaprasath et al. [184] exploited the SDN-based system
to control UAV-to-UAV communications. The main goal of
this system is to enhance network resource utilization, delay,
and throughput. An SDN controller plays the role of a central
hub that monitors storage, processing, and all control infor-
mation. The priority of the packets is controlled according
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TABLE 6. Summary comparison of SDN-based routing protocols for UAV networks.

to different priority levels in order to maintain the stability
of the network. The scenario illustrated in Figure 8 depicts
the establishment of a communication between UAV1 and
destination (i.e., Internet). The packets have to transit through
a series of hops, which are directed by the SDN controller
using the control plane to reach the sink or the SDN controller.
Then, to complete the transmission of packets, the SDN
controller relays them to the destination.

Qi et al. [185] designed a centralized Traffic-Differentiated
Routing (TDR) algorithm based on two different controllers:
(i) a coordination controller and (ii) SDN Cluster controller.
TDR aims to ensure a certain level of QoS for reliability
and delay-sensitive services. Indeed, UAVs are organized in
the form of several clusters. In each cluster, a cluster SDN
controller is guiding data forwarding, scheduling of network
resources, and performing interactions with all UAVs in the
cluster. An upper stationary airship controls all domains
in which all UAVs are supposed to know their positions
and speeds. For the availability forecast of the link, it is
supposed that the maximum communication range of all

UAVs and their respective positions are previously known.
As shown in Figure 9, the adopted SDN architecture is com-
posed of three layers: (i) data layer, (ii) control layer, and
(iii) application layer. Indeed, the data layer reflects the whole
network infrastructure in the form of multiple UAVs grouped
into several clusters. This layer is controlled by upper sta-
tionary balloons or airships. Each balloon acts as a single
domain controller and interacts with other balloons. On the
application layer, many network functions are available in the
form of a software module manner.

A novel routing solution is proposed in [186] based on a
hybrid SDN technology deployed among a team of UAVs
and IoT devices. Some UAVs can belong to the SDN net-
work and considering SDN forwarding rules according to
the topology of the network. They also have the possibility
of migrating from SDN to a distributed traditional routing
protocol.

As depicted in Figure 10, there is an SDN controller
comprising three modules: (i) Topology discovery module,
(ii) Statistics gathering module, and (iii) Route computation
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FIGURE 9. A clustering architecture of UAVs supervised by several SDN
controllers.

FIGURE 10. A hybrid SDN-based UAV-IoT Network.

module. The first module periodically gathers the state of the
overall links in order to build a global view of the network
connectivity. The second module collects statistics about
flight features (e.g., bit error rate, delay, etc.) and network
connection status (e.g.,GPS data, speed, etc.). As for the third
module, it is used to calculate optimal communication paths
based on the information provided by the other modules.

In harsh environments, there are some difficulties to flex-
ibly deploy terrestrial networks [187]. Therefore, this gives
rise to a crucial need to construct a robust airborne backbone
network (ABN) to maintain a permanent coverage of the
interest area. Chen et al. [188] integrated the SDN paradigm
into ABN to exploit the SDN advantages and to enhance
traffic management efficiency. Moreover, the authors have
designed a traffic scheduling algorithm to ensure real-time
performance and reliability of forwarding network flows.
Figure 11 shows the different nodes of the SDN-based ABN
(or SD-ABN) architecture and how they can interact between
them. Indeed, the SD-ABN is composed of three kinds of
nodes: (i) Traffic ForwardingNode (TFN), (ii) GatewayNode
(GWN), and (iii) Network Control Node (NCN). All these
nodes can play the role of TFNs that are responsible for
forwarding network flows. GWN is in charge of connecting
ABN and different heterogeneous networks. There may be

FIGURE 11. Architecture and components of SD-ABN.

FIGURE 12. A multi-path routing of UAV Networks through an SDN-based
architecture.

more than one NCN in ABN, which is responsible for car-
rying the SD-ABN controller. Furthermore, a multi-reliable-
paths based traffic scheduling algorithm is deployed within
the SD-ABN. The aim of this algorithm is to improve its net-
work performances while considering all routing constraints,
such as the frequent disconnections, signal blockage, and
uncontrollable mobility, which may occur during the data
delivery.

Secinti et al. [189] proposed an SDN-based multi-path
routing framework for UAV networks. An SDN controller is
adopted on top of this framework to avoid routes that are
subjected to jamming. UAVs operate as software switches
and they are able to execute commands under the controller
directives. Amulti-layer graph model is used to establish sep-
arated paths in the 3D space to provide a certain resistance to
jamming. To better explain this architecture, we consider the
example in Figure 12. In fact, a connectivity layer is attributed
to each pair of UAVs if, and only if their positions allow
the use of one of radio access technologies. Then, the SDN
controller executes the shortest path algorithm in order to
explore multiple disjoint routing paths. The SDN controller
is composed of four different modules: (i) Data acquisition,
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(ii) Transmission time calculation, (iii) Multi-layer graph
modeling, and (iv) End-to-end resilient multipath routing.
The first module builds a distance matrix to have a global
view about the connectivity of the whole network. The second
module estimates the delivery between each pair of connected
UAVs. The third module constructs a weighted graph of
the network to show the reachability between UAVs while
they are using different radio access technologies. As for the
last module, it is based on the Dijkstra algorithm [190] to
calculate the most appropriate routing path between a given
pair of source and destination UAVs.

As an improvement of the work presented in [189],
Secinti et al. [191] proposed a novel SDN-based network
architecture to ensure robust end-to-end connectivity among
UAVs using amulti-path disjoint routing protocol. This archi-
tecture aims to avoid both frequent link failures and the
limited processing resources of UAVs. Each UAV is equipped
with a WiFi interface and can act as an SDN switch that
operates under directives sent by a centralized controller. This
routing scheme ensures in some sense the quality of links
between UAVs while providing alternative paths in case of
link failures.

Yuan et al. [192] proposed an SDN-based mobile sensor
network architecture for reliable data communication in UAV
swarms. The aim of this architecture is to overcome the con-
straints of UAV networks, such as computational problems
and limited channel resource allocation. The centralized SDN
server provides operators and UAV service providers with
network management opportunities for large-scale control
of UAV swarms. To maintain the global swarm topology,
each UAV monitors link conditions and flight speeds of
their neighbor UAVs. This information is then sent back to
the SDN server for advanced topology change management
and network resource planning. These processes consider-
ably reduce the load from the UAVs. In the example shown
in Figure 13, the architecture of the proposed system com-
prises a remote control center achieving several tasks, such
as search and rescue, monitoring, emergency communication
infrastructure, etc. All UAVs are connected through existing
cellular networks and wireless interfaces. Moreover, UAVs
are able to accomplish several tasks, such as forwarding data
packets and periodically check the status of wireless links and
flight statistics and report them back to the SDN controller.
All these features allow building a routing path between a
communicating UAVs based on a maintained global routing
table while considering the limited channel and computing
resources.

Iqbal et al. [193] designed an SDN-based architecture
for UAV networks, both to predict network disruptions and
maximize network availability. In addition, it also aims to
both reduce the impact of link failures and configure rout-
ing strategies. Indeed, the centralized controller can predict
future positions due to their fixed orbits. This allows the
proposed architecture to switch the radio links and flow routes
beforehand and prior to any network failures. Consequently,
the use of predictive SDN maximizes network availability.

FIGURE 13. A topology management of UAVs based on a fixed swarm
SDN controller.

FIGURE 14. Network availability management based on SDN and RNC
controllers.

In the scenario depicted in Figure 14, there are two kinds
of controllers: (i) the SDN controller and (ii) the Radio Net-
work Controller (RNC). The SDN controller is based on the
OpenFlow protocol to update flows to the whole aerial system
network through embedded virtual switches. As for the RNC,
the Simple Network Management Protocol (SNMP) is used
to send commands to radio terminals. The RNC executes four
modules: (i) Node Position Predictor module, which predicts
the future location of UAVs by gathering GPS information
from UAVs, (ii) Radio Link Simulator module, which com-
bines UAV location predictions and radio environment to
estimate the availability of radio links, (iii) Layer 2 Topol-
ogy module, which creates a series of time-sequenced link
adjacencies, (iv) Radio Interface module, which receives a
near-optimal subset of link adjacencies selected by the SDN
controller. As for the SDN controller, other four modules
are executed as follows: (i) Proactive routing is executed to
control the aerial system, (ii) Reactive routing is performed
when there are topology change notifications received by
the SDN controller in order to calculate and forward flow
rules, (iii) Flow Management module, which creates flow
rule updates, and (iv) Routing, as well as forwarding control
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FIGURE 15. An SDN-based ATN (SD-ATN) architecture.

decisions, which are performed based on the SDN controller’s
network knowledge.

The authors of [194] have designed an SDN-enabled
airborne tactical network (ATN) architecture. The aim of
this architecture is to ensure that the control plane reliably
gathers the monitoring information from the data plane in
a real-time way. For these purposes, a communication pro-
tocol called MCF-SD-ATN (Monitoring information col-
lection framework for SDN-enabled ATN) is designed to
both make the control plane efficiently collects monitoring
information from the data plane and ensure a certain level
of QoS. As shown in Figure 15, the application plane of
the SD-ATN is composed of many network applications
formulating several operation policies. Three control hier-
archies are included in the control plane of the SD-ATN:
(i) Device control hierarchy, (ii) Platform control hierar-
chy, and (iii) Swarm control hierarchy. As for the data
plane, it comprises many transmission systems for different
UAVs.

Xiong et al. [195] proposed an SDN and message queue
telemetry transport (MQTT) hybrid network structure for a
UAV swarm in the context of the battlefield. The aim of this
structure is to ensure distributed features that are particularly
suitable for UAV swarms, such as flexible data transmission,
security, and power-saving friendly. Moreover, a QoS-based
multi-path routing protocol is proposed to calculate multiple
disjointed paths between a pair of communicating nodes with
the aim to improve network performance.

Figure 16 shows two swarms of UAVs where each swarm
has an elected master and other UAVs are considered to be
slaves. Each slave has the same components to be elected
in the future as a master. The Master is considered as an
SDN controller for each swarm. Therefore, it is responsible
to manage the communication between UAVs and define the
appropriate wireless links between slaves.

LEARNED LESSONS
The different lessons learned from this subsection are listed
as follows:

FIGURE 16. A swarming architecture of UAVs in the context of the
battlefield.

• SDN architecture provides better network performance
in terms of delivery ratio, latency, and bandwidth. How-
ever, neglecting the energy consumption of UAVs can
significantly affect the functioning of UAV networks.

• The failure of SDN controllers can considerably disturb
the whole UAV network.

• Lack of standardized SDN-based UAV network solu-
tions in order to be deployed in any scenario.

B. SDN-BASED UAV-ASSISTED WSN
The heterogeneous cooperation between UAVs and ground
sensor nodes can provide many kinds of applications, such
as remote sensing [196], monitoring [197], agriculture [198],
and military operations [199]. This cooperation is based on a
predefined network composed of UAVs and wireless sensor
network (WSN) while ensuring sufficient stability of this
heterogeneous structure [200]. This objective can be achieved
by addressing the following issues:

• Ensuring an effective creation of this collaborative net-
work while dealing with the frequent topology changes.

• The devices (i.e., UAVs and sensor nodes) composing
this cooperative network are restricted in terms of life-
time and energy. Therefore, extending the usage of such
devices is of paramount importance.

• Effectively managing data gathering while considering
interference and other constraints.

• Dealing with the high mobility of UAVs to ensure a high
level of cooperation.

In the following, we investigate the major SDN-based contri-
butions proposed to solve all these issues. Table 7 portrays a
summary of these contributions.

Kirichek et al. [201] proposed an SDN-based architecture
for flying ubiquitous sensor network (FUSN) in which UAVs
are deployed as software switches, sensors, and controllers.
The aim of this architecture is to establish an efficient data
collection with the help of UAVs frommobile sensors located
on the ground (i.e., terrestrial segments). There is a set of rules
of message interaction between UAVs, which are supervised
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TABLE 7. Summary comparison of SDN-based UAV-assisted WSN protocols.

FIGURE 17. Interaction of terrestrial and flying segments of FUSN.

by the controller. This work has concluded that the adopted
SDN architecture minimizes the amount of routing traffic and
enhances its resistance to the topology changes. As exem-
plified in Figure 17, the proposed SDN-based architecture
comprises UAVs playing the role of switches and another spe-
cific UAV (i.e., Copter) takes the role of an SDN controller.
The copter (i.e., Controller) has several tasks to accomplish,
such as the data collection related to the channel quality
between UAVs, the analysis of network topology, the defi-
nition of traffic routing policies, the transfer of control plane,
and the interception of requests from the network. In addition,
the UAVs can organize themselves to efficiently collect data
from ground nodes.

In [202], a softwarization architecture for the collaboration
between UAVs and WSNs is proposed. A controller layer
virtualizes the physical nodes (i.e., sensors and UAVs) to
higher layers. This can be done by providing APIs for the
intermediate orchestration layer to manage both the mission
and the cooperation between the physical nodes. Therefore,
this kind of architecture facilitates the network reconfig-
uration, increases the system reliability, and supports the

FIGURE 18. A dedicated SDN controller for each UAV and WSN networks.

redundancy. For example in Figure 18, the adopted soft-
warization architecture is illustrated. Four layers are distin-
guished: (i) The physical layer, which comprises UAVs and
sensor nodes providing services and sensed data, respec-
tively, (ii) The controller layer, which comprises two kinds
of controllers that are monitoring the physical layer and
gathering data from it, (iii) The orchestration layer, which is
located in the cloud and provides resources as services to the
application layer, and (iv) The application layer, which pro-
vides to the user both a user-friendly interface to manipulate
the mission and allowing him to receive results during the
mission.

Watson et al. [203] designed a technique to use a swarm
of UAVs to carry out radar functions. The purpose of this
technique is to track passive reflectors and active emitters
of RF signals in a highly dynamic network. In fact, a set
of SDN-enabled RF IoTs (RIOTs) is created to perform the
detection, as well as the geo-localization tasks. Consider
the example shown in Figure 19 where there are multiple
UAVs organized in the form of two swarms. The UAVs are
collecting data from ground sensor nodes and interacting with
the SDN controller. In turn, the SDN controller manages and
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FIGURE 19. An SDN-based clustering architecture of UAVs deployed over
terrestrial sensors.

FIGURE 20. A cellular organization of SDN-enabled architecture UAV-WSN
network.

maintains each UAV network swarm by providing some rules
of communication between UAVs while considering different
UAV constraints.

A novel data dissemination technique is proposed in [204].
This techniques builds a virtual topology based on the
load on WSN nodes using SDN through UAVs. Each UAV
acts as a relay and it is equipped with Multiple-Input
MultipleOutput (MIMO) antennas to ease the establishment
of simultaneous communication with the SDN controller,
BS, and sensor nodes. The SDN controller configures the
topology formation and maintains sleep timers and coun-
ters. Figure 20 depicts a scenario where the architec-
ture comprises many UAVs, sensor nodes, and BSs. The
sensor nodes are placed into octagonal cells. In each
cell, there are two fixed-wing UAVs (FW-UAVs) and an
SDN controller at the center. The FW-UAVs are used for
relays and transmission, they are flying autonomously in
the same direction clockwise or the opposite, and their
velocity and positions are controlled by the SDN con-
troller. Moreover, the SDN controller is in charge of updat-
ing the forwarding information base and logical topology
formation.

LEARNED LESSONS
In summary, the key lessons learned from this study are listed
below:
• The energy consumption of UAVs and ground sensors
should be managed efficiently.

• Defining correctly the density of UAVs to be deployed
in order to gather the maximum of data from ground
sensors.

• Jointly optimizing the usage of hardware resources and
the completion time of missions.

C. SDN-BASED UAV-ASSISTED VANET
UAVs are considered as crucial support to enhance many
VANET applications and to extend their functionalities [205].
Moreover, due to their flexibility and practical deployment,
UAVs can effectively assist VANETs to improve their routing
processes [206]. Also, UAVs canmanage the traffic jam [207]
and provide road services [208]. Nevertheless, some chal-
lenges and issues still remain unsolved or not optimally
addressed as follows:
• Enhancing the performance of VANETs’ services while
exploiting UAVs.

• Effectively gathering data from VANETs using UAVs
and ensuring its real-time processing.

• Enhancing the energy consumption of UAVs to extend
the lifetime of the aerial platform supporting VANETs.

• Ensuring an optimal balance between computation delay
and energy consumption of UAVs.

In the following, an in-depth discussion of several SDN-based
contributions that have tried to solve all these issues is pro-
vided. Moreover, these contributions are briefly summarized
in Table 8.

Zhang et al. [209] proposed an SDN-enabled space-air-
ground integrated vehicular (SSAGV) network architecture.
The main goal of SSAGV is to optimize the connectivity
and QoS requirements of VANETs while exploiting net-
work resources from both space and air segments. Indeed,
the ground segments provide high data rates to vehicular
users. While the satellites and air segments ensure ubiq-
uitous coverage in remote areas and optimize the capacity
of areas with a congested or poor terrestrial infrastructure
deployment, respectively. This architecture fails to analyze
the specific offloading mechanisms. Figure 21 exemplifies
a scenario where the proposed architecture is composed of
three main segments: ground, air, and space. The SDN con-
trollers are embedded on powerful servers, which manag-
ing network resources and regulating the network function-
ing. Each segment has dedicated control and communication
interfaces of SDN controllers. To orchestrate the functioning
of each segment, higher-tier SDN controllers are adopted over
the SDN controllers in each segment to support the services
of vehicular networks.

By using another kind of technique, Alioua et al. [210] pro-
posed a distributed SDN-based UAV-assisted infrastructure-
less VANETs (dSDiVN) for assisting ground emergency
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TABLE 8. Summary comparison of SDN-based UAV-assisted VANET protocols.

FIGURE 21. SSAGV system structure and components.

vehicles in a rescue scenario. A sequential game mech-
anism to explore how to carry out efficient process-
ing of the data by both the sharing of state informa-
tion and the offloading of computing tasks. The authors
modeled the tradeoff between energy consumption and
computational delay as a two-person sequential game
problem.

As shown in Figure 22, the SDN paradigm is enabled by
dividing the network (i.e., road segments) into equal size
virtual segments, with the aim of making it more stable and
less dynamic. Each segment represents a virtual SDN domain
that contains vehicles moving in the same direction and they
are reachable to each other. Moreover, a local controller is
assigned to each domain for handling and controlling all the
requests of forwarding vehicles inside its domain. A central-
ized SDN controller (i.e., the emergency vehicle) is exploited
to facilitate the management of UAVs by dealing with the
installation of the command of UAV missions, such as data
gathering and forwarding tasks. Among UAVs, a powerful
UAV is selected to play the role of a secondary controller on
the set of forwarding UAVs. The secondary controller aims to
ensure the monitoring and collection of information related
to UAVs (e.g., positions, battery levels, etc.). Also, it can

FIGURE 22. dSDiVN system model based on the assistance of UAVs.

enhance the energy consumption of UAVs and latency of the
whole network.

A model for traffic light control and coordination of emer-
gency vehicles is proposed in [211]. A UAV is deployed to
play the role of an SDN controller. In this model, the Aug-
mented Reality (AR) is displayed from the camera embedded
on the UAV, which is used to visualize the real-time state at
the crossroad. The aim of this model is to reduce the risks and
distortion induced by emergency vehicles and inform drivers
about alternative routes. In the example shown in Figure 23,
the UAV acts as an SDN controller and different peripheral
modules are embedded in priority vehicles (e.g., emergency
and police). Video flows related to priority vehicles are taken
by the UAV and they are transmitted to the AR smart glasses
of other drivers to allow them to know the speed and other
parameters of these priority vehicles.

LEARNED LESSONS
It is worth noting that there are many important lessons
learned from this subsection as follows:

• Studying accurately the highmobility of UAVs and vehi-
cles.

• Managing the energy consumption of UAVs.
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FIGURE 23. A UAV SDN controller to facilitate the movement of
emergency vehicles.

• Positioning appropriately different groundBSs along the
roads.

D. SDN-BASED MONITORING
UAVs can act as eyes in the sky, and thus performing a
large class of monitoring tasks [212]. In this sense, keeping
UAVs in flight for a long period of time, adjusting video
quality requirements at acceptable levels, and managing the
resources of the UAV network, are of major concern [213].
However, a number of issues should be effectively addressed
in order to optimally cover a specific zone:

• Decreasing packet losses during video transmission,
which is caused by UAV movements. Moreover, opti-
mizing the UAV trajectory to avoid collisions with other
obstructions or UAVs.

• Maintaining a certain level of QoS during the video
delivery while reducing occasional delays and interrup-
tion periods, and especially at critical events.

• Mitigating the impact of the restricted capacity of energy
in order to keep the cooperation between UAVs and
ground BSs during the mission.

• Efficiently managing inter-UAV communication and
ensuring seamlessmobility of UAVs among groundBSs.

To address these issues, there are four major SDN-based
solutions dedicated tomonitoring, which have been proposed.
These solutions are both discussed in this subsection and
briefly summarized in Table 9.
Zhao et al. [214] designed an SDN-based UAV network

(SD-UAVNet) on a single centralized SDN controller. The
main goal of this network is to provide network programma-
bility by separating the control and data planes and control-
ling UAVs mission features. The SDN controller takes into
account the global UAV context to optimize UAVs’ mobility,
avoid collisions, and establish a communication path. This
can effectively define how to re-plan the position of relay
UAVs with the aim of providing a real-time video monitoring
service with Quality of Experience (QoE) support.

In the scenario depicted in Figure 24, the SDN-enabled
UAV networks are deployed over disaster scenarios in order

FIGURE 24. SD-UAVNet for monitoring in disaster areas.

FIGURE 25. An SDN-based deployment of drone and ground military
vehicular network for monitoring purposes.

to provide real-time video monitoring, and especially when
the terrestrial communication infrastructures are not avail-
able. This helps the ground control station to inform humans
about the actions to take. The SDN controller carries out
all control functions to which source UAVs are transmitting
video flows to the destination ground station through relay
UAVs.

The work proposed in [215] rely on an SDN approach to
tackle the highmobility of UAVs that can act as data providers
in the context of military mobile networks. This approach
aims to provide the best routes to deliver the data, reduce
delays in image transmission, and therefore enhances the
end-user quality of experience in video streaming. Figure 25
shows an example where each ground vehicle acts as a switch
that is controlled by the SDN controller. Moreover, the UAVs
are moving around the area where they are performing the
monitoring mission, and thus the connection to ground vehi-
cles is not stable. On the one hand, the UAVs can often
reconnect to the same vehicle or a different one. On the other
hand, the SDN controller has to enhance the network to make
the re-connection process as smooth as possible. This helps
to improve the quality of video being displayed to the users
driving the ground vehicles.
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TABLE 9. Summary comparison of SDN-based monitoring protocols for UAV Networks.

FIGURE 26. Video dissemination using an SDN-based UAV networks.

A cooperative UAV scheme is proposed in [216] with
the goal to enhance video transmission and global energy-
efficiency. For this purpose, an SDN controller is supposed
to be deployed to ensure both a reliable computation of
energy-efficient routes and UAV replacement. By achiev-
ing these purposes, the SDN controller can avoid an even-
tual UAV failure, minimize void areas, reduce network
disconnections, and thus prevent low-quality video trans-
mission. In addition, the SDN controller allows to pro-
vide network flexibility by both separating the control and
data plane and controlling operational parameters of UAVs.
In the example depicted in Figure 26, UAVs are deployed
in disaster areas to monitor and transmit video flows to
a ground entity or service to take the appropriate deci-
sions. Indeed, UAVs are connected to a centralized con-
troller that is able to manage the UAV network performance,
such as routing, UAVs’ replacement, or data forwarding.
Moreover, there are multiple local controllers that are in
charge to forward control messages to/from the centralized
controller.

FIGURE 27. UAV deployment based on a centralized SDN controller for
monitoring and communication.

White et al. [217] applied SDN and NFV technologies
to deploy some important processing functionalities across
the ground BS. The main goals of this architecture are
to improve the situational-awareness for payload operators,
pilots, and external controllers during UAV missions. Also,
this architecture ensures a permanent deployment of services
and reduces both the requirements imposed by the existing
backbone infrastructure located on the ground (e.g., in case of
failures and high latency). Indeed, each ground mobile node
operates as a switch and each UAV as a host. In addition, each
kind of node can route traffic towards payload operators and
pilots based on predefined OpenFlow rules. As for the SDN
controller, it is placed in the ground BS or ground control
station (GCS) while VNFs are placed in the ground mobile
nodes to execute routing functions. To better explain this
scheme, we consider the example of Figure 27. In fact, a set
of UAVs operating in various areas with different embedded
devices (e.g., IR cameras). Moreover, a set of mobile GCS
is positioned in different regions and they are connected
through satellite links with the aim to connect and provide
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control information to UAVs. A centralized control center is
deployed to detect any anomaly on data streamed to it. UAVs
are transitioning from one mobile GCS to another, and thus
a handover phase should be established. As a consequence,
UAVs, mobile GCSs, and the centralized control center are
all considered to migrating hosts, switches, and a network
controller, respectively.

LESSONS LEARNT
The three important lessons that can be extracted from this
subsection are summarized as follows:

• Orchestrating the inter-UAV communications using an
SDN architecture provides better network performance.

• Ensuring the energy efficiency of UAVs during surveil-
lance and monitoring.

• Reducing the overhead that is caused by the exchange of
information with controllers.

E. SDN-BASED CELLULAR COMMUNICATIONS
UAV-BSs have the capacity to form UAV cells with the aim
to provide extended network coverage for GUs [218], [219].
Also, the deployment of UAV-BSs and their densification
in temporary events or unexpected circumstances can be
expected to effectively assist existing cellular networks [220].
The main advantages of deploying UAV-BSs are to comple-
ment existing terrestrial networks to meet the bursty traf-
fic demands over certain areas [221]. In addition, UAV-BSs
can enhance both resource utilization and terrestrial network
capacity [222]. To successfully achieve the integration of
UAV-BSs with terrestrial networks, it is important to first
address the following issues:

• Effectively tracking GUs (i.e., regions with high traf-
fic demands) and ensuring seamless handovers of
UAVs.

• Handling intermittent connectivity of UAV-BSs with
terrestrial networks in order to reliably extend their
coverage.

• Optimizing the placement of UAV-BSs while con-
sidering the constraints of energy, interference, and
connectivity.

• Jointly managing resources of UAVs and terrestrial net-
works in order to efficiently satisfy the dynamic traffic
demands of users.

In the following, a deep investigation of different contribu-
tions is presented. Furthermore, a brief summary of these
contributions is provided in Table 10.

A novel software-defined cellular network (SDCN)
paradigm with wireless backhaul is proposed in [223]. This
paradigm is based on an air-ground architecture ensuring
flexible characteristics for future cellular networks. To top it
off, resource allocation and 3D UAV placement algorithms
are adopted to ensure a tradeoff between the transmission
power of UAVs and the associated number of users while
maintaining the QoS requirements above a certain threshold.
To do so, the problem of intractable utility maximization is

FIGURE 28. Architecture of SDCN and its different modules and
components.

FIGURE 29. A network architecture overview of SAGECELL.

converted into a two-phase algorithm involving the optimal
allocation of resources and the optimal UAV-BS altitude-to-
radius ratio. In the scenario depicted in Figure 28, a set of
ground BSs comprising a large number of antennas existing
on a ground cellular network. In the case when such ground
BSs will be congested, UAVs can play the role of UAV-BSs
to assist the ground cellular network. Indeed, each ground BS
provides a wireless backhaul at each UAV-BS serving GUs,
thus forming a heterogeneous network and logical data plane.
The control of the overall system is ensured through a central-
ized SDN controller supporting multiple function modules,
such as resource allocation (RA), network repository function
(NRF), authentication server function (AUSF), mobility man-
agement function (AMF), and virtual radio access network
information big-base (VRIB).

The authors in [224] developed a software-defined space-
air-ground integrated moving cells or what is called SAGE-
CELL. This architecture is based on the concept of SDN
to ensure several characteristics. For instance, it has to be
scalable, flexible, and a programmable framework in order to
integrate different resources, such as space, air, and ground
resources in a complementary fashion. SAGECELL can be
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TABLE 10. Summary comparison of SDN-based cellular communication protocols for UAV networks.

adapted to dynamic traffic demands in accordance with the
network capacity.

Figure 29 illustrates a scenario where the infrastructure
of SAGECELL comprises three segments: (i) space segment
(ii) air segment, and (iii) ground segment. These segments
are in charge of collecting data, transmission, storage, and
analysis functionalities in terrestrial networks. To virtualize
the communications between these segments, a hypervisor
is placed between the infrastructure layer and the control
layer in order to handle resource allocation and network
management. Lower-tier (LT) SDN controllers are linked
to the space-air-ground segments through the hypervisor,
where each one is able to manage its own virtual small
cells. Upper-tier (UP) SDN controllers are connected to LT
SDN controllers, which are in charge of coordinating the
heterogeneous resources from different segments and ensur-
ing a centralized management of the whole network. As for
the application layer, it contains a variety of applications,
such as smart city, emergency management, Industry 4.0, and
enhanced mobile broadband (eMBB).

Yang et al. [225] proposed heuristic algorithms to design
a proactive UAV-cell deployment framework. An SDN
architecture is adopted in this framework to integrate and
disintegrate UAV-cells by reconfiguring the network in a

transparent way. The main purpose of this framework is
to assist 5G networks in temporary crowd traffic scenarios
(e.g., stadium, parades, and concert) and to disintegrate or
integrate UAV-BSs to the 5G networks. The architecture of
the proposed framework is composed of a set of small-cells
and a set of UAV-BSs to provide internet access for congested
GUs (c.f., Figure 30). A given UAV-cell is placed in the center
of the cluster to have the possibility to communicate with
all cluster members. Indeed, there is a centralized controller
that gathers and stores information related to the network and
making decisions. Then, it manages UAV-BSs functioning
(e.g., deployment, movements, mission time, and coverage),
configures the network, and creates new paths between dif-
ferent functions. Also, the controller has the ability to collect
real-time information about any GUs and all its parameters of
the connection.

A prototype named SkyCore is designed by
Moradi et al. [226]. This prototype is based on a two-UAV
LTE network to interoperate with smartphones and exist-
ing LTE infrastructures on the ground. Different network
functions are softwarized and placed in a centralized
server that is deployed on a UAV. This architecture sup-
ports multi-UAV deployments, hotspot, and provides data
plane and superior control performance. The overhead of
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FIGURE 30. A drone-cell deployment based on an SDN architecture.

FIGURE 31. SkyCore architecture and the interaction between its
components.

inter-UAV communication is significantly reduced by using a
segment-based routing. The adopted architecture of Skycore
is shown in Figure 31. SkyCore employed the SDN paradigm
to configure the mobility and communication between UAVs.
This allows to avoid the impact of wireless UAV-to-UAV links
and synchronize their states with each other. Also, there exists
a Master that is in charge of ensuring communication with
other agents.

An SDN framework for UAV networks is proposed
in [227], which is called temporospatial SDN (TS-SDN).
The main aim of TS-SDN is to proactively adjust the net-
work topology by using physical positions and trajectory
through the SDN controller. As an advantage, this TS-SDN
has the ability to increase the network performance for GUs
by efficiently managing the topology, routing packets proac-
tively, managing radio resources, and scheduling operations.
Figure 32 shows the proposed framework comprises three
layers: (i) access layer, (ii) distribution layer, and (iii) core
layer. The first layer includes an LTE base station (eNodeB)
embedded on the aerial platform (e.g., UAV or Satellite)
connecting different GUs. Moreover, each eNodeB estab-
lishes a connection with the distribution layer. In turn, this
layer connects the eNodeB to the core layer of the network

FIGURE 32. An overview of TS-SDN architecture.

FIGURE 33. An SDN-based architecture for UAV-BS deployment.

through a time dynamic multi-hop wireless mesh/backhaul
network.

Another SDN-based network framework is proposed
in [228], which is dedicated to UAV backbone networks.
It comprises two control cores interacting with each other
to make optimal decisions. The first control core is a UAV
controller, which is responsible for managing UAV informa-
tion (e.g.,flight control, location, battery storage). The second
control core is an SDN controller, which is managing network
information. The SDN controller includes four modules, such
as traffic management, strategy, monitoring display, and link
management. To illustrate this framework, we consider the
proposed SDN-enabled architecture in Figure 33. This archi-
tecture is composed of three entities: (i) UAV-BSs, (ii) GUs,
and (iii) an SDN controller. Each GU should be served by at
least one UAV-BS to transmit and receive information. The
SDN controller is able to communicate with all UAV-BSs
by emitting and receiving control packets from them, while
UAV-BSs communicate with each other through multi-hop
forwarding. Two different controllers are embedded in the
SDN controller. First, the UAV controller that is responsible
for managing information related to different UAV parame-
ters, such as flight control, battery storage, and geographical
location. Second, the SDN controller configures andmanages
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FIGURE 34. A UAV-BS-based 5G network architecture based on an SDN
concept.

information related to the UAV network and also interacts
with the UAV controller.

Verdone et al. [229] have optimized the uplink data rate of
GUs and energy-efficiency of UAVs. This is done by adopting
an SDN-based architecture, which considers issues related
to a joint radio resource management between the GCS and
UAVs. Moreover, the parameters related to the UAV network,
such as flight parameters are also optimized. Figure 34
illustrates the components and functioning of the proposed
framework. A mobile architecture network orchestra-
tor (MANO) interacts with a UAV network controller
(UANC). MANO can both gather GU positions and man-
age their handovers between UAV-BSs and terrestrial BSs.
UANC is in charge of defining the missions of UAV-BSs
and managing the assignment of radio resources by UAV-
BSs. Furthermore, UANC is able to determine all informa-
tion related to the GUs and how terrestrial BSs are serving
them.

The authors of [230] proposed an optimization framework
of 3D hovering placement of relay UAVs assisting a ground
cellular network. This framework considers both realistic
UAV connectivity and inter-UAV interference constraints.
The network coverage is also optimized based on the QoS
provided by UAVs by using an extremal-optimization algo-
rithm. Moreover, flight routes are also assigned based on
Bezier curves, which are very useful for realistic topologies
and enhance the coverage over time while UAVs and users
are moving. As shown in Figure 35, a set of ground BSs is
deployed in a limited geographical area, providing different
services to several GUs. To extend the coverage of existing
terrestrial BSs, a set of UAV-BSs are deployed acting as relay
stations and serving GUs.

LEARNED LESSONS
Various lessons learned from this subsection are listed as
follows:

• Dynamically deploying UAV-BSs according to the traf-
fic demand of GUs.

FIGURE 35. A coverage optimization based on both drone-cells and an
SDN controller.

• Reducing the complexity of the SDN architecture while
considering the energy consumption of deployed aerial
platforms.

• Satisfying as many as possible of active GUs.

F. SDN-BASED SATELLITE COMMUNICATIONS
Satellite networks can be extended to interconnect aerial
platforms and terrestrial networks together to form a single
network architecture [231]. The main goal of this integrated
network is to perform various services and applications in the
next generation of mobile networks [232]. Indeed, this novel
architecture has several advantages, such as wide coverage,
large bandwidth capability, high data rate, multi-level access,
and adaptability to complex environments [233]. However,
many challenges are distinguished in such kind of heteroge-
neous networks, which are listed as follows:

• Providing seamless communications with diverse QoS
requirements.

• Dealing with complex communication environments to
enhance the end-to-end routing mechanism between
GUs.

• Enhancing the share of physical networking resources
by using virtualization.

• Reducing the complexity of the integrated network by
using the SDN concept.

To overcome these issues, different SDN-based contributions
are proposed across the literature. These contributions are
investigated and summarized in Table 11.

An SDN-enabled satellite-terrestrial network is proposed
by Qiu et al. [234]. The goal of this integrated network
is to dynamically manage networks, computing resources,
caching, and jointly orchestrated them. As for the optimiza-
tion of resource allocation, it is first described as a Markov
decision process and then a novel deep Q-learning approach
is used to solve this problem.

As shown in Figure 36, the proposed architecture consists
of the application layer, the control layer, and the data layer.
The application layer provides a set of applications, such as
monitoring, navigation, remote sensing, and communicating.
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TABLE 11. Summary comparison of SDN-based satellite communication protocols for UAV networks.

FIGURE 36. A software-defined satellite-terrestrial networks architecture.

The control layer is responsible for managing the different
resources in the data layer by enabling networking, comput-
ing, and caching resources and allocating them based on the
users’ requirements. As for the data later, it comprises three
kinds of infrastructure, such as computing infrastructures
(e.g., MEC servers), caching infrastructures (e.g., content
caches), and networking infrastructures (e.g., LEOs).
An integrated satellite-terrestrial network (ISTN) archi-

tecture based on SDN is described in [235]. Moreover,
a heuristic service-oriented path computation algorithm for
elastic data flows is proposed. This algorithm is based on
the considerations of load balancing, capacity, wavelength,
latency, and allocated bandwidth, in order to deal with the
complex heterogeneity of such integrated networks. Also,
this algorithm is designed to address the unified routing
problem by handling forwarding and coming data flows.
As an illustration, we consider Figure 37, which depicts a
terrestrial and LEO satellite network. The terrestrial network
is composed of servers, ground stations, and switches, which

FIGURE 37. An overview of SDN-based ISTN architecture.

are all connected through the optical fiber and can be also
linked to one or more satellites. The network management is
ensured through an SDN technology, thus making the unified
management of QoS and routing possible. It is worthy to note
that the satellite network is used for service aggregation, data
service access, and data flow transport under the low latency
constraint. In this architecture, the data flow transport through
both the terrestrial and satellite networks is considered.

Bi et al. [236] proposed an SDN-enabled for Space and Ter-
restrial IntegratedNetwork (SD-STIN). The goal of SD-STIN
is to support global seamless communications. The SDN
controller has several functionalities, such as monitoring link
connections and SDN switches both on the ground and in
space and collecting real-time information about the inte-
grated network. Moreover, operating along with SD-STIN,
a mobile edge computing (MEC) paradigm is used in a cen-
tralized way to enable heterogeneous network convergence,
mobility management, routing scalability, topology control,
and content delivery. Figure 38 shows that SD-STIN includes
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FIGURE 38. A description of SD-STIN architecture.

FIGURE 39. A cross-domain SDN-based MLSTIN architecture.

various mobile networks and satellite systems and can sup-
port several services, such as processing, storage, and big data
transmission. Indeed, GEO satellites serve as SDN-enabled
switches for incoming packets from either satellites in the
same orbit,MEO/LEO satellites, or terrestrial hubs. As for the
terrestrial domain, ground hubs serve as gateways between
the Internet backbone and satellite networks using a protocol
translation. The SDN controllers deployed on the ground
to obtain information, including satellite link conditions,
resource utilization, and topology changes. In addition, these
controllers are also able to define routing policies for both
space and terrestrial domains that run SDN protocols (e.g.,
OpenFlow).

Shi et al. [237] proposed a cross-domain SDN architec-
ture, dividing a multi-layered space and terrestrial integrated
network (MLSTIN) into a terrestrial domain, aerial domain,
and satellite domain. Unlike existing classical SDN architec-
tures, the proposed architecture enables scalable and flexible
system operation by deploying controllers in three different
places: (i) in geostationary earth orbit (GEO) satellites, (ii)
high altitude platforms (HAPs), and (iii) terrestrial networks.

In addition, the main controller is hosted in the terrestrial
networks and it is in charge of handling the control of the
whole system as a cross-domain orchestrator (c.f., Figure 39).
Also, it allows to communicate with other controllers to

exchange collected control information. Moreover, the data
plane in the satellite, aerial, and terrestrial domains, con-
sists of SDN-enabled LEO satellites, low altitude platforms
(LAPs), and any types of heterogeneous ground networks,
respectively. The latter components act as switches to simply
carry out flow-based data forwarding. As for the application
plane, it provides some specific applications and services for
the components performing the data plane.

LEARNED LESSONS
The SDN-based satellite communication study allowed us to
list multiple learned lessons as follows:
• Considering the mobility of satellites and reducing the
latency when the network load of them is very high.

• Minimizing the complexity of the whole satellite inte-
grated system.

• Enhancing the interconnection of satellites with ground
terrestrial networks.

G. SDN-BASED SECURITY
Multi-UAV networks provide many services and applications
and exchange more and more high-value sensitive and cru-
cial data [238]. Therefore, such kinds of networks become
easily targeted by attacks, and thus security measures have to
be adopted when deploying such networks [239]. However,
there still exist some issues in UAV networks that should be
addressed, which are summarized as follows:
• Ensuring the correctness of the adopted security
paradigm to avoid any failures or vulnerabilities of such
systems.

• Protecting UAV networks from any attacks, so that
UAVs can successfully accomplish their missions in a
timely way.

• Dynamically adapting security schemes from one mis-
sion to another.

• Providing the possibility of reprogramming of the
adopted security schemes.

Consequently, several SDN-based security contributions
involving UAVs are proposed these two last years. They
are comprehensively discussed and then summarized
in Table 12.
An SDN-enabled network architecture is proposed by

Li et al. [240]. This architecture is composed of two con-
trollers in order to achieve collaborative decision-making:
(i) An SDN controller and (ii) UAV flight controller. Built on
the SDN, a Dyna-Q-based reinforcement learning algorithm
is designed for power allocation and to efficiently avoid
interference attacks with faster convergence. As illustrated
in Figure 40, the adopted architecture consists of six kinds
of elements, such as mission UAVs, backbone UAVs, GPS,
ground station, jamming station, and jamming UAV.

The backbone UAVs are considered to have high capac-
ities compared to mission UAVs in terms of calculations,
bandwidth, and coverage. Also, the backbone UAVs consti-
tute the cluster-heads of each cluster formed by a small ad
hoc network of a swarm of UAVs. Furthermore, an SDN
controller is deployed on the ground station, which is in
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TABLE 12. Summary comparison of SDN-based security protocols for UAV networks.

FIGURE 40. Software defined UAV network in the presence of a terrestrial
jamming station.

charge of data packet forwarding, transmission channel con-
figuration, collaboration with the UAV flight controller, and
can refine the UAV track when the network is subjected to
a jamming attack. Indeed, there are two different kinds of
interference sources: (i) high-mobility jamming UAV and
(ii) low-mobility jamming station/vehicle. When it is the
case of high-mobility jamming, continuous and uninterrupted
jamming can occur and the effect of low-mobility jamming is
negligible.

An SDN-enabled architecture for UAVnetworks to provide
innovative security capabilities is proposed in [241]. In this
architecture, coming and forwarding flows can be considered
as an authorization to go through the network. Statistics
about flows and switches can be gathered in the network and
implemented through SDN protocols. In the example shown
in Figure 41, a hierarchical and hybrid architecture is consid-
ered for the proposed scheme. This architecture comprises a
medium-range network and some UAVs acting as relays or
routers between the rest of UAVs and the ground BS. This
kind of architecture allows one to determine multiple SDN
controllers (i.e., UAVs or the ground BS) or delegating parts
of the responsibility to intermediate UAVs.

An SDN-based secure mobility model for multi-UAV
WSN networks is proposed in [242]. In this model, the SDN

FIGURE 41. A hierarchical and hybrid architecture based on multiple
flying SDN controllers.

controller ensures centralized and virtual software-based con-
trol. Particularly, the controllers perform authentication and
coordination of UAVs and WSNs based on pre-installed
flows. The dynamic waypoints generated by the controller
both prevent UAVs from moving irregularly and prevent any
unidentified transmission based on flow action rules. The
pre-installed flow table of the UAV is constantly updated with
the evolving topology. As depicted in Figure 42, the overall
network is divided into multiple sectors (i.e., block of the
matrix). The WSN nodes belonging to a given block are con-
sidered to be in the same cluster. The communication between
WSN nodes and UAVs is always performed through the CH.
Sometimes, UAVs become CHs to facilitate the transfer from
both the WSN CHs and from WSN cluster members. The
UAVs move from a dense cluster to another one in which
the trajectories of UAVs are defined on the basis of distance
and topological density. Moreover, the communications are
carried out by using techniques exploiting the topological
density information.

LEARNED LESSONS
A brief summary of lessons learned regarding SDN-based
UAV security are listed below:
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TABLE 13. Summary comparison of SDN-based placement for UAV networks.

FIGURE 42. A secure mobility model for heterogeneous (UAV-WSN)
networks.

• Minimizing the energy consumption of UAVs by reduc-
ing the processing and calculation carried out by these
devices for security purposes.

• Effectively evaluating security applications by fully
exploiting the SDN concept.

• Reducing the vulnerability and impacts of the attacks on
UAV networks as much as possible by adopting efficient
SDN-based countermeasures.

H. SDN-BASED PLACEMENT
Deploying UAVs in the appropriate locations is consid-
ered as one of the most important issues [243]. This issue
impacts seriously different network performance metrics
(e.g., throughput, delays, and connectivity) [244]. The sever-
ity of this issue increases, and especially when UAVs are
cooperating with terrestrial networks [245]. To reliably put
on the field an efficient placement strategy, several challenges
need to be addressed as follows:

• Studying the impact of UAV placement in terms of
overhead, interference, and other constraints.

• Reducing the completion time of the UAV mis-
sions while considering the energy consumption of
UAVs.

• Having an accurate vision of the whole topology of
UAVs to avoid any collisions with them.

• Providing efficient connectivity of UAVs with terrestrial
networks.

In Table 13, a set of major SDN-based contributions
of UAV placement are briefly summarized as described
below.

In the presence of an SDN-enabled architecture, Kalan-
tari et al. [246] designed a backhaul aware 3D placement
of UAV-BS protocol. The aim of this SDN-enabled protocol
is to serve the maximum number of users having different
rate requirements. The deployed aerial platforms have the
ability to communicate, control, and signaling information.
Also, these aerial platforms hover at different altitudes satis-
fying different coverage areas, weather conditions, and dif-
ferent other related factors. Particularly, the authors studied
how different kinds of wireless backhaul providing vari-
ous rates will impact the number of served users under
the constraint of the limited transmission power of the
UAV-BS. In Figure 43, several UAV-BSs are deployed over
certain areas (e.g., crowded urban areas) to prevent tem-
porary congestion and to provide additional coverage. It is
also beneficial to deploy UAV-BSs when the ground BS
is out of order due to several constraints, such as trans-
mission problems or weather conditions. The appropriate
3D placement of UAV-BSs is estimated based on the SDN
controller included in the ground BS by combining several
techniques.

Ur-Rahman et al. [247] investigated the location adjust-
ment of the SDN controller while considering the delivery
delay of control packets and the communication overhead.
The aim of this investigation is to limit the transmission power
of direct communication between an SDN controller and a
set of UAVs. Indeed, a multi-hop communication mecha-
nism is adopted to allow the controller to communicate with
non-neighboring UAVs, where the controller is positioned in
the middle of the UAV field.

The same authors in [248] have also proposed a tabu
search-based mechanism to define the near-optimal position
of UAVs and GUs. The aim of this mechanism is to enhance
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FIGURE 43. A backhaul aware 3D placement of UAV-BSs in urban area.

FIGURE 44. Placement optimization of UAVs based on the locations of
GUs.

network throughput. In addition, an SDN controller is used to
maintain the traffic demand for all flows and links.

To exemplify the functions of the proposed scheme,
an SDN-based disaster UAV network is considered (c.f.,
Figure 44). Each UAV acts as an SDN switch and pro-
vides wireless communication services to its associated GUs.
Together, all UAVs form a mesh network that is linked to
the SDN controller and the Internet. The proposed scheme
is executed exclusively on the SDN controller and it tries
to determine the positions of UAVs such that the overall
network throughput is optimized. Also, it maintains the traffic
demand for all flows and links by having accurate infor-
mation about UAV positions and those of their associated
users.

LEARNED LESSONS
Several SDN-based UAV placement schemes are investigated
in this subsection. Therefore, several lessons are learned as
follows:

• Supporting the high mobility of UAVs and the unpre-
dictable movements of GUs.

• Considering the possibility of failures of deployed SDN
controllers.

• Reducing the processing and calculation that are carried
to define the appropriate placement of UAVs.

I. OTHER SDN-BASED APPLICATIONS
SDN-based UAV architecture is considered as a suitable solu-
tion to deploy a wide range of applications [249]. Indeed,
UAVs rely solely on their embedded batteries for perform-
ing various tasks that lead to the generation of the huge
amount of data that is exchanged among UAVs with ground
BSs [250]. Moreover, since UAVs are mobile, it requires to
deploy an efficient handover technique to switch between
ground BSs [251]. Consequently, multiple other challenges
and issues should be considered as follows:

• Developing a robust energy management scheme for the
reliable operation of UAV networks in critical missions.

• Dynamically reconfiguring policies and plans of UAV
networks.

• Preventing network disruptions by reducing latency and
link breakage and addressing topology changes and
bandwidth issues.

• Optimizing UAV trajectories based on several UAV con-
straints.

In what follows, a comprehensive description of different
other SDN-based contributions. A brief summary of these
contributions is included in Table 14.

An SDN architecture is presented by Shukla et al. [252]
to reliably allocate processing and computing resources
to UAVs connected to the GCS. The UAVs are hover-
ing over a given area with the aim to reduce the energy
consumption and the operating delay. More specifically,
the SDN controller is based on a greedy algorithm that can
be adapted to the offloaded applications and achieve QoS
requirements of the offloaded tasks by selecting the optimal
cloud server. The adopted architecture consists of a set of
UAVs hovering over a given geographical area and controller
through the closest BS (see Figure 45). The BS includes
different components, such as edge server, UAV control, and
SDN services. Additional edge servers can be positioned
at different locations (e.g., buildings or other BSs). Indeed,
the UAVs and edge servers broadcast their processing capa-
bilities and their willingness to process for the SDN controller
located at the BS. Based on these parameters, the SDN con-
troller allocates the servers for requested applications.

Vashisht et al. [253] designed an SDN-enabled opportunis-
tic offloading and charging scheme in UAV networks, named
SOOCS. Indeed, two purposes have to be achieved oppor-
tunistically: (i) in case of congestion, the data traffic should
be offloaded to any available channels and (ii) to extend the
lifetime ofUAVs, solar charging andwireless charging should
be used through solar plates and charging points, respectively.
The first purpose uses UAVs as forwarding nodes where the
SDN controller finds an optimal flow path for forwarding data
and offloading it. As for the second purpose, solar harvest-
ing and grid-based wireless charging schemes are proposed.
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TABLE 14. Summary comparison of SDN-based other applications for UAV networks.

FIGURE 45. An SDN-based architecture for allocating computing
resources to UAVs.

These schemes are based on charging points placed at the
edges of the UAV networks.

In the example shown in Figure 46, the system model is
composed of radio towers (e.g., LTE or radio transmitter)
that act as decentralized controllers and a set of N UAVs
that act as SDN switches and deployed in a typical smart
city scenario. A single SDN controller is used to manage the
decentralized controllers based on two different managers:
(i) Radio network controller to have an overview of the active
users’ number, their respective locations, and the available
networks, and (ii) Status controller to handle the queuing
information and the network load. Finally, the application
plane provides some specific applications, such as routing,
channel access, load balancing, etc.

FIGURE 46. A network architecture overview of SOOCS.

A UAV-based network architecture enabled by an SDN
architecture is proposed in [254] to provide a wide range of
UAV deployment scenarios. Multiple tasks can be carried out
by UAVs, such as sensing, monitoring, or ensuring wireless
connectivity access to ground end-users.

As illustrated in Figure 47, the adopted network archi-
tecture, comprises a set of UAVs and a Drone Network
Management System (DNMS) positioned on the ground. The
UAVs form a multi-hop mesh network and they can play
multiple roles depending on their capabilities. The first kind
of UAVs is task-specific UAVs, which are responsible for
different missions, e.g., monitoring, sensing, relaying, and
providing wireless access to ground devices. Also, this kind
of UAV is managed by the OpenFlow protocol. The second
kind of UAVs is UAV controllers to distribute the logically
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FIGURE 47. Deployment of a multitude of UAV tasks empowered by an
SDN architecture.

FIGURE 48. An SDN-based handover aware UAV network architecture.

centralized SDN control functions, which are beneficial when
the UAV network is deployed far from the DNMS. As for the
DNMS, it collects different information from UAVs accord-
ing to the demand requested by some areas, which it defines
the novel locations of UAVs and adjusts their movements
accordingly.

To provide fast handover, Sharma et al. [255] proposed
an SDN-based UAV network architecture supporting wireless
networks with low handover latency. Each UAV includes a
module that can make a decision to adapt the traffic based
on the network load and the number of active users. This
mechanism is executed only when required to minimize the
load of the controller. As exemplified in Figure 48, the SDN-
UAV architecture divides the network into three planes: (i) the
data plane is composed of network devices that forward the
traffic flows, (ii) the control plane comprises UAV and a
network control plane, which are responsible for controlling
UAVs and managing the whole network, respectively, and
(iii) the application plane, which is in charge of achieving
dedicated applications that exploit the underlying planes to
form a manageable network.

A virtualized edge-computing infrastructure for UAV
applications is considered in [256]. It includes a virtualized

FIGURE 49. A softwarized and virtualized edge-computing infrastructure
for UAV applications.

container running on an edge node, which controls UAVs.
Also, an SDN is considered with the aim to provide network
connectivity between UAVs and their virtualized controllers.
In addition, a novel seamless migration scheme is adopted.
On the one hand, it simultaneously exploits the original and
migrated containers. On the other hand, it combines their
output control data to allow stable UAV control until the
controller ismigrated successfully and its status is sufficiently
updated.

In the scenario depicted in Figure 49, the adopted archi-
tecture, comprises an SDN-based network, UAVs, UAV con-
trollers, and a migration controller. The SDN-based network
is composed of BSs, an SDN controller, and white-box
BSs (WBSs) acting as edge nodes. The BSs and WBSs are
acting as SDN switches and the SDN controller is linked to
all WBSs and BSs in order to control their routing migration,
their forwarding tables, and the control flows of UAVs. Each
UAV is associated with the appropriate BS to facilitate the
migration decision. For instance, when the migration from
WBS 1 to WBS 2 has to be carried out, the container where
the controller of WBS 1 is running is migrated to the destina-
tion WBS 2 until that the destination WBS 2 to take control
of the UAV.

LEARNED LESSONS
Many other unclassified SDN-based UAV applications are
also studied in this survey. Therefore, a lot of additional
lessons are learned from this subsection and they are listed
below:
• Considering the unpredictable movements of UAVs,
which are due to several causes.

• Deploying several controllers in certain scenarios causes
some difficulties to manage them.

• Providing functions over UAVs themselves can effec-
tively provide services to users in a transparent way.

V. NFV-ENABLED UAV NETWORKS
NFV has always been considered as a cost-effective solution
for exploiting hardware resources in the form of software
implemented for end-users [257]. Therefore, NFV-enabled
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FIGURE 50. Taxonomy of NFV-enabled UAV networks schemes.

TABLE 15. Summary comparison of NFV-based cellular communication for UAV networks.

UAV networks can play a key role to enable the shared use
of their resources for the next generation of mobile net-
works [258]. In this section, we provide a deep investigation
of NFV-enabled UAV network approaches that have been
proposed in the literature. We also provide a taxonomy of
different categories of NFV-enabled architecture for UAV
networks (c.f., Figure 50).

A. NFV-ENABLED CELLULAR COMMUNICATION
The flexibility, resilience, and agility of UAV networks can
be enhanced by the usage of NFV technology [259]. In addi-
tion, UAV networks that are deployed to assist existing
terrestrial cellular networks require also innovative manage-
ment schemes. This can enable the effective use of energy
and physical resources [260]. Nevertheless, to put on the field
the concept of NFV-enabled UAV cellular communication,
several challenges need to be addressed as follows:

• Benefiting from NFV for an effective UAV network
management.

• Robustly scheduling UAVs to deploy network services.
• Dealing with a low-resource payload of UAV cellular
networks.

• Reliably and equitably distributing services among
UAVs.

In the following, the major NFV-enabled cellular schemes are
deeply investigated. Moreover, in Table 15, the NFV-enabled
UAV cellular communication contributions are summarized.

The work in [261] designed a novel framework for
multi-tier UAV-BS network and complementing heteroge-
neous networks. This is done by benefiting from the combina-
tion of SDN, NFV, and cloud computing. Indeed, the network

FIGURE 51. A multi-tier UAV-BS network by leveraing SDN, NFV, and
cloud computing.

re-configuration is made by SDN and NFV according to the
big data in the cloud. Moreover, the authors studied the 3D
placement of UAVs with the aim to maximize the number of
served GUs. As a result, UAV-BSs provide coverage where it
is required, thus creating new frontiers for the heterogeneity
of 5G networks.

The scenario shown in Figure 51 illustrates how the NFV
allows a programmable network structure for UAV-BSs as
shared resources. Moreover, the SDN concept can also facil-
itate the interconnection and control of the different VNFs
(e.g., data storage, computing power, etc.). Moreover, SDN
can enable efficient mobility and radio resourcemanagement.

An optimal UAV scheduling scheme is proposed in [262].
This scheme leverages the potential offered by NFV and 5G
capabilities to be able to ensure energy-efficient management
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FIGURE 52. Energy-efficient NFV-enabled UAV network architecture.

of resources and for the provision of network services.
In this scheme, the 5G technology ensures some connectivity
requirements, such as high bandwidth and low latency. This
can provide robust communications between the different
components in the system. As for NFV, it allows computing
the appropriate number of UAVs for providing a certain level
of service. Moreover, NFV comprises a scheduling strategy
to provide both information related to the UAVs and their
sequence of replacement to execute services during a certain
period.

As shown in Figure 52, the proposed scheme comprises
two components: (i) GCS and (ii) a set of UAVs. The first
component is in charge of management and control of net-
work services and resources, and thus playing the role of NFV
orchestrator. The second component is responsible for exe-
cuting different VNFs, and thus constitutes the NFVI. Indeed,
the UAVs are battery-powered, and therefore, their lifetime
is constrained due to the energy consumption, the restricted
power supply, and the services to be executed. To extend each
service lifetime, the battery of the UAV that executes a given
VNF has to be replaced while ensuring the migration (i.e.,
transition) of VNFs to other UAVs.

LEARNED LESSONS
Many lessons are learned and can be outlined as follows:
• Avoiding the centralization of VNFs in order to avoid
the failure of the central entity.

• Providing the possibility to handle large areas in a short
time.

• Reducing the complexity of the adopted NFV-enabled
architecture in cellular communications [263].

B. OTHER NFV-ENABLED APPLICATIONS
The integration of NFV and SDN technologies in the area
of UAV networks is still at its infancy [264]. Indeed, this
integration can provide novel support for both the deployment
of UAV network services and the increasing business of UAV
products [265]. Furthermore, this technology aims to provide
high-performance processing of data traffic through the next

generation of mobile networks, and especially when they are
supported by UAVs [266]. However, a set of issues should be
considered before deploying such technology, as follows:

• Ensuring the dynamic and flexible connectivity of a set
of UAVs in order to reliably provide services.

• Supporting UAV deployment that can be quickly
adapted to civilian applications.

• Offering programmable infrastructure that enables the
versatile integration of functions and services.

• Considering the requirements specified by the operator.

In the following, a description of various NFV-enabled UAV
network contributions is provided with a brief summary
included in Table 16.
An NFV system dedicated to UAV networks is presented

in [267]. The aim of this system is to enable complex net-
work services over a cloud platform provided by a swarm of
deployed UAVs. Indeed, UAVs can be placed automatically
at different locations over the network executing different
VNFs, such as flight control, routing, VoIP, etc. The orches-
tration of UAVs’ placements and their respective VNFs is
controlled from the GCS that comprises several components
to enable these functions.

In the direct continuity of the work proposed in [267],
Nogales et al. [268] presented an improved architecture that
uses UAVs in an NFV environment. The aim of this work
is to unify functions and services, which is defined by the
operator at the deployment of UAVs. Moreover, NFV is
adopted to virtualize the infrastructure resources from the
higher layers by decoupling the UAV hardware infrastructure
from the control layer. In Figure 53, a conceptual vision of the
proposed NFV system is illustrated based on three different
components: (i) A management framework, (ii) The different
VNFs, and (iii) The mission planner. The first component
is responsible for both orchestrating software and hardware
resources and interconnecting VNFs. The second component
is supported by the software and hardware infrastructure
embedded in UAVs. The third component is in charge to spec-
ify the network services to be deployed and to configure each
deployed VNF.

Xilouris et al. [269] discussed the extension of net-
work slicing in the context of UAV-based 5G network and
lightweight virtualization. Also, it studies the feasibility of an
aerial node backhaul andmonitoring the LTEmeasurement in
the sky. The main goal of this work is to achieve two possible
scenarios, i.e., increasing network coverage and enhancing
network capacity. In the scenario shown in Figure 54, there
is an architecture with mobile computing capabilities placed
at the edge. This architecture permits to appropriately deploy
VNFs either closer to the GUs/user equipment or at the core,
thus allowing a good performance according to the slice
requirements.

A video monitoring platform as a service (VMPaaS) is
proposed in [270]. This platform is based on both a swarm
of UAVs deployed in rural areas and SDN/NFV enabled
backbone. Indeed, distributed VNFs are used as a network
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TABLE 16. Summary comparison of other NFV-based applications for UAV networks.

FIGURE 53. An NFV-enabled network architecture to virtualize the
infrastructure resources.

FIGURE 54. A UAV-based 5G network and lightweight virtualization.

overlay and distributed video storage. The distributed NFV
services can then re-encode the video quality according to the
bandwidth constraints. Due to the difficulties of the controls
and the interconnections in NFV, SDN can be consolidated
with NFV as a robust approach to address this issue. Figure 55

FIGURE 55. A network architecture overview and components of VMPaaS.

shows the proposed video monitoring platform, which is
composed of a backbone mesh network and a set of video
transmitter UAVs. The backbone mesh network comprises
a set of backbone UAVs moving based on a regular mobil-
ity model in order to cover a given rural area. Each kind
of UAVs includes some application and network functions
(e.g., video broadcasting, storage, computing, etc.) The video
transmission is carried out using fixed wireless IP cameras
that are installed on the ground and video transmitter UAVs
that are connected to the closest backbone UAVs. Finally,
there exists a backbone network orchestrator UAV that is able
to communicate with all the components of the platform in
order to organize the behavior of all the elements of the NFV
infrastructure.

LEARNED LESSONS
Other NFV-enabled UAV network schemes show many
learned lessons that are outlined as follows:

• Deploying the NFV-enabled solutions for the long term.
• Supporting the various constraints of UAV networks.
• Providing to the orchestrator the possibility to manage
the whole network.
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FIGURE 56. Simulators and Testbeds used in softwarization and
virtualization in UAV networks.

VI. EVALUATION TOOLS AND TESTBEDS
We turn our attention to the simulation tools and testbeds,
which are used to evaluate the performance of the schemes
described in sections IV and V. In fact, the softwarization and
virtualization of UAV networks are highly interdisciplinary,
and thus they require flexible tools to make the evaluation
of their performance. Also, these tools should be smoothly
adapted to several domains, such as network design, com-
munication schemes, and optimization theory, as well as
emerging domains, such as AI and machine learning, game
theory, and stochastic geometry [303].

A. STATISTICAL STUDY
On the side of testbeds, rigorous real experiments with real
UAVs are highly restricted and inherently difficult due to
several reasons, such as the cost, the regulations, the time
expenditures, and the need for a large open space [304].
Consequently, researchers are heavily reliant on simulations
to evaluate the performance of their UAV-assisted proto-
cols and systems by adopting equivalent or identical chan-
nel conditions and UAV mobility [305]–[307]. As depicted
in Figure 56, a statistical study is performed considering not
only the major used simulation tools, but also the different
testbeds carried out to evaluate the concepts of SDN and NFV
in UAV networks.

From Figure 56, it is clear that the majority of researchers
use their self-implemented simulation tools to evaluate
their SDN/NFV-based proposals [308]–[310]. In addition,
MatlabTM [311], OpenFlow [150], and NS-3 [312] were
the secondary choice of most researchers to validate
their protocols. From testbed perspective, a number of
testbeds have been used to evaluate SDN/NFV-based UAV
networks [313]–[316]. These testbeds combine all the fea-
tures of SDN and NFV concepts to easily test protocols under
realistic conditions and extract the results of experimentation.
However, there are a number of constraints of using such
realistic experiments, which are listed as follows:

• Security issues of deploying drones.
• Weather conditions.
• Communication issues (e.g., interference).
• The cost of different infrastructures.

• The difficulty of extracting data from the network.

Consequently, there is a need to address all these issues and
challenges when using such realistic experiments. Further-
more, another solution is to design other simulation tools for
UAVs, which would allow researchers to accurately evaluate
different UAVs based on their hardware specifications.

B. A SUMMARY OF SIMULATION TOOLS AND TESTBEDS
In Table 17, we provide a summary of simulation tools and
testBeds used for evaluating SDN/NFV UAV network pro-
tocols discussed in this survey. Moreover, we present the
major evaluation metrics calculated in each experiment and
we mention the different references considered during the
comparison process.

VII. FUTURE RESEARCH DIRECTIONS
Despite all efforts to design reliable SDN/NFV-enabled solu-
tions, there are still some gaps to be filled. Indeed, the integra-
tion of SDN and NFV in UAV networks is still at the infancy
stage of development, and thus there is a significant amount
of unsolved challenges [317]. These challenges need to be
deeply investigated to flexibly and robustly manage UAV
networks, and also efficiently allocate the physical resources
in UAV networks [318]. In this section, we shed light on a
list of areas that need further investigation. To complement
this study, we provide future research directions, proposed
solutions, and recommended references in Table 18.

A. WIRELESS POWER TRANSFER (WPT)
The bottleneck of any UAV communications is the energy
restrictions on UAVs [319]. Significant recent advances in
battery technologies have emerged, such as hydrogen fuel
cells [320] and enhanced lithium-ion batteries [321]. The
paradigm of energy harvesting is considered as the most
appropriate technology to provide cost-effective and per-
petual energy supplies for UAVs [322]. Recently, the radio
frequency (RF) transmission has enabled the new concept
of wireless power transfer (WPT) [323]. This concept has
been applied in many UAV applications to provide control-
lable and sustainable energy supply for UAVs [324], [325].
However, the major challenges in the use of WPT technol-
ogy are the long distances between charging stations and
UAVs, the random energy arrivals, and the scalable nature of
UAVs [326], [327].

To address these challenges, further investigation in the
side WPT deployment should be conducted. For example,
in-depth studies should be performed on different topics,
such as mmWave communications for UAV networks, energy
beamforming, and placement optimization of wireless charg-
ing stations. Moreover, a deep investigation should also be
carried out on further reducing the distances between UAVs
and charging stations to efficiently integrateWPT technology
into 5G, B5G, or even 6G.

B. 6G REQUIREMENTS
UAVs will play a key role in future 6G mobile networks by
assisting and complementing ground networks [328]. This
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TABLE 17. Simulation tools and testbeds for evaluating the performance of SDN and NFV based UAV networks. (N/A) indicates that the authors did not
consider any references to make comparisons with. (×) indicates that no simulation tools and testbeds are used.

98112 VOLUME 8, 2020



O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

TABLE 18. Open research challenges of UAV assistance paradigm.
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assistance can be achieved by deploying UAVs to provide
connectivity to areas with insufficient infrastructure or suf-
fering from disaster events [329]. Moreover, the assistance
of satellites to such systems will be essential for 6G mobile
networks [330]. Nevertheless, several challenges need to
be addressed, such as privacy, energy constraints, storage,
bandwidth, and computing constraints on UAVs. Moreover,
the full potential of UAV networks should also be exploited
to optimize computing, caching, and energy resources. Also,
in 6G mobile networks, since UAVs will play many roles,
such as aerial BSs, computing servers, and content providers,
artificial intelligence (AI) techniques can be adapted to opti-
mize their features [331]. Leveraging the distributed comput-
ing resources over the cloud computing and MEC can be also
an interesting issue to analyze [264].

C. UAV OPTICAL COMMUNICATIONS
Optical Wireless Communications (OWC) are expected to
play a key role in addressing the different constraints of
RF technologies, which are widely adopted in UAV com-
munications [332]. Indeed, OWC technologies have already
proven their efficiency in 4G, 5G, and B5G mobile net-
works [333]. Therefore, these technologies are also expected
to be widely used in both 6G mobile networks and within
all device-to-access networks [334]. However, several chal-
lenges face these technologies, such as the high blockage
probability of signals, weather conditions, and high energy
consumption. To address these challenges, researchers have
been working on different kinds of OWC technologies, such
as VLC [335], optical camera communication (OCC) [336],
FSO [337], LiDAR [338], and light fidelity (LiFi) [339].
Different requirements should be also ensured to effectively
adopt OWC in UAV networks, such as the connectivity
to remote places, the high data rates, and the ultra-high
bandwidth.

D. QUANTUM COMMUNICATIONS
UAV-assisted 5G, B5G, and 6G mobile networks should
ensure higher security requirements while supporting a sig-
nificant number of applications [340]. Quantum communi-
cation is considered as a promising technology, which can
provide essential features towards adopting 6G technology
while ensuring robust security of information exchange [341].
Quantum communications can easily detect and counter dif-
ferent kinds of attacks (e.g., eavesdropping), which makes it
suitable for long-distance communications [342]. However,
there is a crucial challenge that faces the adoption of quantum
communications, which is signal degradation due to weather
conditions. To address this challenge, HAPs and satellites
can be leveraged as trusted nodes for key redistribution and
regeneration [343]. Furthermore, the combination of quantum
communication and AI techniques can also provide more
efficient and secure AI algorithms to satisfy the security
requirements of 5G, B5G, and 6G [344].

E. AI INTEGRATION
Recently, AI has proven itself as the best solution to achieve
high levels of automation within various kinds of net-
works [345]–[347]. Moreover, it can also optimize both the
management of networks and reduce their complexity [348].
Many research directions for UAV-assisted 5G, B5G, and 6G
mobile networks involving AI are to be deplored, such as
the application of machine learning (ML) [349], reinforce-
ment learning (RL) [350], and deep learning (DL) [351].
These AI techniques are expected to play a crucial role in
optimizing UAV-assisted networks in various aspects, such
as the optimization of resource allocation and scheduling,
enhancing network prediction, and boosting network perfor-
mance. However, multiple challenges require more investi-
gation, such as high computational processing, high energy
consumption, and high latency.

F. FOG AND MOBILE EDGE COMPUTING
When terrestrial BSs not only provide connectivity and com-
munication, but also computing services to end-users, this
paradigm is calledmobile edge computing (MEC) [410]. Sev-
eral challenges need an in-depth exploration by researchers
when this paradigm is supported by UAV-BSs, such as energy
consumption of UAVs, embedding heavy computing plat-
forms, and optimizing the mobility of UAVs to serve the max-
imum number of GUs [411]. Also, many other issues should
be addressed to enhance the performance of computing and
considerably reduce latency.

For compute-intensive tasks, a UAV network can form
a flying Fog computing platform to provide resilient and
flexible services to GUs [412]. Fog computing should also
consider several requirements, such as the equitable dis-
tribution of computational tasks among UAVs, the robust-
ness of communication systems between UAVs, and the
well-regulated energy consumption within UAV networks.
All these challenges should be carefully studied and
addressed by researchers.

G. BLOCKCHAIN-BASED SECURITY
Blockchain is a technology that can provide an effective solu-
tion to UAV privacy and security [413]. With the widespread
assistance of UAVs to terrestrial networks and the critical
amount of data exchanged between these entities, it is cru-
cial to ensure the privacy and security of information by
using blockchain technology as a distributed solution [414].
Integrating the Blockchain-enabled UAV network allows
to transparently recording of all data exchanges and per-
manently establishing the trust between UAVs and ground
BSs [415]. However, there is a crucial challenge, such
as a trade-off between the simplicity of blockchain and
security requirements. Therefore, a careful investigation in
this direction is widely required to propose secure robust
solutions.
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H. 3D BEAMFORMING
To reduce inter-cell interference, the establishment of sep-
arate and parallel beams in the 3D space is considered as
the appropriate solution [416]. Indeed, this concept has been
widely adopted in the next generation of mobile networks,
which is called 3D beamforming [417]. Unlike traditional cell
sectorization based on 2D directional antennas, 3D beam-
forming is considered as a flexible solution that can gen-
erate high system throughput based the UAV location [11].
Moreover, 3D beamforming provides finer angle resolutions
in both azimuth and elevation and leads to a pencil-shaped
beam [418]. By leveraging the different elevation angle sep-
arations of UAV-BSs, 3D beamforming can significantly
mitigate interference [419]. However, several challenges are
distinguished during the deployment of such technology, such
as the existing obstacles on the ground and the appropriate
density of UAV-BSs to be deployed to ensure high coverage
of the area. Consequently, researchers are in front of a very
complex line of research that requires in-depth investigations
to put on the field of effective coverage solutions.

I. CACHING
Caching is the process of saving relevant content in
‘‘fast memory’’ that is closer to the end-user for quicker
access [420]. Since the demand of users for multimedia data
comprising high data volume has considerably increased,
aerial caching can offer an appropriate solution to ensure the
availability of the contents [421]. Therefore, UAV-assisted
caching can provide higher multimedia data throughput and
enhance users’ QoS [422]. Nevertheless, we should not
ignore specific issues and challenges that may arise when
adopting UAV caching, such as the frequent handovers of
mobile users, the energy consumption constraints, and the
contents to cache at UAVs. Consequently, how to effectively
adopt UAV caching remains a hot topic for future research.

J. SDN AND NFV FOR UAV NETWORKS
Recently, UAV networks have adopted the concept of SDN
and NFV to address their performance issues [423]. SDN
and NFV can help to reduce both the complexity of net-
work management [424] and the need to deploy specific
network devices for the integration of UAVs [425], respec-
tively. Therefore, we can deduct that virtualization of UAVs
as shared resources within cellular operators can decrease
OPEX. Moreover, SDN can be also leveraged for the inter-
connection of different VNFs. However, as already men-
tioned several times in this survey, several issues remain
unsolved, and therefore need a deep understanding and inves-
tigation from researchers.

VIII. CONCLUSION
In the next decade, the number of UAVs will be growing very
fast to reach millions of flying units in the sky. Therefore,
there is a crucial need to develop a broadband communi-
cation system supporting the increasing number of UAVs.

Moreover, this system should efficiently address the chal-
lenges in the 5G and B5G era. To meet all these requirements,
such a system should be built on SDN and NFV technologies.
These technologies are considered as key drivers to provide
efficiency, resiliency, and services to end-users promptly on
time. Therefore, future UAV networks require a revolutionary
architecture based on these technologies while supporting
their smooth integration and evolution.

In this survey, we have comprehensively covered the state-
of-the-art of SDN and NFV in UAV networks. Mainly,
we provided three major contributions to paint a full pic-
ture of this hot topic of research. First, we presented an
in-depth discussion related both to the design challenges of
UAV networks and their principal use cases. Second, we pro-
vided an overview of the SDN and NFV concepts and how
they can be seamlessly integrated into UAV networks. Third,
we comprehensively reviewed the majority of recent research
activities on SDN/NFV-enabled UAV networks. This review
is based on different use cases, such as UAV-assisted cellular
communications, routing, monitoring, security, and several
other applications.

In the end, we have identified and discussed a represen-
tative summary of relevant research challenges. Before con-
cluding the paper, we proposed future research directions and
recommended references to provide scientists and readers a
complete vision on this hot topic of research.

REFERENCES
[1] M. E. Mkiramweni, C. Yang, J. Li, and W. Zhang, ‘‘A survey of game

theory in unmanned aerial vehicles communications,’’ IEEE Commun.
Surveys Tuts., vol. 21, no. 4, pp. 3386–3416, 4th Quart., 2019.

[2] B. Li, Z. Fei, Y. Zhang, and M. Guizani, ‘‘Secure UAV communication
networks over 5G,’’ IEEEWireless Commun., vol. 26, no. 5, pp. 114–120,
Oct. 2019.

[3] X. Foukas, G. Patounas, A. Elmokashfi, and M. K. Marina, ‘‘Network
slicing in 5G: Survey and challenges,’’ IEEE Commun. Mag., vol. 55,
no. 5, pp. 94–100, May 2017.

[4] H. Elayan, O. Amin, R. M. Shubair, and M.-S. Alouini, ‘‘Terahertz
communication: The opportunities of wireless technology beyond 5G,’’
in Proc. Int. Conf. Adv. Commun. Technol. Netw. (CommNet), Apr. 2018,
pp. 1–5.

[5] S. A. R. Naqvi, S. A. Hassan, H. Pervaiz, and Q. Ni, ‘‘Drone-aided com-
munication as a key enabler for 5G and resilient public safety networks,’’
IEEE Commun. Mag., vol. 56, no. 1, pp. 36–42, Jan. 2018.

[6] M. Zhang, C. Su, Y. Liu, M. Hu, and Y. Zhu, ‘‘Unmanned aerial vehicle
route planning in the presence of a threat environment based on a virtual
globe platform,’’ ISPRS Int. J. Geo-Inf., vol. 5, no. 10, p. 184, Oct. 2016.

[7] I. Mahmud and Y.-Z. Cho, ‘‘Adaptive hello interval in FANET routing
protocols for green UAVs,’’ IEEE Access, vol. 7, pp. 63004–63015, 2019.

[8] X. Cao, P. Yang, M. Alzenad, X. Xi, D.Wu, and H. Yanikomeroglu, ‘‘Air-
borne communication networks: A survey,’’ IEEE J. Sel. Areas Commun.,
vol. 36, no. 9, pp. 1907–1926, Sep. 2018.

[9] Q. Wu, J. Xu, and R. Zhang, ‘‘Capacity characterization of UAV-enabled
two-user broadcast channel,’’ IEEE J. Sel. Areas Commun., vol. 36, no. 9,
pp. 1955–1971, Sep. 2018.

[10] Q. Wu and R. Zhang, ‘‘Common throughput maximization in UAV-
enabled OFDMA systems with delay consideration,’’ IEEE Trans. Com-
mun., vol. 66, no. 12, pp. 6614–6627, Dec. 2018.

[11] F. Wu, D. Yang, L. Xiao, and L. Cuthbert, ‘‘Energy consumption and
completion time tradeoff in rotary-wing UAV enabled WPCN,’’ IEEE
Access, vol. 7, pp. 79617–79635, 2019.

[12] Y. Zeng, J. Lyu, and R. Zhang, ‘‘Cellular-connected UAV: Potential, chal-
lenges, and promising technologies,’’ IEEE Wireless Commun., vol. 26,
no. 1, pp. 120–127, Feb. 2019.

VOLUME 8, 2020 98115



O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[13] D. Yang, Q. Wu, Y. Zeng, and R. Zhang, ‘‘Energy tradeoff in Ground-to-
UAV communication via trajectory design,’’ IEEE Trans. Veh. Technol.,
vol. 67, no. 7, pp. 6721–6726, Jul. 2018.

[14] Y. Yu, X. Bu, K. Yang, H. Yang, and Z. Han, ‘‘UAV-aided low latency
mobile edge computing with mmWave backhaul,’’ in Proc. IEEE Int.
Conf. Commun. (ICC), May 2019, pp. 1–7.

[15] H. Wang, J. Wang, G. Ding, L. Wang, T. A. Tsiftsis, and P. K. Sharma,
‘‘Resource allocation for energy harvesting-powered D2D communica-
tion underlaying UAV-assisted networks,’’ IEEE Trans. Green Commun.
Netw., vol. 2, no. 1, pp. 14–24, Mar. 2018.

[16] W. Liu, P. Si, E. Sun, M. Li, C. Fang, and Y. Zhang, ‘‘Green mobility
management in UAV-assisted IoT based on dueling DQN,’’ in Proc. IEEE
Int. Conf. Commun. (ICC), May 2019, pp. 1–6.

[17] S. Yadav and S. Singh, ‘‘SDN and NFV in 5G: Advancements and chal-
lenges,’’ Int. J. Comput. Sci. Mobile Comput., vol. 7, no. 5, pp. 101–110,
2018.

[18] N. Bizanis and F. A. Kuipers, ‘‘SDN and virtualization solutions for the
Internet of Things: A survey,’’ IEEE Access, vol. 4, pp. 5591–5606, 2016.

[19] B. G. Assefa and Ö. Özkasap, ‘‘A survey of energy efficiency in SDN:
Software-based methods and optimization models,’’ J. Netw. Comput.
Appl., vol. 137, pp. 127–143, Jul. 2019.

[20] V.-G. Nguyen, A. Brunstrom, K.-J. Grinnemo, and J. Taheri, ‘‘SDN/NFV-
based mobile packet core network architectures: A survey,’’ IEEE Com-
mun. Surveys Tuts., vol. 19, no. 3, pp. 1567–1602, 3rd Quart., 2017.

[21] A. A. Barakabitze, A. Ahmad, R. Mijumbi, and A. Hines, ‘‘5G network
slicing using SDN and NFV: A survey of taxonomy, architectures and
future challenges,’’ Comput. Netw., vol. 167, Feb. 2020, Art. no. 106984.

[22] I. F. Akyildiz, S.-C. Lin, and P. Wang, ‘‘Wireless software-defined net-
works (W-SDNs) and network function virtualization (NFV) for 5G cel-
lular systems: An overview and qualitative evaluation,’’ Comput. Netw.,
vol. 93, pp. 66–79, Dec. 2015.

[23] J. Gil Herrera and J. F. Botero, ‘‘Resource allocation in NFV: A com-
prehensive survey,’’ IEEE Trans. Netw. Service Manage., vol. 13, no. 3,
pp. 518–532, Sep. 2016.

[24] P. Mehta, R. Gupta, and S. Tanwar, ‘‘Blockchain envisioned UAV net-
works: Challenges, solutions, and comparisons,’’ Comput. Commun.,
vol. 151, pp. 518–538, Feb. 2020.

[25] Y. Liu, H.-N. Dai, Q. Wang, M. K. Shukla, and M. Imran, ‘‘Unmanned
aerial vehicle for Internet of everything: Opportunities and challenges,’’
Comput. Commun., vol. 155, pp. 66–83, Apr. 2020.

[26] A. D. Boursianis, M. S. Papadopoulou, P. Diamantoulakis,
A. Liopa-Tsakalidi, P. Barouchas, G. Salahas, G. Karagiannidis,
S. Wan, and S. K. Goudos, ‘‘Internet of Things (IoT) and
agricultural unmanned aerial vehicles (UAVs) in smart farming: A
comprehensive review,’’ Internet Things, Mar. 2020, Art. no. 100187,
doi: 10.1016/j.iot.2020.100187.

[27] Z. Ullah, F. Al-Turjman, and L. Mostarda, ‘‘Cognition in UAV-aided 5G
and beyond communications: A survey,’’ IEEE Trans. Cognit. Commun.
Netw., early access, Jan. 21, 2020, doi: 10.1109/TCCN.2020.2968311.

[28] A. Fotouhi, H. Qiang, M. Ding, M. Hassan, L. G. Giordano,
A. Garcia-Rodriguez, and J. Yuan, ‘‘Survey on UAV cellular
communications: Practical aspects, standardization advancements,
regulation, and security challenges,’’ IEEE Commun. Surveys Tuts.,
vol. 21, no. 4, pp. 3417–3442, 4th Quart., 2019.

[29] M. Mozaffari, W. Saad, M. Bennis, Y.-H. Nam, and M. Debbah, ‘‘A tuto-
rial on UAVs for wireless networks: Applications, challenges, and open
problems,’’ IEEE Commun. Surveys Tuts., vol. 21, no. 3, pp. 2334–2360,
3rd Quart., 2019.

[30] H. Shakhatreh, A. H. Sawalmeh, A. Al-Fuqaha, Z. Dou, E. Almaita,
I. Khalil, N. S. Othman, A. Khreishah, and M. Guizani, ‘‘Unmanned
aerial vehicles (UAVs): A survey on civil applications and key research
challenges,’’ IEEE Access, vol. 7, pp. 48572–48634, 2019.

[31] O. S. Oubbati, M. Atiquzzaman, P. Lorenz, M. H. Tareque, and
M. S. Hossain, ‘‘Routing in flying Ad Hoc networks: Survey, con-
straints, and future challenge perspectives,’’ IEEE Access, vol. 7,
pp. 81057–81105, 2019.

[32] L. Zhang, H. Zhao, S. Hou, Z. Zhao, H. Xu, X.Wu, Q.Wu, and R. Zhang,
‘‘A survey on 5G millimeter wave communications for UAV-assisted
wireless networks,’’ IEEE Access, vol. 7, pp. 117460–117504, 2019.

[33] I. Bor-Yaliniz, M. Salem, G. Senerath, and H. Yanikomeroglu, ‘‘Is 5G
ready for drones: A look into contemporary and prospective wireless
networks from a standardization perspective,’’ IEEE Wireless Commun.,
vol. 26, no. 1, pp. 18–27, Feb. 2019.

[34] S. Sekander, H. Tabassum, and E. Hossain, ‘‘Multi-tier drone architecture
for 5G/B5G cellular networks: Challenges, trends, and prospects,’’ IEEE
Commun. Mag., vol. 56, no. 3, pp. 96–103, Mar. 2018.

[35] A. A. Khuwaja, Y. Chen, N. Zhao, M.-S. Alouini, and P. Dobbins, ‘‘A sur-
vey of channel modeling for UAV communications,’’ IEEE Commun.
Surveys Tuts., vol. 20, no. 4, pp. 2804–2821, 4th Quart., 2018.

[36] J. Liu, Y. Shi, Z. M. Fadlullah, and N. Kato, ‘‘Space-air-ground inte-
grated network: A survey,’’ IEEE Commun. Surveys Tuts., vol. 20, no. 4,
pp. 2714–2741, 4th Quart., 2018.

[37] A. Otto, N. Agatz, J. Campbell, B. Golden, and E. Pesch, ‘‘Optimization
approaches for civil applications of unmanned aerial vehicles (UAVs)
or aerial drones: A survey,’’ Networks, vol. 72, no. 4, pp. 411–458,
Dec. 2018.

[38] B. Li, Z. Fei, and Y. Zhang, ‘‘UAV communications for 5G and beyond:
Recent advances and future trends,’’ IEEE Internet Things J., vol. 6, no. 2,
pp. 2241–2263, Apr. 2019.

[39] N. Cheng, W. Xu, W. Shi, Y. Zhou, N. Lu, H. Zhou, and X. Shen,
‘‘Air-ground integrated mobile edge networks: Architecture, challenges,
and opportunities,’’ IEEE Commun. Mag., vol. 56, no. 8, pp. 26–32,
Aug. 2018.

[40] R. Altawy and A. M. Youssef, ‘‘Security, privacy, and safety aspects of
civilian drones: A survey,’’ ACM Trans. Cyber-Phys. Syst., vol. 1, no. 2,
p. 7, 2017.

[41] J. Wang, C. Jiang, Z. Han, Y. Ren, R. G. Maunder, and L. Hanzo, ‘‘Tak-
ing drones to the next level: Cooperative distributed Unmanned-Aerial-
Vehicular networks for small and mini drones,’’ IEEE Veh. Technol. Mag.,
vol. 12, no. 3, pp. 73–82, Sep. 2017.

[42] O. S. Oubbati, A. Lakas, F. Zhou, M. Güneş, and M. B. Yagoubi, ‘‘A sur-
vey on position-based routing protocols for flying ad hoc networks
(FANETs),’’ Veh. Commun., vol. 10, pp. 29–56, Oct. 2017.

[43] H. González-Jorge, J. Martínez-Sánchez, M. Bueno, and A. P. Arias,
‘‘Unmanned aerial systems for civil applications: A review,’’ Drones,
vol. 1, no. 1, p. 2, Jul. 2017.

[44] N. Hossein Motlagh, T. Taleb, and O. Arouk, ‘‘Low-altitude unmanned
aerial vehicles-based Internet of Things services: Comprehensive sur-
vey and future perspectives,’’ IEEE Internet Things J., vol. 3, no. 6,
pp. 899–922, Dec. 2016.

[45] L. Gupta, R. Jain, and G. Vaszkun, ‘‘Survey of important issues in UAV
communication networks,’’ IEEE Commun. Surveys Tuts., vol. 18, no. 2,
pp. 1123–1152, 2nd Quart., 2016.

[46] S. Hayat, E. Yanmaz, and R.Muzaffar, ‘‘Survey on unmanned aerial vehi-
cle networks for civil applications: A communications viewpoint,’’ IEEE
Commun. Surveys Tuts., vol. 18, no. 4, pp. 2624–2661, 4th Quart., 2016.

[47] A. Koucheryavy, A. Vladyko, and R. Kirichek, ‘‘State of the art and
research challenges for public flying ubiquitous sensor networks,’’ in
Internet of Things, Smart Spaces, and Next Generation Networks and
Systems. Cham, Switzerland: Springer, 2015, pp. 299–308.

[48] G. Chmaj and H. Selvaraj, ‘‘Distributed processing applications for
UAV/drones: A survey,’’ in Progress in Systems Engineering. Cham,
Switzerland: Springer, 2015, pp. 449–454.

[49] K. Kanistras, G. Martins, M. J. Rutherford, and K. P. Valavanis, ‘‘Survey
of unmanned aerial vehicles (UAVs) for traffic monitoring,’’ inHandbook
Unmanned Aerial Vehicles. Piscataway, NJ, USA: IEEE Press, 2015,
pp. 2643–2666.

[50] M. H. Rehmani, A. Davy, B. Jennings, and C. Assi, ‘‘Software
defined networks-based smart grid communication: A comprehensive
survey,’’ IEEE Commun. Surveys Tuts., vol. 21, no. 3, pp. 2637–2670,
3rd Quart., 2019.

[51] M. Karakus and A. Durresi, ‘‘A survey: Control plane scalability issues
and approaches in software-defined networking (SDN),’’ Comput. Netw.,
vol. 112, pp. 279–293, Jan. 2017.

[52] F. Bannour, S. Souihi, andA.Mellouk, ‘‘Distributed SDN control: Survey,
taxonomy, and challenges,’’ IEEE Commun. Surveys Tuts., vol. 20, no. 1,
pp. 333–354, 1st Quart., 2018.

[53] M. Pattaranantakul, R. He, Q. Song, Z. Zhang, and A. Meddahi, ‘‘NFV
security survey: From use case driven threat analysis to state-of-the-
art countermeasures,’’ IEEE Commun. Surveys Tuts., vol. 20, no. 4,
pp. 3330–3368, 4th Quart., 2018.

[54] B. Yi, X. Wang, K. Li, S. K. Das, and M. Huang, ‘‘A comprehensive
survey of network function virtualization,’’ Comput. Netw., vol. 133,
pp. 212–262, Mar. 2018.

[55] N. F. S. De Sousa, D. A. L. Perez, R. V. Rosa, M. A. S. Santos, and
C. E. Rothenberg, ‘‘Network service orchestration: A survey,’’ Comput.
Commun., vols. 142–143, pp. 69–94, Jun. 2019.

98116 VOLUME 8, 2020

http://dx.doi.org/10.1016/j.iot.2020.100187
http://dx.doi.org/10.1109/TCCN.2020.2968311


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[56] I. Bekmezci, O. K. Sahingoz, and Ş. Temel, ‘‘Flying ad-hoc networks
(FANETs): A survey,’’ Ad Hoc Netw., vol. 11, no. 3, pp. 1254–1270,
May 2013.

[57] S. Shakoor, Z. Kaleem, M. I. Baig, O. Chughtai, T. Q. Duong, and
L. D. Nguyen, ‘‘Role of UAVs in public safety communications: Energy
efficiency perspective,’’ IEEE Access, vol. 7, pp. 140665–140679, 2019.

[58] C. Yan, L. Fu, J. Zhang, and J. Wang, ‘‘A comprehensive survey
on UAV communication channel modeling,’’ IEEE Access, vol. 7,
pp. 107769–107792, 2019.

[59] B. Vergouw, H. Nagel, G. Bondt, and B. Custers, ‘‘Drone technology:
Types, payloads, applications, frequency spectrum issues and future
developments,’’ in The Future Drone Use. Hague, The Netherlands:
Springer, 2016, pp. 21–45.

[60] J. Sánchez-García, J. M. García-Campos, S. Toral, D. Reina, and
F. Barrero, ‘‘An intelligent strategy for tactical movements of UAVs in
disaster scenarios,’’ Int. J. Distrib. Sensor Netw., vol. 12, no. 3, 2016,
Art. no. 8132812.

[61] A. G. Korchenko and O. S. Illyash, ‘‘The generalized classification of
unmanned air vehicles,’’ in Proc. IEEE 2nd Int. Conf. Actual Problems
Unmanned Air Vehicles Develop. (APUAVD), Oct. 2013, pp. 28–34.

[62] I. A. Alimi, A. L. Teixeira, and P. P. Monteiro, ‘‘Effects of correlated
multivariate FSO channel on outage performance of space-air-ground
integrated network (SAGIN),’’ Wireless Pers. Commun., vol. 106, no. 1,
pp. 7–25, May 2019.

[63] S. Rohde and C.Wietfeld, ‘‘Interference aware positioning of aerial relays
for cell overload and outage compensation,’’ in Proc. IEEE Veh. Technol.
Conf. (VTC Fall), Sep. 2012, pp. 1–5.

[64] A. Al-Hourani, S. Kandeepan, and A. Jamalipour, ‘‘Modeling air-to-
ground path loss for low altitude platforms in urban environments,’’ in
Proc. IEEE Global Commun. Conf., Dec. 2014, pp. 2898–2904.

[65] H. Ahmadi, K. Katzis, and M. Z. Shakir, ‘‘A novel airborne self-
organising architecture for 5G+ networks,’’ in Proc. IEEE 86th Veh.
Technol. Conf. (VTC-Fall), Sep. 2017, pp. 1–5.

[66] X. Wang, L. Li, and W. Zhou, ‘‘The effect of HAPS unstable movement
on handover performance,’’ in Proc. 28th Wireless Opt. Commun. Conf.
(WOCC), May 2019, pp. 1–5.

[67] P. Di Vito, D. Fischer, M. Spada, R. Rinaldo, and L. Duquerroy, ‘‘HAPs
operations and service provision in critical scenarios,’’ in Proc. 15th Int.
Conf. Space Oper., May 2018, p. 2504.

[68] J. Qiu, D. Grace, G. Ding, M. D. Zakaria, and Q. Wu, ‘‘Air-ground
heterogeneous networks for 5G and beyond via integrating high and low
altitude platforms,’’ IEEEWireless Commun., vol. 26, no. 6, pp. 140–148,
Dec. 2019.

[69] X. Qi, J. Ma, D. Wu, L. Liu, and S. Hu, ‘‘A survey of routing techniques
for satellite networks,’’ J. Commun. Inf. Netw., vol. 1, no. 4, pp. 66–85,
Dec. 2016.

[70] M. Richharia and L. D. Westbrook, Satellite Systems for Personal Appli-
cations: Concepts and Technology, vol. 22. Hoboken, NJ, USA: Wiley,
2011.

[71] J. Zhang, S. Zhu, and C. Li, ‘‘Research on topology partition algorithm
of polar orbit satellite network,’’ in Proc. 10th Int. Conf. Commun. Softw.
Netw. (ICCSN), Jul. 2018, pp. 296–299.

[72] W. Khawaja, I. Guvenc, D. W. Matolak, U.-C. Fiebig, and
N. Schneckenburger, ‘‘A survey of air-to-ground propagation channel
modeling for unmanned aerial vehicles,’’ IEEE Commun. Surveys Tuts.,
vol. 21, no. 3, pp. 2361–2391, 3rd Quart., 2019.

[73] C. T. Cicek, H. Gultekin, B. Tavli, and H. Yanikomeroglu, ‘‘UAV
base station location optimization for next generation wireless net-
works: Overview and future research directions,’’ in Proc. 1st Int. Conf.
Unmanned Vehicle Syst.-Oman (UVS), Feb. 2019, pp. 1–6.

[74] Z. Xiao, H. Dong, L. Bai, D. O. Wu, and X.-G. Xia, ‘‘Unmanned
aerial vehicle base station (UAV-BS) deployment with millimeter-wave
beamforming,’’ IEEE Internet Things J., vol. 7, no. 2, pp. 1336–1349,
Feb. 2020.

[75] Y. Huo, X. Dong, T. Lu,W. Xu, andM. Yuen, ‘‘Distributed and multilayer
UAV networks for next-generation wireless communication and power
transfer: A feasibility study,’’ IEEE Internet Things J., vol. 6, no. 4,
pp. 7103–7115, Aug. 2019.

[76] S. Chandrasekharan, K. Gomez, A. Al-Hourani, S. Kandeepan,
T. Rasheed, L. Goratti, L. Reynaud, D. Grace, I. Bucaille, T. Wirth, and
S. Allsopp, ‘‘Designing and implementing future aerial communication
networks,’’ IEEE Commun. Mag., vol. 54, no. 5, pp. 26–34, May 2016.

[77] Z. Xiao, P. Xia, and X.-G. Xia, ‘‘Enabling UAV cellular with millimeter-
wave communication: Potentials and approaches,’’ IEEE Commun. Mag.,
vol. 54, no. 5, pp. 66–73, May 2016.

[78] W.Mei andR. Zhang, ‘‘Uplink cooperativeNOMA for cellular-connected
UAV,’’ IEEE J. Sel. Topics Signal Process., vol. 13, no. 3, pp. 644–656,
Jun. 2019.

[79] M. M. Azari, F. Rosas, A. Chiumento, and S. Pollin, ‘‘Coexistence of
terrestrial and aerial users in cellular networks,’’ in Proc. IEEE Globecom
Workshops (GC Wkshps), Dec. 2017, pp. 1–6.

[80] J. Stanczak, I. Z. Kovacs, D. Koziol, J. Wigard, R. Amorim, and
H. Nguyen, ‘‘Mobility challenges for unmanned aerial vehicles connected
to cellular LTE networks,’’ in Proc. IEEE 87th Veh. Technol. Conf. (VTC
Spring), Jun. 2018, pp. 1–5.

[81] X. Fan, C. Huang, X. Chen, S. Wen, and B. Fu, ‘‘Delay-constrained
throughput maximization in UAV-assisted VANETs,’’ in Proc. Int. Conf.
Wireless Algorithms, Syst., Appl. Cham, Switzerland: Springer, 2018,
pp. 115–126.

[82] S. Zhang, H. Zhang, Q. He, K. Bian, and L. Song, ‘‘Joint trajectory
and power optimization for UAV relay networks,’’ IEEE Commun. Lett.,
vol. 22, no. 1, pp. 161–164, Jan. 2018.

[83] Y. Zeng, R. Zhang, and T. J. Lim, ‘‘Throughput maximization for UAV-
enabledmobile relaying systems,’’ IEEE Trans. Commun., vol. 64, no. 12,
pp. 4983–4996, Dec. 2016.

[84] S. Zeng, H. Zhang, K. Bian, and L. Song, ‘‘UAV relaying: Power alloca-
tion and trajectory optimization using decode-and-forward protocol,’’ in
Proc. IEEE Int. Conf. Commun. Workshops (ICCWorkshops), May 2018,
pp. 1–6.

[85] L. Xiao, Y. Xu, D. Yang, and Y. Zeng, ‘‘Secrecy energy efficiency
maximization for UAV-enabled mobile relaying,’’ IEEE Trans. Green
Commun. Netw., vol. 4, no. 1, pp. 180–193, Mar. 2020.

[86] O. Sami Oubbati, N. Chaib, A. Lakas, S. Bitam, and P. Lorenz, ‘‘U2RV:
UAV-assisted reactive routing protocol for VANETs,’’ Int. J. Commun.
Syst., p. e4104, Aug. 2019, doi: 10.1002/dac.4104.

[87] C. Y. Tazibt, N. Achir, P. Muhlethaler, and T. Djamah, ‘‘UAV-based data
gathering using an artificial potential fields approach,’’ inProc. IEEE 88th
Veh. Technol. Conf. (VTC-Fall), Aug. 2018, pp. 1–5.

[88] C. Wang, F. Ma, J. Yan, D. De, and S. K. Das, ‘‘Efficient aerial data
collection with UAV in large-scale wireless sensor networks,’’ Int. J.
Distrib. Sensor Netw., vol. 11, no. 11, Nov. 2015, Art. no. 286080.

[89] H. Ullah, N. G. Nair, A. Moore, C. Nugent, P. Muschamp, andM. Cuevas,
‘‘5G communication: An overview of vehicle-to-everything, drones, and
healthcare use-cases,’’ IEEE Access, vol. 7, pp. 37251–37268, 2019.

[90] S. Zhang, Y. Zeng, and R. Zhang, ‘‘Cellular-enabled UAV communi-
cation: A connectivity-constrained trajectory optimization perspective,’’
IEEE Trans. Commun., vol. 67, no. 3, pp. 2580–2604, Mar. 2019.

[91] M. Mozaffari, A. Taleb Zadeh Kasgari, W. Saad, M. Bennis, and
M. Debbah, ‘‘Beyond 5Gwith UAVs: Foundations of a 3Dwireless cellu-
lar network,’’ IEEE Trans.Wireless Commun., vol. 18, no. 1, pp. 357–372,
Jan. 2019.

[92] Q. Hong, J. Zhang, H. Zheng, H. Li, H. Hu, B. Zhang, Z. Lai, and
J. Zhang, ‘‘The impact of antenna height on 3D channel: A ray launching
based analysis,’’ Electronics, vol. 7, no. 1, p. 2, Jan. 2018.

[93] W.Mei, Q.Wu, and R. Zhang, ‘‘Cellular-connected UAV: Uplink associa-
tion, power control and interference coordination,’’ in Proc. IEEE Global
Commun. Conf. (GLOBECOM), Aug. 2018, pp. 206–212.

[94] W.Mei, Q.Wu, and R. Zhang, ‘‘Cellular-connected UAV: Uplink associa-
tion, power control and interference coordination,’’ IEEE Trans. Wireless
Commun., vol. 18, no. 11, pp. 5380–5393, Nov. 2019.

[95] P. Chandhar, D. Danev, and E. G. Larsson, ‘‘Massive MIMO for commu-
nications with drone swarms,’’ IEEE Trans. Wireless Commun., vol. 17,
no. 3, pp. 1604–1629, Mar. 2018.

[96] U. Challita, W. Saad, and C. Bettstetter, ‘‘Cellular-connected UAVs over
5G: Deep reinforcement learning for interference management,’’ IEEE
Trans. Wireless Commun., to be published.

[97] Y. Cao, L. Zhang, and Y.-C. Liang, ‘‘Deep reinforcement learning for user
access control in UAV networks,’’ in Proc. IEEE Int. Conf. Commun. Syst.
(ICCS), Dec. 2018, pp. 297–302.

[98] Y. A. Sambo, P. V. Klaine, J. P. B. Nadas, andM. A. Imran, ‘‘Energy min-
imization UAV trajectory design for delay-tolerant emergency communi-
cation,’’ in Proc. IEEE Int. Conf. Commun. Workshops (ICC Workshops),
May 2019, pp. 1–6.

[99] U. Challita and W. Saad, ‘‘Network formation in the sky: Unmanned
aerial vehicles for multi-hopwireless backhauling,’’ inProc. IEEEGlobal
Commun. Conf. (GLOBECOM), Dec. 2017, pp. 1–6.

[100] U. Siddique, H. Tabassum, E. Hossain, and D. I. Kim, ‘‘Wireless back-
hauling of 5G small cells: Challenges and solution approaches,’’ IEEE
Wireless Commun., vol. 22, no. 5, pp. 22–31, Oct. 2015.

VOLUME 8, 2020 98117

http://dx.doi.org/10.1002/dac.4104


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[101] W. Khawaja, O. Ozdemir, and I. Guvenc, ‘‘UAV air-to-ground channel
characterization for mmWave systems,’’ in Proc. IEEE 86th Veh. Technol.
Conf. (VTC-Fall), Sep. 2017, pp. 1–5.

[102] S. Naqvi, J. Chakareski, N. Mastronarde, J. Xu, F. Afghah, and A. Razi,
‘‘Energy efficiency analysis of UAV-assistedmmWaveHetNets,’’ inProc.
IEEE Int. Conf. Commun. (ICC), May 2018, pp. 1–6.

[103] S. Rangan, T. S. Rappaport, and E. Erkip, ‘‘Millimeter-wave cellular
wireless networks: Potentials and challenges,’’ Proc. IEEE, vol. 102,
no. 3, pp. 366–385, Mar. 2014.

[104] Y. Zeng, R. Zhang, and T. J. Lim, ‘‘Wireless communications with
unmanned aerial vehicles: Opportunities and challenges,’’ IEEE Com-
mun. Mag., vol. 54, no. 5, pp. 36–42, May 2016.

[105] M. Alzenad, A. El-Keyi, F. Lagum, and H. Yanikomeroglu, ‘‘3-D place-
ment of an unmanned aerial vehicle base station (UAV-BS) for energy-
efficient maximal coverage,’’ IEEE Wireless Commun. Lett., vol. 6, no. 4,
pp. 434–437, Aug. 2017.

[106] O. S. Oubbati, M. Mozaffari, N. Chaib, P. Lorenz, M. Atiquzzaman,
and A. Jamalipour, ‘‘ECaD: Energy-efficient routing in flying ad hoc
networks,’’ Int. J. Commun. Syst., vol. 32, no. 18, p. e4156, Dec. 2019.

[107] Y. Zeng and R. Zhang, ‘‘Energy-efficient UAV communication with
trajectory optimization,’’ IEEE Trans. Wireless Commun., vol. 16, no. 6,
pp. 3747–3760, Jun. 2017.

[108] X. He, W. Yu, H. Xu, J. Lin, X. Yang, C. Lu, and X. Fu, ‘‘Towards 3D
deployment of UAV base stations in uneven terrain,’’ in Proc. 27th Int.
Conf. Comput. Commun. Netw. (ICCCN), Jul. 2018, pp. 1–9.

[109] M. Mozaffari, W. Saad, M. Bennis, and M. Debbah, ‘‘Mobile unmanned
aerial vehicles (UAVs) for energy-efficient Internet of Things communi-
cations,’’ IEEE Trans. Wireless Commun., vol. 16, no. 11, pp. 7574–7589,
Nov. 2017.

[110] K. Lu, J. Xie, Y. Wan, and S. Fu, ‘‘Toward UAV-based airborne comput-
ing,’’ IEEE Wireless Commun., vol. 26, no. 6, pp. 172–179, Dec. 2019.

[111] V. Sanchez-Aguero, F. Valera, B. Nogales, L. F. Gonzalez, and I. Vidal,
‘‘VENUE: Virtualized environment for multi-UAV network emulation,’’
IEEE Access, vol. 7, pp. 154659–154671, 2019.

[112] K. E. Nygard, K. Altenburg, J. Tang, D. Schesvold, J. Pikalek, and
M. Hennebry, ‘‘Alternative control methodologies for patrolling assets
with unmanned air vehicles,’’ in Cooperative Systems. Berlin, Germany:
Springer, 2007, pp. 105–115.

[113] Y. Gao, Y. Zhang, S. Zhu, and Y. Sun, ‘‘Multi-UAV task allocation based
on improved algorithm of multi-objective particle swarm optimization,’’
in Proc. Int. Conf. Cyber-Enabled Distrib. Comput. Knowl. Discovery
(CyberC), Oct. 2018, pp. 443–4437.

[114] S. Koulali, E. Sabir, T. Taleb, and M. Azizi, ‘‘A green strategic activity
scheduling for UAV networks: A sub-modular game perspective,’’ IEEE
Commun. Mag., vol. 54, no. 5, pp. 58–64, May 2016.

[115] A. Chriki, H. Touati, H. Snoussi, and F. Kamoun, ‘‘UAV-GCS centralized
data-oriented communication architecture for crowd surveillance appli-
cations,’’ in Proc. 15th Int. Wireless Commun. Mobile Comput. Conf.
(IWCMC), Jun. 2019, pp. 2064–2069.

[116] J. Schleich, A. Panchapakesan, G. Danoy, and P. Bouvry, ‘‘UAV fleet area
coverage with network connectivity constraint,’’ in Proc. 11th ACM Int.
Symp. Mobility Manage. Wireless Access (MobiWac), 2013, pp. 131–138.

[117] O. S. Oubbati, A. Lakas, P. Lorenz, M. Atiquzzaman, and A. Jamalipour,
‘‘Leveraging communicating UAVs for emergency vehicle guidance
in urban areas,’’ IEEE Trans. Emerg. Topics Comput., early access,
Jul. 25, 2019, doi: 10.1109/TETC.2019.2930124.

[118] J. Fan, M. Cui, G. Zhang, and Y. Chen, ‘‘Throughput improvement
for multi-hop UAV relaying,’’ IEEE Access, vol. 7, pp. 147732–147742,
2019.

[119] C. J. Katila, B. Okolo, C. Buratti, R. Verdone, and G. Caire, ‘‘UAV-
to-ground multi-hop communication using backpressure and FlashLinQ-
based algorithms,’’ in Proc. IEEE 29th Annu. Int. Symp. Pers., Indoor
Mobile Radio Commun. (PIMRC), Sep. 2018, pp. 1179–1184.

[120] M. A. Khan, I. M. Qureshi, and F. Khanzada, ‘‘A hybrid communication
scheme for efficient and low-cost deployment of future flying ad-hoc
network (FANET),’’ Drones, vol. 3, no. 1, p. 16, Feb. 2019.

[121] M. Bacco, P. Cassará, M. Colucci, A. Gotta, M. Marchese, and F. Patrone,
‘‘A survey on network architectures and applications for nanosat and UAV
swarms,’’ in Proc. Int. Conf. Wireless Satell. Syst. Hong Kong: Springer,
2017, pp. 75–85.

[122] M. S. Haque and M. U. Chowdhury, ‘‘Ad-hoc framework for efficient
network security for unmanned aerial vehicles (UAV),’’ inProc. Int. Conf.
Future Netw. Syst. Secur. Cham, Switzerland: Springer, 2019, pp. 23–36.

[123] L. Hu, Y. Tian, J. Yang, T. Taleb, L. Xiang, and Y. Hao, ‘‘Ready player
one: UAV-clustering-based multi-task offloading for vehicular VR/AR
gaming,’’ IEEE Netw., vol. 33, no. 3, pp. 42–48, May 2019.

[124] S. Rosati, K. Kruüelecki, G. Heitz, D. Floreano, and B. Rimoldi,
‘‘Dynamic routing for flying ad hoc networks,’’ IEEE Trans. Veh. Tech-
nol., vol. 65, no. 3, pp. 1690–1700, Mar. 2016.

[125] B. Galkin, J. Kibilda, and L. A. DaSilva, ‘‘UAVs as mobile infrastruc-
ture: Addressing battery lifetime,’’ IEEE Commun. Mag., vol. 57, no. 6,
pp. 132–137, Jun. 2019.

[126] Q. Song, F.-C. Zheng, and S. Jin, ‘‘Multiple UAVs enabled data offloading
for cellular hotspots,’’ in Proc. IEEE Wireless Commun. Netw. Conf.
(WCNC), Apr. 2019, pp. 1–6.

[127] N. Zhao, W. Lu, M. Sheng, Y. Chen, J. Tang, F. R. Yu, and K.-K. Wong,
‘‘UAV-assisted emergency networks in disasters,’’ IEEE Wireless Com-
mun., vol. 26, no. 1, pp. 45–51, Feb. 2019.

[128] M. Hicham, N. Abghour, and M. Ouzzif, ‘‘5G mobile networks based
on SDN concepts,’’ Int. J. Eng. Technol., vol. 7, no. 4, pp. 2231–2235,
2018.

[129] K. M. Modieginyane, R. Malekian, and B. B. Letswamotse, ‘‘Flexible
network management and application service adaptability in software
defined wireless sensor networks,’’ J. Ambient Intell. Humanized Com-
put., vol. 10, no. 4, pp. 1621–1630, Apr. 2019.

[130] I. Haque, M. Nurujjaman, J. Harms, and N. Abu-Ghazaleh, ‘‘SDSense:
An agile and flexible SDN-based framework for wireless sensor net-
works,’’ IEEE Trans. Veh. Technol., vol. 68, no. 2, pp. 1866–1876,
Feb. 2019.

[131] S. Bera, S. Misra, and A. V. Vasilakos, ‘‘Software-defined networking
for Internet of Things: A survey,’’ IEEE Internet Things J., vol. 4, no. 6,
pp. 1994–2008, Dec. 2017.

[132] T. Chen, M. Matinmikko, X. Chen, X. Zhou, and P. Ahokangas, ‘‘Soft-
ware definedmobile networks: Concept, survey, and research directions,’’
IEEE Commun. Mag., vol. 53, no. 11, pp. 126–133, Nov. 2015.

[133] L. Mamushiane, A. Lysko, and S. Dlamini, ‘‘A comparative evaluation
of the performance of popular SDN controllers,’’ in Proc. Wireless Days
(WD), 2018, pp. 54–59.

[134] R. Sahay, W. Meng, and C. D. Jensen, ‘‘The application of software
defined networking on securing computer networks: A survey,’’ J. Netw.
Comput. Appl., vol. 131, pp. 89–108, Apr. 2019.

[135] C. Yang, Z. Chen, B. Xia, and J. Wang, ‘‘When ICN meets C-RAN for
HetNets: An SDN approach,’’ IEEE Commun. Mag., vol. 53, no. 11,
pp. 118–125, Nov. 2015.

[136] Z. Zhao and B. Wu, ‘‘Scalable SDN architecture with distributed place-
ment of controllers for WAN,’’ Concurrency Comput. Pract. Exper.,
vol. 29, no. 16, p. e4030, Aug. 2017.

[137] Q. Li, Y. Chen, P. P. C. Lee, M. Xu, and K. Ren, ‘‘Security policy
violations in SDN data plane,’’ IEEE/ACM Trans. Netw., vol. 26, no. 4,
pp. 1715–1727, Aug. 2018.

[138] W. H. F. Aly, ‘‘Generic controller adaptive load balancing (GCALB)
for SDN networks,’’ J. Comput. Netw. Commun., vol. 2019, pp. 1–9,
Dec. 2019.

[139] B. K. Desai, P. V. Pithadia, and S. K. Dastoor, ‘‘Efficient resource alloca-
tion using data offloading mechanism in distributed SDN,’’ in Informa-
tion and Communication Technology for Intelligent Systems. Singapore:
Springer, 2019, pp. 335–348.

[140] J. Xie, F. R. Yu, T. Huang, R. Xie, J. Liu, C. Wang, and Y. Liu, ‘‘A survey
of machine learning techniques applied to software defined networking
(SDN): Research issues and challenges,’’ IEEE Commun. Surveys Tuts.,
vol. 21, no. 1, pp. 393–430, 1st Quart., 2019.

[141] T. Luo, S. Zhang, and J. Liu, ‘‘Design of centralized control architecture
for distribution network communication network based on SDN,’’ in
Proc. Int. Conf. Commun., Inf. Syst. Comput. Eng. (CISCE), Jul. 2019,
pp. 59–64.

[142] M. Jarschel, T. Zinner, T. Hossfeld, P. Tran-Gia, and W. Kellerer, ‘‘Inter-
faces, attributes, and use cases: A compass for SDN,’’ IEEE Commun.
Mag., vol. 52, no. 6, pp. 210–217, Jun. 2014.

[143] J. Puente Fernández, L. G. Villalba, and T.-H. Kim, ‘‘Software defined
networks in wireless sensor architectures,’’ Entropy, vol. 20, no. 4, p. 225,
Mar. 2018.

[144] J. Liu, L. Zhu, W. Sun, and W. Hu, ‘‘Scalable application-aware resource
management in software defined networking,’’ in Proc. 17th Int. Conf.
Transparent Opt. Netw. (ICTON), Jul. 2015, pp. 1–5.

[145] R. Amin, M. Reisslein, and N. Shah, ‘‘Hybrid SDN networks: A survey
of existing approaches,’’ IEEE Commun. Surveys Tuts., vol. 20, no. 4,
pp. 3259–3306, 4th Quart., 2018.

98118 VOLUME 8, 2020

http://dx.doi.org/10.1109/TETC.2019.2930124


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[146] J. Schultz, R. Szczepanski, K. Haensge, M. Maruschke, N. Bayer, and
H. Einsiedler, ‘‘OpenGUFI: An extensible graphical user flow interface
for an SDN-enabled wireless testbed,’’ in Proc. IEEE Int. Conf. Comput.
Inf. Technol., Ubiquitous Comput. Commun., Dependable, Autonomic
Secure Comput., Pervasive Intell. Comput., 2015, pp. 770–776.

[147] M. Paule-Odini, ‘‘SDN and NFV evolution towards 5G,’’ IEEE Press,
Piscataway, NJ, USA, Tech. Rep. 2017, 2017.

[148] D. B. Hoang and M. Pham, ‘‘On software-defined networking and the
design of SDN controllers,’’ in Proc. 6th Int. Conf. Netw. Future (NOF),
Sep. 2015, pp. 1–3.

[149] Z. K. Khattak, M. Awais, and A. Iqbal, ‘‘Performance evaluation of
OpenDaylight SDN controller,’’ in Proc. 20th IEEE Int. Conf. Parallel
Distrib. Syst. (ICPADS), Dec. 2014, pp. 671–676.

[150] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar, L. Peterson,
J. Rexford, S. Shenker, and J. Turner, ‘‘OpenFlow: Enabling innovation
in campus networks,’’ ACM SIGCOMM Comput. Commun. Rev., vol. 38,
no. 2, pp. 69–74, Mar. 2008.

[151] S. Sharma, D. Staessens, D. Colle, M. Pickavet, and P. Demeester,
‘‘Enabling fast failure recovery in OpenFlow networks,’’ in Proc. 8th
Int. Workshop Design Reliable Commun. Netw. (DRCN), Oct. 2011,
pp. 164–171.

[152] S. Sharma, D. Staessens, D. Colle, M. Pickavet, and P. Demeester,
‘‘A demonstration of automatic bootstrapping of resilient OpenFlow
networks,’’ in Proc. IFIP/IEEE Int. Symp. Integr. Netw. Manage. (IM),
May 2013, pp. 1066–1067.

[153] A. Fellan, C. Schellenberger, M. Zimmermann, and H. D. Schotten,
‘‘Enabling communication technologies for automated unmanned vehi-
cles in industry 4.0,’’ in Proc. Int. Conf. Inf. Commun. Technol. Converg.
(ICTC), Oct. 2018, pp. 171–176.

[154] M. D. Ananth and R. Sharma, ‘‘Cost and performance analysis of network
function virtualization based cloud systems,’’ in Proc. IEEE 7th Int.
Advance Comput. Conf. (IACC), Jan. 2017, pp. 70–74.

[155] S. J. Nawaz, S. K. Sharma, S. Wyne, M. N. Patwary, and
M. Asaduzzaman, ‘‘Quantum machine learning for 6G communication
networks: State-of-the-art and vision for the future,’’ IEEE Access, vol. 7,
pp. 46317–46350, 2019.

[156] M. Yang, Y. Li, D. Jin, L. Zeng, X. Wu, and A. V. Vasilakos, ‘‘Software-
defined and virtualized future mobile and wireless networks: A survey,’’
Mobile Netw. Appl., vol. 20, no. 1, pp. 4–18, Feb. 2015.

[157] O. Adamuz-Hinojosa, J. Ordonez-Lucena, P. Ameigeiras,
J. J. Ramos-Munoz, D. Lopez, and J. Folgueira, ‘‘Automated network
service scaling in NFV: Concepts, mechanisms and scaling workflow,’’
IEEE Commun. Mag., vol. 56, no. 7, pp. 162–169, Jul. 2018.

[158] B. Chatras and F. F. Ozog, ‘‘Network functions virtualization: The porta-
bility challenge,’’ IEEE Netw., vol. 30, no. 4, pp. 4–8, Jul. 2016.

[159] D. Cotroneo, L. De Simone, A. K. Iannillo, A. Lanzaro, R. Natella, J. Fan,
andW. Ping, ‘‘Network function virtualization: Challenges and directions
for reliability assurance,’’ in Proc. IEEE Int. Symp. Softw. Rel. Eng.
Workshops, Nov. 2014, pp. 37–42.

[160] A. M. Alwakeel, A. K. Alnaim, and E. B. Fernandez, ‘‘A survey of net-
work function virtualization security,’’ in Proc. SoutheastCon, Apr. 2018,
pp. 1–8.

[161] G. Etsi, ‘‘Network functions virtualisation (NFV): Architectural frame-
work,’’ ETsI Gs NFV, vol. 2, no. 2, p. V1, 2013.

[162] S. Lal, T. Taleb, and A. Dutta, ‘‘NFV: Security threats and best practices,’’
IEEE Commun. Mag., vol. 55, no. 8, pp. 211–217, Aug. 2017.

[163] T. Svoboda and J. Horalek, ‘‘Utilization of NFV in cloud data cen-
ter,’’ in Proc. Int. Conf. Appl. Phys., Syst. Sci. Comput. Springer, 2017,
pp. 156–162.

[164] C. Makaya and D. Freimuth, ‘‘Automated virtual network functions
onboarding,’’ in Proc. IEEE Conf. Netw. Function Virtualization Softw.
Defined Netw. (NFV-SDN), Nov. 2016, pp. 206–211.

[165] Z. Yan, P. Zhang, and A. V. Vasilakos, ‘‘A security and trust framework for
virtualized networks and software-defined networking,’’ Secur. Commun.
Netw., vol. 9, no. 16, pp. 3059–3069, Nov. 2016.

[166] M. Ojo, D. Adami, and S. Giordano, ‘‘A SDN-IoT architecture with NFV
implementation,’’ in Proc. IEEE Globecom Workshops (GC Wkshps),
Dec. 2016, pp. 1–6.

[167] Y. Li and M. Chen, ‘‘Software-defined network function virtualization:
A survey,’’ IEEE Access, vol. 3, pp. 2542–2553, 2015.

[168] J. McCoy and D. B. Rawat, ‘‘Software-defined networking for unmanned
aerial vehicular networking and security: A survey,’’ Electronics, vol. 8,
no. 12, p. 1468, Dec. 2019.

[169] Z. Ma, Q. Guo, J. Ma, Z. Zhang, H. Ma, L. Peng, and Y. Li, ‘‘VaSe-
MRP: Velocity-aware and stability-estimation–based multi-path routing
protocol in flying ad hoc network,’’ Int. J. Distrib. Sensor Netw., vol. 15,
no. 11, 2019, Art. no. 1550147719883128.

[170] O. Kalinagac, S. S. Kafiloglu, F. Alagoz, and G. Gur, ‘‘Caching and D2D
sharing for content delivery in software-defined UAV networks,’’ in Proc.
IEEE 90th Veh. Technol. Conf. (VTC-Fall), Sep. 2019, pp. 1–5.

[171] Q. Zhao, P. Du, M. Gerla, A. J. Brown, and J. H. Kim, ‘‘Software defined
multi-path TCP solution for mobile wireless tactical networks,’’ in Proc.
IEEE Mil. Commun. Conf. (MILCOM), Oct. 2018, pp. 1–9.

[172] T. Huang, W. Yang, J. Wu, J. Ma, X. Zhang, and D. Zhang, ‘‘A survey on
green 6G network: Architecture and technologies,’’ IEEE Access, vol. 7,
pp. 175758–175768, 2019.

[173] H. Wang, H. Zhao, W. Wu, J. Xiong, D. Ma, and J. Wei, ‘‘Deployment
algorithms of flying base stations: 5G and beyond with UAVs,’’ IEEE
Internet Things J., vol. 6, no. 6, pp. 10009–10027, Dec. 2019.

[174] S. Andreev, V. Petrov, M. Dohler, and H. Yanikomeroglu, ‘‘Future of
ultra-dense networks beyond 5G: Harnessing heterogeneous moving
cells,’’ IEEE Commun. Mag., vol. 57, no. 6, pp. 86–92, Jun. 2019.

[175] R. Bassoli, C. Sacchi, F. Granelli, and I. Ashkenazi, ‘‘A virtualized
border control system based on UAVs: Design and energy efficiency
considerations,’’ in Proc. IEEE Aerosp. Conf., Mar. 2019, pp. 1–11.

[176] B. Nogales, I. Vidal, V. Sanchez-Aguero, F. Valera, L. F. Gonzalez, and
A. Azcorra, ‘‘Automated deployment of an Internet protocol telephony
service on unmanned aerial vehicles using network functions virtualiza-
tion,’’ J. Visualized Experiments, vol. 153, Nov. 2019, Art. no. e60425.

[177] N. Nomikos, E. T. Michailidis, P. Trakadas, D. Vouyioukas, H. Karl,
J. Martrat, T. Zahariadis, K. Papadopoulos, and S. Voliotis, ‘‘A UAV-
based moving 5G RAN for massive connectivity of mobile users and IoT
devices,’’ Veh. Commun., vol. 25, Oct. 2020, Art. no. 100250.

[178] T. Dapper e Silva, C. F. Emygdio de Melo, P. Cumino, D. Rosario,
E. Cerqueira, and E. Pignaton de Freitas, ‘‘STFANET: SDN-based topol-
ogy management for flying ad hoc network,’’ IEEE Access, vol. 7,
pp. 173499–173514, 2019.

[179] F. Al-Turjman, M. Abujubbeh, A. Malekloo, and L. Mostarda, ‘‘UAVs
assessment in software-defined IoT networks: An overview,’’ Comput.
Commun., vol. 150, pp. 519–536, Jan. 2020.

[180] H. Peng, Q. Ye, and X. S. Shen, ‘‘SDN-based resource manage-
ment for autonomous vehicular networks: A multi-access edge comput-
ing approach,’’ IEEE Wireless Commun., vol. 26, no. 4, pp. 156–162,
Aug. 2019.

[181] O. S. Oubbati, N. Chaib, A. Lakas, P. Lorenz, and A. Rachedi, ‘‘UAV-
assisted supporting services connectivity in urban VANETs,’’ IEEE
Trans. Veh. Technol., vol. 68, no. 4, pp. 3944–3951, Apr. 2019.

[182] M.Mozaffari, A. T. Z. Kasgari,W. Saad,M. Bennis, andM. Debbah, ‘‘3D
cellular network architecture with drones for beyond 5G,’’ in Proc. IEEE
Global Commun. Conf. (GLOBECOM), Dec. 2018, pp. 1–6.

[183] O. S. Oubbati, N. Chaib, A. Lakas, and S. Bitam, ‘‘On-demand routing
for urban VANETs using cooperating UAVs,’’ in Proc. Int. Conf. Smart
Commun. Netw. Technol. (SaCoNeT), Oct. 2018, pp. 108–113.

[184] A. Ramaprasath, A. Srinivasan, C.-H. Lung, and M. St-Hilaire, ‘‘Intelli-
gent wireless ad hoc routing protocol and controller for UAV networks,’’
in Ad Hoc Networks. Hong Kong: Springer, 2017, pp. 92–104.

[185] W. Qi, Q. Song, X. Kong, and L. Guo, ‘‘A traffic-differentiated routing
algorithm in flying ad hoc sensor networks with SDN cluster controllers,’’
J. Franklin Inst., vol. 356, no. 2, pp. 766–790, Jan. 2019.

[186] A. T. Albu-Salih, S. A. H. Seno, and S. J. Mohammed, ‘‘Dynamic routing
method over hybrid SDN for flying ad hoc networks,’’ Baghdad Sci. J.,
vol. 15, no. 3, pp. 361–368, 2018.

[187] R. La Scalea, M. Rodrigues, D. P. M. Osorio, C. H. Lima, R. D. Souza,
H. Alves, and K. C. Branco, ‘‘Opportunities for autonomous UAV in
harsh environments,’’ in Proc. 16th Int. Symp. Wireless Commun. Syst.
(ISWCS), Aug. 2019, pp. 227–232.

[188] K. Chen, S. Zhao, N. Lv, W. Gao, X. Wang, and X. Zou, ‘‘Segment rout-
ing based traffic scheduling for the software-defined airborne backbone
network,’’ IEEE Access, vol. 7, pp. 106162–106178, 2019.

[189] G. Secinti, P. B. Darian, B. Canberk, and K. R. Chowdhury, ‘‘Resilient
end-to-end connectivity for software defined unmanned aerial vehicular
networks,’’ in Proc. IEEE 28th Annu. Int. Symp. Pers., Indoor, Mobile
Radio Commun. (PIMRC), Oct. 2017, pp. 1–5.

[190] E. W. Dijkstra, ‘‘A note on two problems in connexion with graphs,’’
Numerische Math., vol. 1, no. 1, pp. 269–271, Dec. 1959.

VOLUME 8, 2020 98119



O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[191] G. Secinti, P. B. Darian, B. Canberk, and K. R. Chowdhury, ‘‘SDNs in
the sky: Robust end-to-end connectivity for aerial vehicular networks,’’
IEEE Commun. Mag., vol. 56, no. 1, pp. 16–21, Jan. 2018.

[192] Z. Yuan, X. Huang, L. Sun, and J. Jin, ‘‘Software defined mobile sensor
network for micro UAV swarm,’’ in Proc. IEEE Int. Conf. Control Robot.
Eng. (ICCRE), Apr. 2016, pp. 1–4.

[193] H. Iqbal, J. Ma, K. Stranc, K. Palmer, and P. Benbenek, ‘‘A software-
defined networking architecture for aerial network optimization,’’ in
Proc. IEEE NetSoft Conf. Workshops (NetSoft), Jun. 2016, pp. 151–155.

[194] K. Chen, S. Zhao, and N. Lv, ‘‘Network monitoring information collec-
tion in the SDN-enabled airborne tactical network,’’ Int. J. Aerosp. Eng.,
vol. 2018, pp. 1–20, Sep. 2018.

[195] F. Xiong, A. Li, H. Wang, and L. Tang, ‘‘An SDN-MQTT based com-
munication system for battlefield UAV swarms,’’ IEEE Commun. Mag.,
vol. 57, no. 8, pp. 41–47, Aug. 2019.

[196] A. J. Rojas, L. F. Gonzalez, N. Motta, and T. F. Villa, ‘‘Design and flight
testing of an integrated solar powered UAV and WSN for remote gas
sensing,’’ in Proc. IEEE Aerosp. Conf., Mar. 2015, pp. 1–10.

[197] M. Erdelj, E. Natalizio, K. R. Chowdhury, and I. F. Akyildiz, ‘‘Help
from the sky: Leveraging UAVs for disaster management,’’ IEEE Pervas.
Comput., vol. 16, no. 1, pp. 24–32, Jan. 2017.

[198] J. Roldán, G. Joossen, D. Sanz, J. del Cerro, and A. Barrientos,
‘‘Mini-UAV based sensory system for measuring environmental vari-
ables in greenhouses,’’ Sensors, vol. 15, no. 2, pp. 3334–3350,
Feb. 2015.

[199] D. Orfanus, E. P. de Freitas, and F. Eliassen, ‘‘Self-organization as a
supporting paradigm for military UAV relay networks,’’ IEEE Commun.
Lett., vol. 20, no. 4, pp. 804–807, Apr. 2016.

[200] B. Liu and H. Zhu, ‘‘Energy-effective data gathering for UAV-aided
wireless sensor networks,’’ Sensors, vol. 19, no. 11, p. 2506, May 2019.

[201] R. Kirichek, A. Vladyko, A. Paramonov, and A. Koucheryavy,
‘‘Software-defined architecture for flying ubiquitous sensor network-
ing,’’ in Proc. 19th Int. Conf. Adv. Commun. Technol. (ICACT), 2017,
pp. 158–162.

[202] M. Sara, I. Jawhar, and M. Nader, ‘‘A softwarization architecture for
UAVs and WSNs as part of the cloud environment,’’ in Proc. IEEE Int.
Conf. Cloud Eng. Workshop (IC EW), Apr. 2016, pp. 13–18.

[203] W. D.Watson, S. Huntsman, and J. T. Dolan, ‘‘Software defined networks
(SDNs) of RF Internet of Things (RIOTs) on unmanned aerial systems
(UASs),’’ in Proc. IEEE Mil. Commun. Conf. (MILCOM), Oct. 2017,
pp. 291–296.

[204] M. A. Sayeed, R. Kumar, and V. Sharma, ‘‘Efficient data management and
control overWSNs using SDN-enabled aerial networks,’’ Int. J. Commun.
Syst., vol. 33, no. 1, p. e4170, Jan. 2020.

[205] Y. Zhou, N. Cheng, N. Lu, and X. S. Shen, ‘‘Multi-UAV-Aided networks:
Aerial-ground cooperative vehicular networking architecture,’’ IEEE Veh.
Technol. Mag., vol. 10, no. 4, pp. 36–44, Dec. 2015.

[206] O. S. Oubbati, A. Lakas, N. Lagraa, and M. B. Yagoubi, ‘‘CRUV:
Connectivity-based traffic density aware routing using UAVs for
VANets,’’ in Proc. Int. Conf. Connected Vehicles Expo (ICCVE),
Oct. 2015, pp. 68–73.

[207] H. Menouar, I. Guvenc, K. Akkaya, A. S. Uluagac, A. Kadri, and
A. Tuncer, ‘‘UAV-enabled intelligent transportation systems for the smart
city: Applications and challenges,’’ IEEE Commun. Mag., vol. 55, no. 3,
pp. 22–28, Mar. 2017.

[208] M. O. Cherif, S.-M. Senouci, and B. Ducourthial, ‘‘Efficient data dissem-
ination in cooperative vehicular networks,’’ Wireless Commun. Mobile
Comput., vol. 13, no. 12, pp. 1150–1160, Aug. 2013.

[209] N. Zhang, S. Zhang, P. Yang, O. Alhussein, W. Zhuang, and X. S. Shen,
‘‘Software defined space-air-ground integrated vehicular networks: Chal-
lenges and solutions,’’ IEEE Commun. Mag., vol. 55, no. 7, pp. 101–109,
Jul. 2017.

[210] A. Alioua, S.-M. Senouci, S. Moussaoui, H. Sedjelmaci, and
M.-A. Messous, ‘‘Efficient data processing in software-defined UAV-
assisted vehicular networks: A sequential game approach,’’ Wireless
Pers. Commun., vol. 101, no. 4, pp. 2255–2286, Aug. 2018.

[211] M. Makolkina, A. Paramonov, A. Vladyko, R. Dunaytsev, R. Kirichek,
and A. Koucheryavy, ‘‘The use of UAVs, SDN, and augmented reality for
VANET applications,’’ DEStech Trans. Comput. Sci. Eng. Aiie, vol. 134,
pp. 153–157, Sep. 2017.

[212] P. Pannozzi, K. P. Valavanis,M. J. Rutherford, G. Guglieri, M. Scanavino,
and F. Quagliotti, ‘‘Urban monitoring of smart communities using
UAS,’’ in Proc. Int. Conf. Unmanned Aircr. Syst. (ICUAS), Jun. 2019,
pp. 866–873.

[213] G. K. Garge and C. Balakrishna, ‘‘Unmanned aerial vehicles (UAVs) as
on-demand QoS enabler for multimedia applications in smart cities,’’
in Proc. Int. Conf. Innov. Intell. Informat., Comput., Technol. (ICT),
Nov. 2018, pp. 1–7.

[214] Z. Zhao, P. Cumino, A. Souza, D. Rosário, T. Braun, E. Cerqueira,
and M. Gerla, ‘‘Software-defined unmanned aerial vehicles networking
for video dissemination services,’’ Ad Hoc Netw., vol. 83, pp. 68–77,
Feb. 2019.

[215] I. Zacarias, J. Schwarzrock, L. P. Gaspary, A. Kohl, R. Q. A. Fernandes,
J. M. Stocchero, and E. P. de Freitas, ‘‘Enhancing mobile military
surveillance based on video streaming by employing software defined
networks,’’ Wireless Commun. Mobile Comput., vol. 2018, pp. 1–12,
Oct. 2018.

[216] P. Cumino, W. Lobato Junior, T. Tavares, H. Santos, D. Rosário,
E. Cerqueira, L. Villas, and M. Gerla, ‘‘Cooperative UAV scheme for
enhancing video transmission and global network energy efficiency,’’
Sensors, vol. 18, no. 12, p. 4155, Nov. 2018.

[217] K. J. S. White, E. Denney, M. D. Knudson, A. K. Mamerides, and
D. P. Pezaros, ‘‘A programmable SDN+NFV-based architecture for UAV
telemetry monitoring,’’ in Proc. 14th IEEE Annu. Consum. Commun.
Netw. Conf. (CCNC), Jan. 2017, pp. 522–527.

[218] H. Hellaoui, O. Bekkouche, M. Bagaa, and T. Taleb, ‘‘Aerial control
system for spectrum efficiency in UAV-to-Cellular communications,’’
IEEE Commun. Mag., vol. 56, no. 10, pp. 108–113, Oct. 2018.

[219] K. Welch, ‘‘Evolving cellular technologies for safer drone operation,’’
Qualcomm 5G White Paper Presentations, Tech Collection, San Diego,
CA, USA, Tech. Rep. 65, 2016.

[220] F. Cheng, S. Zhang, Z. Li, Y. Chen, N. Zhao, F. R. Yu, and
V. C. M. Leung, ‘‘UAV trajectory optimization for data offloading at
the edge of multiple cells,’’ IEEE Trans. Veh. Technol., vol. 67, no. 7,
pp. 6732–6736, Jul. 2018.

[221] E. Bozkaya and B. Canberk, ‘‘BS-on-air: Optimum UAV local-
ization for resilient ultra dense networks,’’ in Proc. IEEE Conf.
Comput. Commun. Workshops (INFOCOM WKSHPS), Apr. 2018,
pp. 877–881.

[222] J. Lyu, Y. Zeng, and R. Zhang, ‘‘UAV-aided offloading for cellular
hotspot,’’ IEEE Trans. Wireless Commun., vol. 17, no. 6, pp. 3988–4001,
Jun. 2018.

[223] C. Pan, J. Yi, C. Yin, J. Yu, and X. Li, ‘‘Joint 3D UAV placement and
resource allocation in software-defined cellular networks with wireless
backhaul,’’ IEEE Access, vol. 7, pp. 104279–104293, 2019.

[224] Z. Zhou, J. Feng, C. Zhang, Z. Chang, Y. Zhang, and K. M. S. Huq,
‘‘SAGECELL: Software-defined space-air-ground integrated moving
cells,’’ IEEE Commun. Mag., vol. 56, no. 8, pp. 92–99, Aug. 2018.

[225] P. Yang, X. Cao, C. Yin, Z. Xiao, X. Xi, and D.Wu, ‘‘Proactive drone-cell
deployment: Overload relief for a cellular network under flash crowd traf-
fic,’’ IEEE Trans. Intell. Transport. Syst., vol. 18, no. 10, pp. 2877–2892,
Oct. 2017.

[226] M. Moradi, K. Sundaresan, E. Chai, S. Rangarajan, and Z. M. Mao,
‘‘SkyCore: Moving core to the edge for untethered and reliable UAV-
based LTE networks,’’ in Proc. 24th Annu. Int. Conf. Mobile Comput.
Netw., 2018, pp. 35–49.

[227] B. Barritt, T. Kichkaylo, K. Mandke, A. Zalcman, and V. Lin, ‘‘Operating
a UAV mesh & Internet backhaul network using temporospatial SDN,’’
in Proc. IEEE Aerosp. Conf., Mar. 2017, pp. 1–7.

[228] X. Zhang, H. Wang, and H. Zhao, ‘‘An SDN framework for UAV back-
bone network towards knowledge centric networking,’’ in Proc. IEEE
Conf. Comput. Commun. Workshops (INFOCOM WKSHPS), Apr. 2018,
pp. 456–461.

[229] R. Verdone and S. Mignardi, ‘‘Joint aerial-terrestrial resource manage-
ment in UAV-aided mobile radio networks,’’ IEEE Netw., vol. 32, no. 5,
pp. 70–75, Sep. 2018.

[230] E. Arribas, V. Mancuso, and V. Cholvi, ‘‘Coverage optimization with a
dynamic network of drone relays,’’ IEEE Trans. Mobile Comput., early
access, Jul. 9, 2019, doi: 10.1109/TMC.2019.2927335.

[231] M.Marchese, A.Moheddine, and F. Patrone, ‘‘IoT andUAV integration in
5G hybrid terrestrial-satellite networks,’’ Sensors, vol. 19, no. 17, p. 3704,
Aug. 2019.

[232] Y. Shi, J. Liu, Z. M. Fadlullah, and N. Kato, ‘‘Cross-layer data delivery
in satellite-aerial-terrestrial communication,’’ IEEE Wireless Commun.,
vol. 25, no. 3, pp. 138–143, Jun. 2018.

[233] M.Vondra,M. Ozger, D. Schupke, and C. Cavdar, ‘‘Integration of satellite
and aerial communications for heterogeneous flying vehicles,’’ IEEE
Netw., vol. 32, no. 5, pp. 62–69, Sep. 2018.

98120 VOLUME 8, 2020

http://dx.doi.org/10.1109/TMC.2019.2927335


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[234] C. Qiu, H. Yao, F. R. Yu, F. Xu, and C. Zhao, ‘‘Deep Q-learning aided
networking, caching, and computing resources allocation in software-
defined satellite-terrestrial networks,’’ IEEE Trans. Veh. Technol., vol. 68,
no. 6, pp. 5871–5883, Jun. 2019.

[235] Q. Guo, R. Gu, T. Dong, J. Yin, Z. Liu, L. Bai, and Y. Ji, ‘‘SDN-based
end-to-end fragment-aware routing for elastic data flows in LEO satellite-
terrestrial network,’’ IEEE Access, vol. 7, pp. 396–410, 2019.

[236] Y. Bi, G. Han, S. Xu, X. Wang, C. Lin, Z. Yu, and P. Sun, ‘‘Software
defined space-terrestrial integrated networks: Architecture, challenges,
and solutions,’’ IEEE Netw., vol. 33, no. 1, pp. 22–28, Jan. 2019.

[237] Y. Shi, Y. Cao, J. Liu, and N. Kato, ‘‘A cross-domain SDN architecture for
multi-layered space-terrestrial integrated networks,’’ IEEE Netw., vol. 33,
no. 1, pp. 29–35, Jan. 2019.

[238] H. Sedjelmaci and S. M. Senouci, ‘‘Cyber security methods for aerial
vehicle networks: Taxonomy, challenges and solution,’’ J. Supercomput.,
vol. 74, no. 10, pp. 4928–4944, Oct. 2018.

[239] D. He, S. Chan, and M. Guizani, ‘‘Drone-assisted public safety networks:
The security aspect,’’ IEEE Commun. Mag., vol. 55, no. 8, pp. 218–223,
Aug. 2017.

[240] Z. Li, Y. Lu, Y. Shi, Z. Wang, W. Qiao, and Y. Liu, ‘‘A Dyna-Q-based
solution for UAV networks against smart jamming attacks,’’ Symmetry,
vol. 11, no. 5, p. 617, May 2019.

[241] C. Guerber, N. Larrieu, and M. Royer, ‘‘Software defined network based
architecture to improve security in a swarm of drones,’’ in Proc. Int. Conf.
Unmanned Aircr. Syst. (ICUAS), Jun. 2019, pp. 51–60.

[242] R. Kumar, M. A. Sayeed, V. Sharma, and I. You, ‘‘An SDN-based secure
mobility model for UAV-ground communications,’’ in Proc. Int. Symp.
Mobile Internet Secur. Singapore: Springer, 2017, pp. 169–179.

[243] L. Liu, S. Zhang, and R. Zhang, ‘‘CoMP in the sky: UAV placement and
movement optimization for multi-user communications,’’ IEEE Trans.
Commun., vol. 67, no. 8, pp. 5645–5658, Aug. 2019.

[244] E. Lakiotakis, P. Sermpezis, and X. Dimitropoulos, ‘‘Joint optimization
of UAV placement and caching under battery constraints in UAV-aided
small-cell networks,’’ in Proc. ACM SIGCOMM Workshop Mobile Air-
Ground Edge Comput., Syst., Netw., Appl. ( MAGESys), 2019, pp. 8–14.

[245] Y. Sun, T. Wang, and S. Wang, ‘‘Location optimization and user associa-
tion for unmanned aerial vehicles assistedmobile networks,’’ IEEE Trans.
Veh. Technol., vol. 68, no. 10, pp. 10056–10065, Oct. 2019.

[246] E. Kalantari, M. Z. Shakir, H. Yanikomeroglu, and A. Yongacoglu,
‘‘Backhaul-aware robust 3D drone placement in 5G+ wireless net-
works,’’ in Proc. IEEE Int. Conf. Commun. Workshops (ICC Workshops),
May 2017, pp. 109–114.

[247] S. ur Rahman, G.-H. Kim, Y.-Z. Cho, and A. Khan, ‘‘Deployment of an
SDN-based UAV network: Controller placement and tradeoff between
control overhead and delay,’’ in Proc. Int. Conf. Inf. Commun. Technol.
Converg. (ICTC), Oct. 2017, pp. 1290–1292.

[248] S. ur Rahman, G.-H. Kim, Y.-Z. Cho, and A. Khan, ‘‘Positioning of UAVs
for throughput maximization in software-defined disaster area UAV com-
munication networks,’’ J. Commun. Netw., vol. 20, no. 5, pp. 452–463,
Oct. 2018.

[249] R. Trivisonno, R. Guerzoni, I. Vaishnavi, and D. Soldani, ‘‘SDN-based
5G mobile networks: Architecture, functions, procedures and backward
compatibility,’’ Trans. Emerg. Telecommun. Technol., vol. 26, no. 1,
pp. 82–92, Jan. 2015.

[250] B. Zhang, C. H. Liu, J. Tang, Z. Xu, J.Ma, andW.Wang, ‘‘Learning-based
energy-efficient data collection by unmanned vehicles in smart cities,’’
IEEE Trans. Ind. Informat., vol. 14, no. 4, pp. 1666–1676, Apr. 2018.

[251] U. Challita, A. Ferdowsi, M. Chen, and W. Saad, ‘‘Machine learning for
wireless connectivity and security of cellular-connected UAVs,’’ IEEE
Wireless Commun., vol. 26, no. 1, pp. 28–35, Feb. 2019.

[252] R. M. Shukla, S. Sengupta, and A. N. Patra, ‘‘Software-defined network
based resource allocation in distributed servers for unmanned aerial
vehicles,’’ in Proc. IEEE 8th Annu. Comput. Commun. Workshop Conf.
(CCWC), Jan. 2018, pp. 796–802.

[253] S. Vashisht and S. Jain, ‘‘Software-defined network-enabled opportunistic
offloading and charging scheme inmulti-unmanned aerial vehicle ecosys-
tem,’’ Int. J. Commun. Syst., vol. 32, no. 8, p. e3939, May 2019.

[254] M. Alharthi, A.-E.-M. Taha, and H. S. Hassanein, ‘‘An architecture for
software defined drone networks,’’ in Proc. IEEE Int. Conf. Commun.
(ICC), May 2019, pp. 1–5.

[255] V. Sharma, F. Song, I. You, and H.-C. Chao, ‘‘Efficient management and
fast handovers in software defined wireless networks using UAVs,’’ IEEE
Netw., vol. 31, no. 6, pp. 78–85, Nov. 2017.

[256] N. An, S. Yoon, T. Ha, Y. Kim, and H. Lim, ‘‘Seamless virtualized
controller migration for drone applications,’’ IEEE Internet Comput.,
vol. 23, no. 2, pp. 51–58, Mar. 2019.

[257] M. Gil Pérez, A. H. Celdrán, P. G. Giardina, G. Bernini, S. Pizzimenti,
F. J. G. Clemente, G. M. Perez, G. Festa, and F. Paglianti, ‘‘Mitigation
of cyber threats: Protection mechanisms in federated SDN/NFV infras-
tructures for 5G within FIRE+,’’ Concurrency Comput., Pract. Exper.,
p. e5132, Jan. 2019, doi: 10.1002/cpe.5132.

[258] V. Nejkovic, A. Visa, M. Tosic, N. Petrovic, M. Valkama, M. Koivisto,
J. Talvitie, S. Rancic, D. Grzonka, and J. Tchorzewski, ‘‘Big data in
5G distributed applications,’’ Springer, Cham, Switzerland, Tech. Rep.
11400, 2019, pp. 138–162.

[259] S. Mignardi and R. Verdone, ‘‘Joint path and radio resource management
for UAVs supporting mobile radio networks,’’ in Proc. 17th Annu. Medit.
Ad Hoc Netw. Workshop (Med-Hoc-Net), Jun. 2018, pp. 1–7.

[260] S. A. Kazmi, L. U. Khan, N. H. Tran, and C. S. Hong, ‘‘Resource
management for network slicing,’’ in Network Slicing for 5G and Beyond
Networks. Cham, Switzerland: Springer, 2019, pp. 25–42.

[261] I. Bor-Yaliniz and H. Yanikomeroglu, ‘‘The new frontier in RAN hetero-
geneity: Multi-tier drone-cells,’’ IEEE Commun. Mag., vol. 54, no. 11,
pp. 48–55, Nov. 2016.

[262] C. Tipantuña, X. Hesselbach, V. Sánchez-Aguero, F. Valera, I. Vidal,
and B. Nogales, ‘‘An NFV-based energy scheduling algorithm for a
5G enabled fleet of programmable unmanned aerial vehicles,’’ Wireless
Commun. Mobile Comput., vol. 2019, pp. 1–20, Feb. 2019.

[263] W. Miao, G. Min, Y. Wu, H. Huang, Z. Zhao, H. Wang, and C. Luo,
‘‘Stochastic performance analysis of network function virtualization in
future Internet,’’ IEEE J. Sel. Areas Commun., vol. 37, no. 3, pp. 613–626,
Mar. 2019.

[264] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, ‘‘A survey on
mobile edge computing: The communication perspective,’’ IEEE Com-
mun. Surveys Tuts., vol. 19, no. 4, pp. 2322–2358, 4th Quart., 2017.

[265] E. A. Mazied, M. Y. ElNainay, M. J. Abdel-Rahman, S. F. Midkiff,
M. R. M. Rizk, H. A. Rakha, andA. B.MacKenzie, ‘‘Thewireless control
plane: An overview and directions for future research,’’ J. Netw. Comput.
Appl., vol. 126, pp. 104–122, Jan. 2019.

[266] F. Xu, T. Hong, J. Zhao, and T. Yang, ‘‘Detection and identification
technology of rotor unmanned aerial vehicles in 5G scene,’’ Int. J. Distrib.
Sensor Netw., vol. 15, no. 6, 2019, Art. no. 1550147719853990.

[267] B. Nogales, V. Sanchez-Aguero, I. Vidal, F. Valera, and
J. Garcia-Reinoso, ‘‘A NFV system to support configurable and
automated multi-UAV service deployments,’’ in Proc. 4th ACM
Workshop Micro Aerial Vehicle Netw., Syst., Appl. (DroNet), 2018,
pp. 39–44.

[268] B. Nogales, V. Sanchez-Aguero, I. Vidal, and F. Valera, ‘‘Adaptable and
automated small UAV deployments via virtualization,’’ Sensors, vol. 18,
no. 12, p. 4116, Nov. 2018.

[269] G. K. Xilouris, M. C. Batistatos, G. E. Athanasiadou, G. Tsoulos,
H. B. Pervaiz, and C. C. Zarakovitis, ‘‘UAV-assisted 5G network architec-
ture with slicing and virtualization,’’ in Proc. IEEE GlobecomWorkshops
(GC Wkshps), Dec. 2018, pp. 1–7.

[270] C. Rametta and G. Schembra, ‘‘Designing a softwarized network
deployed on a fleet of drones for rural zone monitoring,’’ Future Internet,
vol. 9, no. 1, p. 8, 2017.

[271] C. Perkins, E. Belding-Royer, and S. Das, Ad Hoc On-Demand Distance
Vector (AODV) Routing, document RFC3561, 2003.

[272] T. Clausen and P. Jacquet, ‘‘Optimized link state routing protocol
(OLSR),’’ IETF RFC, New York, NY, USA, Tech. Rep. rfc3626, 2003.

[273] I. Hegazy, R. Safavi-Naini, and C. Williamson, ‘‘Towards securing
mintroute in wireless sensor networks,’’ in Proc. IEEE Int. Symp. World
Wireless, Mobile Multimedia Netw. (WoWMoM), Jun. 2010, pp. 1–6.

[274] Y. Yu, L. Ru, W. Chi, Y. Liu, Q. Yu, and K. Fang, ‘‘Ant colony opti-
mization based polymorphism-aware routing algorithm for ad hoc UAV
network,’’ Multimedia Tools Appl., vol. 75, no. 22, pp. 14451–14476,
2016.

[275] M. Reitblatt, N. Foster, J. Rexford, C. Schlesinger, and D. Walker,
‘‘Abstractions for network update,’’ ACM SIGCOMM Comput. Commun.
Rev., vol. 42, no. 4, pp. 323–334, Sep. 2012.

[276] X. Jin, H. H. Liu, R. Gandhi, S. Kandula, R. Mahajan, M. Zhang,
J. Rexford, and R. Wattenhofer, ‘‘Dynamic scheduling of network
updates,’’ ACM SIGCOMM Comput. Commun. Rev., vol. 44, no. 4,
pp. 539–550, Feb. 2015.

VOLUME 8, 2020 98121

http://dx.doi.org/10.1002/cpe.5132


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[277] A. Abbagnale and F. Cuomo, ‘‘Leveraging the algebraic connectivity of
a cognitive network for routing design,’’ IEEE Trans. Mobile Comput.,
vol. 11, no. 7, pp. 1163–1178, Jul. 2012.

[278] R. Bhandari, Survivable Networks: Algorithms for Diverse Routing.
Berlin, Germany: Springer, 1999.

[279] D. Sidhu, T. Fu, S. Abdallah, R. Nair, and R. Coltun, ‘‘Open shortest path
first (OSPF) routing protocol simulation,’’ ACM SIGCOMM Comput.
Commun. Rev., vol. 23, no. 4, pp. 53–62, Oct. 1993.

[280] D. Wang, L. Lin, and L. Xu, ‘‘A study of subdividing hexagon-clustered
WSN for power saving: Analysis and simulation,’’ Ad Hoc Netw., vol. 9,
no. 7, pp. 1302–1311, Sep. 2011.

[281] K. S. Prabh and T. F. Abdelzaher, ‘‘On scheduling and real-time capacity
of hexagonal wireless sensor networks,’’ in Proc. 19th Euromicro Conf.
Real-Time Syst. (ECRTS), Jul. 2007, pp. 136–145.

[282] O. S. Oubbati, A. Lakas, F. Zhou, M. Güneş, N. Lagraa, and
M. B. Yagoubi, ‘‘Intelligent UAV-assisted routing protocol for urban
VANETs,’’ Comput. Commun., vol. 107, pp. 93–111, Jul. 2017.

[283] X. Wang, L. Fu, Y. Zhang, X. Gan, and X. Wang, ‘‘VDNet:
An infrastructure-less UAV-assisted sparse VANET system with vehicle
location prediction,’’Wireless Commun. Mobile Comput., vol. 16, no. 17,
pp. 2991–3003, Dec. 2016.

[284] D. Rosário, Z. Zhao, A. Santos, T. Braun, and E. Cerqueira, ‘‘A beacon-
less opportunistic routing based on a cross-layer approach for efficient
video dissemination in mobile multimedia IoT applications,’’ Comput.
Commun., vol. 45, pp. 21–31, Jun. 2014.

[285] D. Rosário, J. A. Filho, D. Rosário, A. Santosy, and M. Gerla, ‘‘A relay
placement mechanism based on UAV mobility for satisfactory video
transmissions,’’ inProc. 16th Annu.Medit. AdHocNetw.Workshop (Med-
Hoc-Net), Jun. 2017, pp. 1–8.

[286] J. Yoon, M. Liu, and B. Noble, ‘‘Random waypoint considered harmful,’’
in Proc. 22nd IEEE Annu. Joint Conf. IEEE Comput. Commun. Societies
(INFOCOM), vol. 2, Mar. 2003, pp. 1312–1321.

[287] K.-H. Chiang and N. Shenoy, ‘‘A 2-D random-walk mobility model for
location-management studies in wireless networks,’’ IEEE Trans. Veh.
Technol., vol. 53, no. 2, pp. 413–424, Mar. 2004.

[288] Q. Wu, Y. Zeng, and R. Zhang, ‘‘Joint trajectory and communication
design for multi-UAV enabled wireless networks,’’ IEEE Trans. Wireless
Commun., vol. 17, no. 3, pp. 2109–2121, Mar. 2018.

[289] V. Sharma, M. Bennis, and R. Kumar, ‘‘UAV-assisted heterogeneous
networks for capacity enhancement,’’ IEEE Commun. Lett., vol. 20, no. 6,
pp. 1207–1210, Jun. 2016.

[290] M. Mozaffari, W. Saad, M. Bennis, and M. Debbah, ‘‘Mobile Internet of
Things: Can UAVs provide an energy-efficient mobile architecture?’’ in
Proc. IEEE Global Commun. Conf. (GLOBECOM), Dec. 2016, pp. 1–6.

[291] X. Jin, L. E. Li, L. Vanbever, and J. Rexford, ‘‘SoftCell: Scalable and
flexible cellular core network architecture,’’ in Proc. 9th ACM Conf.
Emerg. Netw. Experiments Technol. (CoNEXT), 2013, pp. 163–174.

[292] C. E. Perkins and P. Bhagwat, ‘‘Highly dynamic destination-sequenced
distance-vector routing (DSDV) for mobile computers,’’ in Proc. ACM
SIGCOMM Comput. Commun. Rev., 1994, vol. 24, no. 4, pp. 234–244.

[293] R. I. Bor-Yaliniz, A. El-Keyi, and H. Yanikomeroglu, ‘‘Efficient 3-D
placement of an aerial base station in next generation cellular networks,’’
in Proc. IEEE Int. Conf. Commun. (ICC), May 2016, pp. 1–5.

[294] O. Andryeyev and A. Mitschele-Thiel, ‘‘Increasing the cellular network
capacity using self-organized aerial base stations,’’ in Proc. 3rdWorkshop
Micro Aerial Vehicle Netw., Syst., Appl. (DroNet), 2017, pp. 37–42.

[295] D. Yan, J. Guo, L. Wang, and P. Zhan, ‘‘SADR: Network status adaptive
QoS dynamic routing for satellite networks,’’ in Proc. IEEE 13th Int.
Conf. Signal Process. (ICSP), Nov. 2016, pp. 1186–1190.

[296] L. Xiao, C. Xie, M. Min, and W. Zhuang, ‘‘User-centric view of
unmanned aerial vehicle transmission against smart attacks,’’ IEEE Trans.
Veh. Technol., vol. 67, no. 4, pp. 3420–3430, Apr. 2018.

[297] L. Xiao, D. Jiang, D. Xu, H. Zhu, Y. Zhang, and H. V. Poor, ‘‘Two-
dimensional antijamming mobile communication based on reinforcement
learning,’’ IEEE Trans. Veh. Technol., vol. 67, no. 10, pp. 9499–9512,
Oct. 2018.

[298] R. S. Sutton and A. G. Barto, Reinforcement Learning: An Introduction.
Cambridge, MA, USA: MIT Press, 2018.

[299] B. Wiberg, ‘‘Porting AODV-UU implementation to NS-2 and enabling
trace-based simulation,’’ Uppsala Univ., Uppsala, Sweden, Tech. Rep.
2002, 2002.

[300] A. A. Abbasi and M. Younis, ‘‘A survey on clustering algorithms for
wireless sensor networks,’’ Comput. Commun., vol. 30, nos. 14–15,
pp. 2826–2841, Oct. 2007.

[301] F. Kaup, P. Gottschling, and D. Hausheer, ‘‘PowerPi: Measuring and
modeling the power consumption of the raspberry pi,’’ inProc. 39th Annu.
IEEE Conf. Local Comput. Netw., Sep. 2014, pp. 236–243.

[302] A. Hoban, ‘‘OSM release TWO, a technical overview,’’ ETSI, Sophia
Antipolis, France, OSM Community White Paper, 2017. [Online].
Available: https://osm.etsi.org/images/OSM-Whitepaper-TechContent-
ReleaseTWO-FINAL.pdf

[303] P. Chithaluru and R. Prakash, ‘‘Simulation on SDN and NFV models
through mininet,’’ in Innovations in Software-Defined Networking and
Network Functions Virtualization. Hershey, PA, USA: IGI Global, 2018,
pp. 149–174.

[304] J. Sánchez-García, J. M. García-Campos, M. Arzamendia, D. G. Reina,
S. L. Toral, and D. Gregor, ‘‘A survey on unmanned aerial and aquatic
vehicle multi-hop networks: Wireless communications, evaluation tools
and applications,’’ Comput. Commun., vol. 119, pp. 43–65, Apr. 2018.

[305] S. Jafer, S. Jones, and A. V. Raja, ‘‘A modeling and simulation framework
for UAVs utilizing 4G-LTE cellular networks,’’ Int. J. Model., Simul., Sci.
Comput., vol. 9, no. 5, Oct. 2018, Art. no. 1850042.

[306] F. D’Urso, C. Santoro, and F. F. Santoro, ‘‘An integrated framework for
the realistic simulation ofmulti-UAV applications,’’Comput. Electr. Eng.,
vol. 74, pp. 196–209, Mar. 2019.

[307] T. Ahn, J. Seok, I. Lee, and J. Han, ‘‘Reliable flying IoT networks for
UAV disaster rescue operations,’’ Mobile Inf. Syst., vol. 2018, pp. 1–12,
Aug. 2018.

[308] G. Baldoni, A. Lombardo, M. Melita, S. Micalizzi, C. Rametta, and
A. Vassallo, ‘‘An emulation framework for SDN-NFV based services,’’ in
Proc. 2nd Int. Conf. Internet Things, Data Cloud Comput. (ICC), 2017,
p. 135.

[309] M. Valkama, M. Koivisto, J. Talvitie, S. Rancic, D. Grzonka,
J. Tchorzewski, P. Kuonen, and F. Gortazar, ‘‘Big data in 5G distributed
applications,’’ in High-Performance Modelling and Simulation for Big
Data Application. Cham, Switzerland: Springer, 2019, p. 138.

[310] A. Ksentini, M. Jebalia, and S. Tabbane, ‘‘IoT/cloud-enabled smart ser-
vices: A review on QoS requirements in fog environment and a proposed
approach based on priority classification technique,’’ Int. J. Commun.
Syst., p. e4269, Nov. 2019, doi: 10.1002/dac.4269.

[311] MATLAB. Accessed: Dec. 13, 2019. [Online]. Available:
https://www.mathworks.com/products/matlab.html

[312] Ns-3. Accessed: Dec. 13, 2019. [Online]. Available: https://www.nsnam.
org/

[313] R. A. Addad, D. L. C. Dutra, T. Taleb, M. Bagaa, and H. Flinck, ‘‘MIRA!:
An SDN-based framework for cross-domain fast migration of ultra-low
latency 5G services,’’ in Proc. IEEE Global Commun. Conf. (GLOBE-
COM), Dec. 2018, pp. 1–6.

[314] O. Bekkouche, T. Taleb, and M. Bagaa, ‘‘UAVs traffic control based on
multi-access edge computing,’’ in Proc. IEEE Global Commun. Conf.
(GLOBECOM), Dec. 2018, pp. 1–6.

[315] B. Nogales, I. Vidal, D. R. Lopez, J. Rodriguez, J. Garcia-Reinoso, and
A. Azcorra, ‘‘Design and deployment of an openmanagement and orches-
tration platform for multi-site NFV experimentation,’’ IEEE Commun.
Mag., vol. 57, no. 1, pp. 20–27, Jan. 2019.

[316] S. Yao, J. Guan, Z. Yan, and K. Xu, ‘‘Si-STIN: A smart identifier frame-
work for space and terrestrial integrated network,’’ IEEE Netw., vol. 33,
no. 1, pp. 8–14, Jan. 2019.

[317] S. A. Kazmi, L. U. Khan, N. H. Tran, and C. S. Hong, Network Slicing
for 5G and Beyond Networks. Cham, Switzerland: Springer, 2019.

[318] Q. Zhou, Y. Wei, and L. Zhu, ‘‘Research on reliability modeling of
unmanned aircraft system avionics systems based on 5G,’’ Int. J. Distrib.
Sensor Netw., vol. 15, no. 7, 2019, Art. no. 1550147719860381.

[319] J. Zhang, M. Lou, L. Xiang, and L. Hu, ‘‘Power cognition: Enabling
intelligent energy harvesting and resource allocation for solar-powered
UAVs,’’ Future Gener. Comput. Syst., early access, Jun. 2019, doi:
10.1016/j.future.2019.05.068.

[320] Z. F. Pan, L. An, and C. Y. Wen, ‘‘Recent advances in fuel cells
based propulsion systems for unmanned aerial vehicles,’’ Appl. Energy,
vol. 240, pp. 473–485, Apr. 2019.

[321] E. F. Costa, D. A. Souza, V. P. Pinto, M. S. Araújo, A. M. Peixoto, and
E. P. da Costa, ‘‘Prediction of lithium-ion battery capacity in UAVs,’’ in
Proc. 6th Int. Conf. Control, Decis. Inf. Technol. (CoDIT), Apr. 2019,
pp. 1865–1869.

[322] B. Chen, M. Yang, Y. Chen, Q. Ning, and D. Xie, ‘‘A novel energy
harvesting scheme in interference networks with UAVs,’’Phys. Commun.,
vol. 33, pp. 259–265, Apr. 2019.

98122 VOLUME 8, 2020

http://dx.doi.org/10.1002/dac.4269
http://dx.doi.org/10.1016/j.future.2019.05.068


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[323] Q. Wu, G. Zhang, D. W. K. Ng, W. Chen, and R. Schober, ‘‘General-
ized wireless-powered communications: When to activate wireless power
transfer?’’ IEEE Trans. Veh. Technol., vol. 68, no. 8, pp. 8243–8248,
Aug. 2019.

[324] A. Kurs, A. Karalis, R. Moffatt, J. D. Joannopoulos, P. Fisher, and
M. Soljacic, ‘‘Wireless power transfer via strongly coupled magnetic
resonances,’’ Science, vol. 317, no. 5834, pp. 83–86, Jul. 2007.

[325] M. Khonji, M. Alshehhi, C.-M. Tseng, and C.-K. Chau, ‘‘Autonomous
inductive charging system for battery-operated electric drones,’’ in Proc.
8th Int. Conf. Future Energy Syst., May 2017, pp. 322–327.

[326] M.-N. Nguyen, L. D. Nguyen, T. Q. Duong, and H. D. Tuan, ‘‘Real-time
optimal resource allocation for embeddedUAVcommunication systems,’’
IEEE Wireless Commun. Lett., vol. 8, no. 1, pp. 225–228, Feb. 2019.

[327] S. Bi and R. Zhang, ‘‘Placement optimization of energy and informa-
tion access points in wireless powered communication networks,’’ IEEE
Trans. Wireless Commun., vol. 15, no. 3, pp. 2351–2364, Mar. 2016.

[328] F. Tariq, M. Khandaker, K.-K. Wong, M. Imran, M. Bennis, and
M. Debbah, ‘‘A speculative study on 6G,’’ 2019, arXiv:1902.06700.
[Online]. Available: http://arxiv.org/abs/1902.06700

[329] E. Yaacoub and M.-S. Alouini, ‘‘A key 6G challenge and opportunity—
Connecting the base of the pyramid: A survey on rural connectivity,’’
Proc. IEEE, vol. 108, no. 4, pp. 533–582, Apr. 2020.

[330] W. Saad, M. Bennis, and M. Chen, ‘‘A vision of 6G wireless systems:
Applications, trends, technologies, and open research problems,’’ IEEE
Netw., early access, Oct. 15, 2019, doi: 10.1109/MNET.001.1900287.

[331] M. Elsayed and M. Erol-Kantarci, ‘‘AI-enabled future wireless networks:
Challenges, opportunities, and open issues,’’ IEEE Veh. Technol. Mag.,
vol. 14, no. 3, pp. 70–77, Sep. 2019.

[332] W. J. Mazher, H. T. Ibrahim, O. N. Ucan, and O. Bayat, ‘‘Drone swarm
with free-space optical communication to detect and make deep decisions
about physical problems for area surveillance,’’ Opt. Eng., vol. 57, no. 3,
2018, Art. no. 036116.

[333] T. Nguyen, A. Islam, T. Hossan, and Y. M. Jang, ‘‘Current status and
performance analysis of optical camera communication technologies for
5G networks,’’ IEEE Access, vol. 5, pp. 4574–4594, 2017.

[334] M. Z. Chowdhury, M. Shahjalal, M. K. Hasan, and Y. M. Jang, ‘‘The role
of optical wireless communication technologies in 5G/6G and IoT solu-
tions: Prospects, directions, and challenges,’’ Appl. Sci., vol. 9, no. 20,
p. 4367, Oct. 2019.

[335] Y. Yang,M. Chen, C. Guo, C. Feng, andW. Saad, ‘‘Power efficient visible
light communication with unmanned aerial vehicles,’’ IEEE Commun.
Lett., vol. 23, no. 7, pp. 1272–1275, Jul. 2019.

[336] F. Song, H. An, and C. G. Lee, ‘‘LED array positioning and correction in
UAV-ground communication,’’ in Proc. 22nd Int. Comput. Sci. Eng. Conf.
(ICSEC), Nov. 2018, pp. 1–4.

[337] H. S. Khallaf and M. Uysal, ‘‘UAV-based FSO communications for high
speed train backhauling,’’ in Proc. IEEE Wireless Commun. Netw. Conf.
(WCNC), Apr. 2019, pp. 1–6.

[338] L. Zheng, P. Zhang, J. Tan, and F. Li, ‘‘The obstacle detection method
of UAV based on 2D Lidar,’’ IEEE Access, vol. 7, pp. 163437–163448,
2019.

[339] Y. S. Hussein and A. C. Annan, ‘‘Li-Fi technology: High data trans-
mission securely,’’ J. Phys., Conf., vol. 1228, no. 1, May 2019,
Art. no. 012069.

[340] Y. Al-Eryani and E. Hossain, ‘‘The D-OMAmethod for massive multiple
access in 6G: Performance, security, and challenges,’’ IEEE Veh. Technol.
Mag., vol. 14, no. 3, pp. 92–99, Sep. 2019.

[341] N. Hosseinidehaj and R. Malaney, ‘‘Quantum entanglement distribution
innext-generation wireless communication systems,’’ in Proc. IEEE 85th
Veh. Technol. Conf. (VTC Spring), Jun. 2017, pp. 1–7.

[342] T. Müller, J. Skiba-Szymanska, A. Krysa, J. Huwer, M. Felle,
M. Anderson, M. Stevenson, J. Heffernan, D. Ritchie, and A. Shields,
‘‘A quantum light-emitting diode for the standard telecomwindow around
1550 nm (Conference Presentation),’’ in Proc. 12th Adv. Photon. Quan-
tum Comput., Memory, Commun., Mar. 2019, Art. no. 109330.

[343] P. V. Trinh, A. T. Pham, A. Carrasco-Casado, and M. Toyoshima, ‘‘Quan-
tum key distribution over FSO: Current development and future per-
spectives,’’ in Proc. Prog. Electromagn. Res. Symp. (PIERS-Toyama),
Aug. 2018, pp. 1672–1679.

[344] S. Dang, O. Amin, B. Shihada, andM.-S. Alouini, ‘‘From a human-centric
perspective: What might 6G be?’’ 2019, arXiv:1906.00741. [Online].
Available: http://arxiv.org/abs/1906.00741

[345] S. Ullah, K.-I. Kim, K. H. Kim, M. Imran, P. Khan, E. Tovar, and F. Ali,
‘‘UAV-enabled healthcare architecture: Issues and challenges,’’ Future
Gener. Comput. Syst., vol. 97, pp. 425–432, Aug. 2019.

[346] M. Chen, H. Wang, S. Mehrotra, V. C. M. Leung, and I. Humar, ‘‘Intel-
ligent networks assisted by cognitive computing and machine learning,’’
IEEE Netw., vol. 33, no. 3, pp. 6–8, May 2019.

[347] P. S. Bithas, E. T. Michailidis, N. Nomikos, D. Vouyioukas, and
A. G. Kanatas, ‘‘A survey onmachine-learning techniques for UAV-based
communications,’’ Sensors, vol. 19, no. 23, p. 5170, 2019.

[348] Y. Fu, S. Wang, C.-X. Wang, X. Hong, and S. McLaughlin, ‘‘Artificial
intelligence to manage network traffic of 5G wireless networks,’’ IEEE
Netw., vol. 32, no. 6, pp. 58–64, Nov. 2018.

[349] Q. Zhang, M. Mozaffari, W. Saad, M. Bennis, and M. Debbah, ‘‘Machine
learning for predictive on-demand deployment of uavs for wireless com-
munications,’’ in Proc. IEEE Global Commun. Conf. (GLOBECOM),
Dec. 2018, pp. 1–6.

[350] L. Xiao, X. Lu, D. Xu, Y. Tang, L. Wang, and W. Zhuang, ‘‘UAV relay
in VANETs against smart jamming with reinforcement learning,’’ IEEE
Trans. Veh. Technol., vol. 67, no. 5, pp. 4087–4097, May 2018.

[351] P. Fraga-Lamas, L. Ramos, V. Mondéjar-Guerra, and
T. M. Fernández-Caramés, ‘‘A review on IoT deep learning UAV
systems for autonomous obstacle detection and collision avoidance,’’
Remote Sens., vol. 11, no. 18, p. 2144, Sep. 2019.

[352] J. Xu, Y. Zeng, and R. Zhang, ‘‘UAV-enabled wireless power transfer:
Trajectory design and energy optimization,’’ IEEE Trans. Wireless Com-
mun., vol. 17, no. 8, pp. 5092–5106, Aug. 2018.

[353] M. T. Nguyen, C. V. Nguyen, L. H. Truong, A. M. Le, T. V. Quyen,
A. Masaracchia, and K. A. Teague, ‘‘Electromagnetic field based WPT
technologies for UAVs: A comprehensive survey,’’ Electronics, vol. 9,
no. 3, p. 461, Mar. 2020.

[354] Y. Hu, X. Yuan, J. Xu, and A. Schmeink, ‘‘Optimal 1D trajectory design
for UAV-enabled multiuser wireless power transfer,’’ IEEE Trans. Com-
mun., vol. 67, no. 8, pp. 5674–5688, Aug. 2019.

[355] T. Campi, S. Cruciani, and M. Feliziani, ‘‘Wireless power transfer tech-
nology applied to an autonomous electric UAV with a small secondary
coil,’’ Energies, vol. 11, no. 2, p. 352, Feb. 2018.

[356] Y. Du, K. Yang, K. Wang, G. Zhang, Y. Zhao, and D. Chen, ‘‘Joint
resources and workflow scheduling in UAV-enabled wirelessly-powered
MEC for IoT systems,’’ IEEE Trans. Veh. Technol., vol. 68, no. 10,
pp. 10187–10200, Oct. 2019.

[357] Y. Song, X. Sun, H. Wang, W. Dong, and Y. Ji, ‘‘Design of charging coil
for unmanned aerial vehicle-enabled wireless power transfer,’’ in Proc.
8th Int. Conf. Power Energy Syst. (ICPES), Dec. 2018, pp. 268–272.

[358] D. Zorbas and C. Douligeris, ‘‘Computing optimal drone positions to
wirelessly recharge IoT devices,’’ in Proc. IEEE Conf. Comput. Commun.
Workshops (INFOCOM WKSHPS), Apr. 2018, pp. 628–633.

[359] X. Huang, J. A. Zhang, R. P. Liu, Y. J. Guo, and L. Hanzo, ‘‘Airplane-
aided integrated networking for 6G wireless: Will it work?’’ IEEE Veh.
Technol. Mag., vol. 14, no. 3, pp. 84–91, Sep. 2019.

[360] H. Yanikomeroglu, ‘‘Integrated terrestrial/non-terrestrial 6G networks
for ubiquitous 3D super-connectivity,’’ in Proc. 21st ACM Int. Conf.
Modeling, Anal. Simulation Wireless Mobile Syst., Oct. 2018, pp. 3–4.

[361] P. Yang, Y. Xiao, M. Xiao, and S. Li, ‘‘6G wireless communications:
Vision and potential techniques,’’ IEEE Netw., vol. 33, no. 4, pp. 70–75,
Jul. 2019.

[362] K. B. Letaief, W. Chen, Y. Shi, J. Zhang, and Y.-J.-A. Zhang,
‘‘The roadmap to 6G: AI empowered wireless networks,’’ IEEECommun.
Mag., vol. 57, no. 8, pp. 84–90, Aug. 2019.

[363] Z. Zhang, Y. Xiao, Z. Ma, M. Xiao, Z. Ding, X. Lei, G. K. Karagiannidis,
and P. Fan, ‘‘6G wireless networks: Vision, requirements, architec-
ture, and key technologies,’’ IEEE Veh. Technol. Mag., vol. 14, no. 3,
pp. 28–41, Sep. 2019.

[364] T. S. Rappaport, Y. Xing, O. Kanhere, S. Ju, A. Madanayake, S. Mandal,
A. Alkhateeb, and G. C. Trichopoulos, ‘‘Wireless communications and
applications above 100 GHz: Opportunities and challenges for 6G and
beyond,’’ IEEE Access, vol. 7, pp. 78729–78757, 2019.

[365] M. Petkovic andM. Narandzic, ‘‘Overview of UAV based free-space opti-
cal communication systems,’’ in Proc. Int. Conf. Interact. Collaborative
Robot. Cham, Switzerland: Springer, 2019, pp. 270–277.

[366] M. Z. Chowdhury, M. T. Hossan, A. Islam, and Y. M. Jang, ‘‘A compar-
ative survey of optical wireless technologies: Architectures and applica-
tions,’’ IEEE Access, vol. 6, pp. 9819–9840, 2018.

VOLUME 8, 2020 98123

http://dx.doi.org/10.1109/MNET.001.1900287


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[367] W. Fawaz, C. Abou-Rjeily, and C. Assi, ‘‘UAV-aided cooperation for
FSO communication systems,’’ IEEE Commun. Mag., vol. 56, no. 1,
pp. 70–75, Jan. 2018.

[368] M. Alzenad, M. Z. Shakir, H. Yanikomeroglu, and M.-S. Alouini, ‘‘FSO-
based vertical backhaul/fronthaul framework for 5G+ wireless net-
works,’’ IEEE Commun. Mag., vol. 56, no. 1, pp. 218–224, Jan. 2018.

[369] J. H. Ryu, S. C. Kim, J. R. Ryoo, and S. Y. Yi, ‘‘Tracking control for free-
space optical communication of unmanned aerial vehicle,’’ in Proc. IEEE
3rd Int. Conf. Commun. Inf. Syst. (ICCIS), Dec. 2018, pp. 132–136.

[370] S. Mousavi, F. Afghah, J. D. Ashdown, and K. Turck, ‘‘Use of a quantum
genetic algorithm for coalition formation in large-scale UAV networks,’’
Ad Hoc Netw., vol. 87, pp. 26–36, May 2019.

[371] P. Botsinis, D. Alanis, Z. Babar, H. V. Nguyen, D. Chandra, S. X. Ng,
and L. Hanzo, ‘‘Quantum search algorithms for wireless communica-
tions,’’ IEEE Commun. Surveys Tuts., vol. 21, no. 2, pp. 1209–1242,
2nd Quart., 2019.

[372] A. D. Hill, J. Chapman, K. Herndon, C. Chopp, D. J. Gauthier, and
P. Kwiat, ‘‘Drone-based quantum key distribution,’’ Urbana, vol. 51,
pp. 61801–63003, Sep. 2017.

[373] F. Qi, X. Zhu, G. Mang, M. Kadoch, and W. Li, ‘‘UAV network and IoT
in the sky for future smart cities,’’ IEEE Netw., vol. 33, no. 2, pp. 96–101,
Mar. 2019.

[374] J. Hu, H. Zhang, L. Song, Z. Han, and H. V. Poor, ‘‘Reinforcement
learning for a cellular Internet of UAVs: Protocol design, trajectory
control, and resource management,’’ IEEE Wireless Commun., vol. 27,
no. 1, pp. 116–123, Feb. 2020.

[375] H. Vaezy, M. Salehi Heydar Abad, O. Ercetin, H. Yanikomeroglu,
M. J. Omidi, andM.M. Naghsh, ‘‘Beamforming for maximal coverage in
mmWave drones: A reinforcement learning approach,’’ IEEE Commun.
Lett., vol. 24, no. 5, pp. 1033–1037, May 2020.

[376] M. Chen, U. Challita, W. Saad, C. Yin, and M. Debbah, ‘‘Artificial
neural networks-based machine learning for wireless networks: A tuto-
rial,’’ IEEE Commun. Surveys Tuts., vol. 21, no. 4, pp. 3039–3071,
4th Quart., 2019.

[377] F. Al-Turjman, J. P. Lemayian, S. Alturjman, and L.Mostarda, ‘‘Enhanced
deployment strategy for the 5g drone-bs using artificial intelligence,’’
IEEE Access, vol. 7, pp. 75999–76008, 2019.

[378] M. Latah and L. Toker, ‘‘Artificial intelligence enabled software-defined
networking: A comprehensive overview,’’ IET Netw., vol. 8, no. 2,
pp. 79–99, 2018.

[379] A. Zappone, M. Di Renzo, and M. Debbah, ‘‘Wireless networks design in
the era of deep learning: Model-based, AI-based, or both?’’ IEEE Trans.
Commun., vol. 67, no. 10, pp. 7331–7376, Oct. 2019.

[380] C.-H. Hong and B. Varghese, ‘‘Resource management in fog/edge com-
puting: A survey on architectures, infrastructure, and algorithms,’’ ACM
Comput. Surveys, vol. 52, no. 5, p. 97, 2019.

[381] H. Mei, K. Yang, Q. Liu, and K. Wang, ‘‘Joint trajectory-resource opti-
mization in UAV-enabled edge-cloud system with virtualized mobile
clone,’’ IEEE Internet Things J., early access, Nov. 11, 2019, doi:
10.1109/JIOT.2019.2952677.

[382] F. Zhou, R. Q. Hu, Z. Li, and Y. Wang, ‘‘Mobile edge computing in
unmanned aerial vehicle networks,’’ IEEE Wireless Commun., vol. 27,
no. 1, pp. 140–146, Feb. 2020.

[383] X. Hou, Z. Ren, W. Cheng, C. Chen, and H. Zhang, ‘‘Fog based computa-
tion offloading for swarm of drones,’’ in Proc. IEEE Int. Conf. Commun.
(ICC), May 2019, pp. 1–7.

[384] N. Sharma, M. Magarini, D. N. K. Jayakody, V. Sharma, and J. Li, ‘‘On-
demand ultra-dense cloud drone networks: Opportunities, challenges and
benefits,’’ IEEE Commun. Mag., vol. 56, no. 8, pp. 85–91, Aug. 2018.

[385] S. Garg, A. Singh, S. Batra, N. Kumar, and L. T. Yang, ‘‘UAV-empowered
edge computing environment for cyber-threat detection in smart vehi-
cles,’’ IEEE Netw., vol. 32, no. 3, pp. 42–51, May 2018.

[386] Z. Zhou, J. Feng, L. Tan, Y. He, and J. Gong, ‘‘An air-ground integration
approach for mobile edge computing in IoT,’’ IEEE Commun. Mag.,
vol. 56, no. 8, pp. 40–47, Aug. 2018.

[387] I. J. Jensen, D. F. Selvaraj, and P. Ranganathan, ‘‘Blockchain technology
for networked swarms of unmanned aerial vehicles (UAVs),’’ in Proc.
IEEE 20th Int. Symp. World Wireless, Mobile Multimedia Netw. (WoW-
MoM), Jun. 2019, pp. 1–7.

[388] R. Shakeri, M. A. Al-Garadi, A. Badawy, A. Mohamed, T. Khattab,
A. K. Al-Ali, K. A. Harras, andM. Guizani, ‘‘Design challenges of multi-
UAV systems in cyber-physical applications: A comprehensive survey
and future directions,’’ IEEE Commun. Surveys Tuts., vol. 21, no. 4,
pp. 3340–3385, 4th Quart., 2019.

[389] K. Lei, Q. Zhang, J. Lou, B. Bai, and K. Xu, ‘‘Securing ICN-based UAV
ad hoc networks with blockchain,’’ IEEE Commun. Mag., vol. 57, no. 6,
pp. 26–32, Jun. 2019.

[390] T. Rana, A. Shankar, M. K. Sultan, R. Patan, and B. Balusamy, ‘‘An intel-
ligent approach for UAV and drone privacy security using blockchain
methodology,’’ in Proc. 9th Int. Conf. Cloud Comput., Data Sci. Eng.
(Confluence), Jan. 2019, pp. 162–167.

[391] M. A. Ferrag and L. Maglaras, ‘‘DeliveryCoin: An IDS and blockchain-
based delivery framework for drone-delivered services,’’ Computers,
vol. 8, no. 3, p. 58, Aug. 2019.

[392] A. Islam and S. Y. Shin, ‘‘Bus: A blockchain-enabled data acquisition
scheme with the assistance of uav swarm in Internet of Things,’’ IEEE
Access, vol. 7, pp. 103231–103249, 2019.

[393] Q. Yuan, Y. Hu, C. Wang, and Y. Li, ‘‘Joint 3D beamforming and tra-
jectory design for UAV-enabled mobile relaying system,’’ IEEE Access,
vol. 7, pp. 26488–26496, 2019.

[394] Y. Huang, Q. Wu, T. Wang, G. Zhou, and R. Zhang, ‘‘3D beam tracking
for cellular-connected UAV,’’ IEEE Wireless Commun. Lett., vol. 9, no. 5,
pp. 736–740, May 2020.

[395] M. Baianifar, S. M. Razavizadeh, S. Khavari-Moghaddam, and
T. Svensson, ‘‘Effect of users height distribution on the coverage
of mmWave cellular networks with 3D beamforming,’’ IEEE Access,
vol. 7, pp. 68091–68105, 2019.

[396] L. Zhu, J. Zhang, Z. Xiao, X. Cao, D. O. Wu, and X.-G. Xia, ‘‘3-D beam-
forming for flexible coverage inmillimeter-wave UAV communications,’’
IEEE Wireless Commun. Lett., vol. 8, no. 3, pp. 837–840, Jun. 2019.

[397] O. Alluhaibi, M. Nair, A. Hazzaa, A. Mihbarey, and J. Wang, ‘‘3D beam-
forming for 5G millimeter wave systems using singular value decompo-
sition and particle swarm optimization approaches,’’ in Proc. Int. Conf.
Inf. Commun. Technol. Converg. (ICTC), Oct. 2018, pp. 15–19.

[398] H. Wang, G. Ding, F. Gao, J. Chen, J. Wang, and L. Wang, ‘‘Power con-
trol in UAV-supported ultra dense networks: Communications, caching,
and energy transfer,’’ IEEE Commun. Mag., vol. 56, no. 6, pp. 28–34,
Jun. 2018.

[399] W. Lu, B. Yin, G. Huang, and B. Li, ‘‘Edge caching strategy design and
reward contract optimization for uAV-enabled mobile edge networks,’’
EURASIP J. Wireless Commun. Netw., vol. 2020, no. 1, p. 38, Dec. 2020.

[400] X. Xu, Y. Zeng, Y. L. Guan, and R. Zhang, ‘‘Overcoming endurance
issue: UAV-enabled communications with proactive caching,’’ IEEE J.
Sel. Areas Commun., vol. 36, no. 6, pp. 1231–1244, Jun. 2018.

[401] N. Zhao, F. R. Yu, L. Fan, Y. Chen, J. Tang, A. Nallanathan, and
V. C. M. Leung, ‘‘Caching unmanned aerial vehicle-enabled small-cell
networks: Employing energy-efficient methods that store and retrieve
popular content,’’ IEEE Veh. Technol. Mag., vol. 14, no. 1, pp. 71–79,
Mar. 2019.

[402] S. Zhang, W. Quan, J. Li, W. Shi, P. Yang, and X. Shen, ‘‘Air-ground
integrated vehicular network slicing with content pushing and caching,’’
IEEE J. Sel. Areas Commun., vol. 36, no. 9, pp. 2114–2127, Sep. 2018.

[403] K.-M. Liao, G.-Y. Chen, and Y.-J. Chen, ‘‘Artificial intelligence based
edge caching in vehicular mobile networks: Architecture, opportunities,
and research issues,’’ in Proc. 20th Asia–Pacific Netw. Operations Man-
age. Symp. (APNOMS), Sep. 2019, pp. 1–6.

[404] T. Das, V. Sridharan, and M. Gurusamy, ‘‘A survey on controller place-
ment in SDN,’’ IEEE Commun. Surveys Tuts., vol. 22, no. 1, pp. 472–503,
1st Quart., 2020.

[405] T. Hong, W. Zhao, R. Liu, and M. Kadoch, ‘‘Space-air-ground IoT
network and related key technologies,’’ IEEE Wireless Commun., vol. 27,
no. 2, pp. 96–104, Apr. 2020.

[406] P. Cumino, K. Maciel, T. Tavares, H. Oliveira, D. Rosário, and
E. Cerqueira, ‘‘Cluster-based control plane messages management in
software-defined flying ad-hoc network,’’ Sensors, vol. 20, no. 1, p. 67,
Dec. 2019.

[407] J. A. Herrera and J. E. Camargo, ‘‘A survey on machine learning appli-
cations for software defined network security,’’ in Proc. Int. Conf. Appl.
Cryptogr. Netw. Secur. Cham, Switzerland: Springer, 2019, pp. 70–93.

[408] L. Ben Azzouz and I. Jamai, ‘‘SDN, slicing, and NFV paradigms for
a smart home: A comprehensive survey,’’ Trans. Emerg. Telecommun.
Technol., vol. 30, no. 10, p. e3744, Oct. 2019.

[409] A. A. Gebremariam, M. Usman, and M. Qaraqe, ‘‘Applications of arti-
ficial intelligence and machine learning in the area of SDN and NFV:
A survey,’’ in Proc. 16th Int. Multi-Conf. Syst., Signals Devices (SSD),
Mar. 2019, pp. 545–549.

98124 VOLUME 8, 2020

http://dx.doi.org/10.1109/JIOT.2019.2952677


O. S. Oubbati et al.: Softwarization of UAV Networks: A Survey of Applications and Future Trends

[410] M. Chen and Y. Hao, ‘‘Task offloading for mobile edge computing in
software defined ultra-dense network,’’ IEEE J. Sel. Areas Commun.,
vol. 36, no. 3, pp. 587–597, Mar. 2018.

[411] O. Bekkouche, T. Taleb, M. Bagaa, and K. Samdanis, ‘‘Edge cloud
resource-aware flight planning for unmanned aerial vehicles,’’ in Proc.
IEEE Wireless Commun. Netw. Conf. (WCNC), Apr. 2019, pp. 1–7.

[412] D. He, Y. Qiao, S. Chan, and N. Guizani, ‘‘Flight security and safety
of drones in airborne fog computing systems,’’ IEEE Commun. Mag.,
vol. 56, no. 5, pp. 66–71, May 2018.

[413] X. Li, Y. Wang, P. Vijayakumar, D. He, N. Kumar, and J. Ma,
‘‘Blockchain-based mutual-healing group key distribution scheme in
unmanned aerial vehicles ad-hoc network,’’ IEEE Trans. Veh. Technol.,
vol. 68, no. 11, pp. 11309–11322, Nov. 2019.

[414] A. Islam and S. Y. Shin, ‘‘BUAV:A blockchain based secure UAV-assisted
data acquisition scheme in Internet of Things,’’ J. Commun. Netw., vol. 21,
no. 5, pp. 491–502, Oct. 2019.

[415] I. García-Magariño, R. Lacuesta, M. Rajarajan, and J. Lloret, ‘‘Security
in networks of unmanned aerial vehicles for surveillance with an agent-
based approach inspired by the principles of blockchain,’’ Ad Hoc Netw.,
vol. 86, pp. 72–82, Apr. 2019.

[416] H. Ren, L. Li, W. Xu, W. Chen, and Z. Han, ‘‘Machine learning-
based hybrid precoding with robust error for UAV mmWave mas-
sive MIMO,’’ in Proc. IEEE Int. Conf. Commun. (ICC), May 2019,
pp. 1–6.

[417] A. Garcia-Rodriguez, G. Geraci, D. Lopez-Perez, L. G. Giordano,
M.Ding, and E. Bjornson, ‘‘The essential guide to realizing 5G-connected
UAVs with massive MIMO,’’ IEEE Commun. Mag., vol. 57, no. 12,
pp. 84–90, Dec. 2019.

[418] X. Sun, D. W. K. Ng, Z. Ding, Y. Xu, and Z. Zhong, ‘‘Physical layer
security in UAV systems: Challenges and opportunities,’’ IEEE Wireless
Commun., vol. 26, no. 5, pp. 40–47, Oct. 2019.

[419] V. Platzgummer, V. Raida, G. Krainz, P. Svoboda,M. Lerch, andM. Rupp,
‘‘UAV-based coverage measurement method for 5G,’’ in Proc. IEEE 90th
Veh. Technol. Conf. (VTC-Fall), Sep. 2019, pp. 1–6.

[420] N. Zhao, F. Cheng, F. R. Yu, J. Tang, Y. Chen, G. Gui, and H. Sari,
‘‘Caching UAV assisted secure transmission in hyper-dense networks
based on interference alignment,’’ IEEE Trans. Commun., vol. 66, no. 5,
pp. 2281–2294, May 2018.

[421] L. Wang, K.-K. Wong, S. Jin, G. Zheng, and R. W. Heath, Jr., ‘‘A new
look at physical layer security, caching, and wireless energy harvesting
for heterogeneous ultra-dense networks,’’ IEEE Commun. Mag., vol. 56,
no. 6, pp. 49–55, Jun. 2018.

[422] B. Jiang, J. Yang, H. Xu, H. Song, and G. Zheng, ‘‘Multimedia data
throughput maximization in Internet-of-Things system based on opti-
mization of cache-enabled UAV,’’ IEEE Internet Things J., vol. 6, no. 2,
pp. 3525–3532, Apr. 2019.

[423] C. Grasso and G. Schembra, ‘‘A fleet of MEC UAVs to extend a 5G net-
work slice for video monitoring with low-latency constraints,’’ J. Sensor
Actuator Netw., vol. 8, no. 1, p. 3, Jan. 2019.

[424] T. Li, J. Chen, and H. Fu, ‘‘Application scenarios based on SDN:
An overview,’’ J. Phys., Conf., vol. 1187, no. 5, Apr. 2019,
Art. no. 052067.

[425] L. F. Gonzalez, I. Vidal, F. Valera, V. Sanchez-Aguero, B. Nogales, and
D. R. Lopez, ‘‘NFV orchestration on intermittently available SUAV plat-
forms: Challenges and hurdles,’’ in Proc. IEEE Conf. Comput. Commun.
Workshops (INFOCOM WKSHPS), Apr. 2019, pp. 301–306.

OMAR SAMI OUBBATI (Member, IEEE)
received the Engineering degree, in 2010,
the M.Sc. degree in computer engineering,
in 2011, the M.Sc. degree, in 2014, and the Ph.D.
degree in computer science, in 2018. He is cur-
rently an Associate Professor with the Electron-
ics Department, University of Laghouat, Algeria,
and a Research Assistant with the Computer Sci-
ence and Mathematics Lab (LIM), University of
Laghouat. From October 2016 to October 2017,

he was a Visiting Student with the Laboratory of Computer Science, Uni-
versity of Avignon, France. His main research interests include flying and
vehicular ad hoc networks, visible light communications, energy efficiency,
and the Internet of Things (IoT). He is a member of the IEEE Communica-
tions Society. He serves on the editorial board of Vehicular Communications
Journal (Elsevier). He is a Reviewer in many international journals and a
TPC member in many international conferences.

MOHAMMED ATIQUZZAMAN (Senior Mem-
ber, IEEE) received the M.S. and Ph.D. degrees
in electrical engineering and electronics from the
University of Manchester, U.K., in 1984 and
1987, respectively. He currently holds the Edith
J. Kinney Gaylord Presidential Professorship with
the School of Computer Science, University of
Oklahoma, USA. His research has been funded by
the National Science Foundation, National Aero-
nautics and Space Administration, U.S. Air Force,

Cisco, and Honeywell. He has coauthored Performance of TCP/IP Over
ATMNetworks and has authored over 300 refereed publications. His current
research interests are in the areas of transport protocols, wireless and mobile
networks, ad hoc networks, satellite networks, power-aware networking,
and optical communications. He Co-Chaired the IEEE High Performance
Switching and Routing Symposium, in 2003 and 2011, the IEEE GLOBE-
COM and ICC, in 2006, 2007, 2009, 2010, 2012, and 2014, the IEEE
VTC, in 2013, and the SPIE Quality of Service Over Next Generation Data
Networks conferences, from 2001 to 2003. He was the Panels Co-Chair of
INFOCOM’05. He has been on the program committee of many conferences,
such as INFOCOM, GLOBECOM, ICCCN, ICCIT, Local Computer Net-
works. He serves on the review panels at the National Science Foundation.
He was the Chair of the IEEE Communication Society Technical Committee
on Communications Switching and Routing. He received the IEEE Commu-
nication Society’s Fred W. Ellersick Prize and the NASA Group Achieve-
ment Award for outstanding work to further NASA Glenn Research Center’s
efforts in the area of the Advanced Communications/Air Traffic Manage-
ment’s Fiber Optic Signal Distribution for Aeronautical Communications
Project. He received the 2018 Satellite and Space Communications Technical
Recognition Award for valuable contributions to the Satellite and Space
Communications Scientific Community from the IEEE, and the 2017 Dis-
tinguished Technical Achievement Award from the IEEE Communications
Society in recognition of outstanding technical contributions and services
in the area of communications switching and routing. He is the Editor in
Chief of the Journal of Networks and Computer Applications, the Founding
Editor in Chief of Vehicular Communications, and serves served on the
editorial boards of many journals, including the IEEECommunicationsMag-
azine, the IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, the IEEE
TRANSACTIONS ON MOBILE COMPUTING, Real Time Imaging Journal, the Jour-
nal of Sensor Networks, and the International Journal of Communication
Systems.

TARIQ AHAMED AHANGER (Member, IEEE) is
currently an Associate Professor with the Depart-
ment of Information Systems, College of Com-
puter Engineering and Sciences, Prince Sattam
Bin Abdulaziz University. He has authored over
40 refereed articles. His interests include the
Internet of Things, cybersecurity, and artificial
intelligence.

ATEF IBRAHIM received the B.Sc. degree in
electronics from Mansoura University, the M.Sc.
degree in electronics and electrical communica-
tions from Cairo University, and the Ph.D. degree
in electronics and electrical communications from
Cairo University jointly with the University of
Victoria, Canada. He is currently an Associate Pro-
fessor of computer engineering with Prince Sattam
Bin Abdulaziz University, Saudi Arabia. He is
also an Adjunct Professor with the University of
Victoria.

VOLUME 8, 2020 98125


