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 18 

Abstract 19 

Measurements of ground-level visible sunlight (400-600 nm) from Summit, Greenland over the period 20 

August 2004 through October 2014 define the attenuation provided by cloudiness, including its 21 

dependence on solar elevation and season.  The long-term mean cloud-attenuation increases with 22 

increasing solar zenith angle, consistent with radiative transfer calculations which treat a cloud as a plane 23 

parallel layer with a strong bias toward forward scattering and an albedo for diffuse radiation near 0.1.  24 

The ratio of measured irradiance to clear-sky irradiance for solar zenith angles greater than 66o has a 25 

small, but statistically significant, positive correlation with the previous day’s magnetic activity as 26 

measured by the daily Ap index, but no clear relationship exists between the irradiance ratio and daily 27 

changes in the ground-level neutron flux measured at Thule over the time frame considered.  A high value 28 

of Ap on one day tends to be followed by a day whose ground-level solar irradiance is slightly greater 29 

than would occur otherwise.  In an average sense, the visible irradiance following a day with Ap>16 30 

exceeds that following a day with Ap≤16 by 1.2-1.3% with a 95% confidence range of approximately 31 

±1.0%.  The results are broadly compatible with small changes in atmospheric scattering following 32 

magnetic disturbances.   33 

 34 

 35 

 36 
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 39 

1. Introduction 40 

     The transmission of sunlight through the Earth’s atmosphere is important in determining the 41 

surface energy balance at any location.  In the visible part of the spectrum the atmosphere is 42 

relatively transparent, with contributions to opacity coming from scattering by molecules and 43 

particles and by liquid droplets or ice crystals in clouds.  This work examines the transmission of 44 

visible solar radiation to the Earth’s surface based on more than 10 years of measurements from 45 

Summit, a research station close to the apex of the Greenland ice sheet.  An effort of special 46 

interest involves seeking links between atmospheric opacity and indices of magnetic activity.   47 

     Observational studies conducted over several decades have revealed links between measures 48 

of magnetic disturbance and the circulation of the lower atmosphere (Roberts and Olson, 1973; 49 

Wilcox et al., 1973), atmospheric transparency (Roldugin and Tinsley, 2004), and cloud 50 

properties (Svensmark and Friis-Christiansen, 1997), where potential mechanisms relate to 51 

atmospheric electricity or energetic particle precipitation (Tinsley et al., 1989).  Tinsley (2008) 52 

provided a comprehensive review of research available as of 2008 and summarized processes 53 

that might be responsible for the observed couplings.  The global electrical circuit, first proposed 54 

by Wilson (1920), could provide a link between magnetic variations and the lower atmosphere.  55 

The background electric field between the ionosphere and ground drives a downward current that 56 

may influence the microphysics of aerosols and clouds (Tinsley, 2008).  Changes in the 57 

interplanetary magnetic field influence the potential difference between the ionosphere and 58 

ground and therefore the current that flows through the lower atmosphere (Tinsley et al., 2007; 59 

Tinsley, 2008).  In this mechanism, a change in the vertical electric current is responsible for a 60 

magnetic activity-lower atmosphere coupling. 61 
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     Another mechanism could involve changes in tropospheric ionization due to a varying cosmic 62 

ray background.  These changes would perturb chemical processes that influence condensation 63 

nuclei and cloudiness (Dickinson, 1975; Svensmark et al., 2009; Kirkby et al., 2011; Almeida et 64 

al., 2013; Svensmark et al., 2013).  Several analyses have advanced this hypothesis to explain 65 

observed links between cloud properties and magnetic disturbances (Kazil et al., 2006; Laken 66 

and Kniveton, 2011).  While this chain of events is plausible, other studies have concluded that 67 

the effects of such solar-terrestrial couplings must be small (Laken et al., 2012; Sloan and 68 

Wolfendale, 2013).  After a review of the available evidence, IPCC (2013) stated that, while 69 

weak correlations between cloudiness and cosmic radiation might appear in some locations, such 70 

couplings were not significant on the global scale. 71 

     The high geomagnetic latitude of Summit, about 76o, makes it an interesting location at which 72 

to search for links between atmospheric opacity and magnetic activity.  If a relationship between 73 

ground-level irradiance and magnetic activity indeed exists, it is likely weak and not 74 

straightforward to detect.  Still, if the transmission properties of the high-latitude atmosphere 75 

respond to magnetic variations, even to a very small degree, this is an important result to 76 

establish using the dataset from Summit. 77 

 78 

2. The Dataset and Calculations 79 

     The dataset used here was obtained by the Biospherical Instruments, Inc. SUV-150B scanning 80 

spectroradiometer located at Summit, Greenland, latitude 72o35’N, longitude 38o27’W (Bernhard 81 

et al., 2008).  The observing site lies at an elevation of approximately 3200 meters above sea 82 

level and is surrounded by a snow-covered surface year-round.  The instrument conducts scans 83 

of the solar spectral irradiance reaching the ground on a continuous basis during the sunlit period 84 
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of the year.  The measured quantity is the total, direct plus diffuse, solar irradiance striking the 85 

horizontal detector as a function of wavelength with a resolution of 0.63 nm.  The primary 86 

mission of the instrument is to record solar ultraviolet irradiance at wavelengths from 290 nm to 87 

400 nm.  However, the instrument also observes visible sunlight, to a maximum wavelength of 88 

600 nm.  This work considers the Version 2 dataset (Bernhard et al., 2004) and uses the 89 

spectrally-integrated irradiance from 400 nm to 600 nm.  The observations span the period from 90 

August 15, 2004 to October 23, 2014 and consist of 151,710 irradiance measurements. 91 

     Figure 1 presents the entire 400-600 nm irradiance database expressed as a function of solar 92 

zenith angle , where the minimum value encountered at Summit is 49-50o.  The scatter in 93 

Figure 1 for any value of  represents the influence of clouds which, aside from a changing solar 94 

elevation, provide the major source of variability.  This work considers deviations in ground-95 

level solar irradiance from that expected for clear-sky conditions based on the “irradiance ratio” 96 

R, defined by: 97 

R = EM/ECLR                                                                   [1] 98 

where EM is a measured 400-600 nm irradiance as in Figure 1, and ECLR is the irradiance that 99 

would have existed at the time of the measurement, including absorption by ozone, had the sky 100 

been clear.  The calculation of ECLR assumes that the extraterrestrial solar irradiance is constant 101 

in time except for the variation associated with the changing Earth-sun distance over a year.  102 

Values of ECLR, paired with each measured EM, are part of the archived database.  The ratio in 103 

Eq. 1 removes much of the dependence on solar zenith angle that is apparent in Figure 1, but 104 

transmission through clouds still causes R to vary with .  This arises from the increasing slant 105 

path taken by direct sunlight though a cloud layer as  grows, as well as from an increasing ratio 106 

of diffuse to direct irradiance incident on the top of a cloud.   107 
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     Subsequent analyses use values of R sorted into specific ranges of  where each range has a 108 

width of 0.1 in cos , and the data extend from cos  = 0.0-0.1 to 0.6-0.7.  To illustrate the data 109 

Figure 2 presents a histogram assembled from all irradiance ratios for the range cos  = 0.2-0.3.  110 

The behavior shown here is typical of that in the remaining ranges.  A major maximum exists for 111 

conditions close to a clear-sky, R=0.95-1.00.  Somewhat thicker clouds corresponding to R = 112 

0.675-0.775 lead to a secondary maximum, while skies with R<0.6 are infrequent.  Figure 2 113 

demonstrates that irradiance ratios in excess of the clear-sky value occur in 11-12% of the 114 

observations, with most of these being less than 1.05.  These cases arise when the solar disk lies 115 

in the clear portion of a partly-cloudy sky as viewed from the sensor (Frederick and Erlick, 1997; 116 

Frederick and Hodge, 2011).  In this circumstance, the direct solar irradiance is the same as in 117 

cloud-free conditions, while the diffuse component is enhanced over the value for clear skies.  In 118 

addition, the high albedo of the surface at Summit contributes to enhancements in R when clouds 119 

are present.  120 

     Table 1 summarizes the statistical properties of the entire dataset by listing the number of data 121 

points in each range of cos , the number of calendar days spanned by the measurements, the 122 

mean irradiance ratio and the interquartile range, where 25% of the data lie below the stated 123 

lower limit and 25% lie above the upper limit.  The seasonal cycle in solar elevation at high 124 

latitudes leads to a decreasing number of measurements as cos  increases.  When cos  reaches 125 

0.6-0.7, measurements exist for only a small number of days on either side of summer solstice, 126 

with no data at all in 2004 when measurements began in August.  Owing to the limited dataset 127 

for cos  = 0.6-0.7, this range is omitted from later statistical analyses.  128 

     Figure 3 presents the median irradiance ratio computed for each range of  with the 129 

corresponding interquartile range.  In general, the irradiance ratio decreases with increasing solar 130 
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zenith angle, as expected for a direct solar beam passing through a plane parallel scattering layer.  131 

Note, however, that median irradiance ratio when the sun is very close to the horizon, cos  = 132 

0.0-0.1, is larger than when cos  = 0.1-0.2.  This is a consequence of a changing ratio of diffuse-133 

to-direct solar irradiance.  At the largest solar zenith angles, the diffuse component of irradiance 134 

incident on cloud tops is a larger percentage of the total irradiance than at smaller -values.  The 135 

transmission of this diffuse irradiance through the cloud layer is greater than that of the direct 136 

component when  is very large.  The result is an uptick in mean irradiance ratio when the sun 137 

approaches the horizon.  The behavior depicted in Table 1 and Figure 3 is qualitatively consistent 138 

with a model that treats a cloud as a horizontally-homogeneous scattering layer.  However, a 139 

rigorous quantitative treatment is needed to replicate the details. 140 

     The following radiative transfer simulations utilize a model that evolved from that developed 141 

by Frederick and Lubin (1988) with later modifications to include clouds and a simple angular 142 

dependence in the diffuse radiance (Frederick and Hodge, 2011).  The current version covers the 143 

visible wavelength band 400-600 nm and treats scattering by clouds via the delta-Eddington 144 

Approximation using an analytic phase function with asymmetry factor g=0.8 (Joseph et al., 145 

1976).  The modeled cloud layer covers the entire sky and has a specified optical thickness for 146 

scattering.  The cloud is characterized by its albedo Ac for incident diffuse radiation to which the 147 

scattering optical thickness is directly related.  The calculations adopt a high ground albedo, 148 

0.97, appropriate to the surface at Summit (Carmagnola et al., 2013), and consider four cloud 149 

albedos, Ac=0.05, 0.10, 0.20 and 0.40.  150 

     Figure 4 presents mean irradiance ratios based on the measurements together with values 151 

computed from the radiative transfer model for the solar zenith angles MN in Table 1.  The curve 152 

for Ac=0.10 generally tracks the mean measured R-value.  A comparison with Figure 3 indicates 153 
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that cloud albedos encountered over Summit vary from less than 0.05 for the largest quartile of 154 

irradiance ratios to greater than 0.40 for the smallest quartile.  The computed irradiance ratios are 155 

the sums of direct and diffuse components whose relative magnitudes vary with solar zenith 156 

angle.  Figure 5 illustrates the direct and diffuse contributions for the cases Ac=0.10 and 0.20.  As 157 

 increases, the contribution of direct radiation transmitted through the optically-thin clouds 158 

decreases while the diffuse component increases.  When <60o and Ac=0.10, the direct 159 

contribution is larger than the diffuse, while enhanced scattering for Ac=0.20 leads to a diffuse 160 

irradiance in excess of the direct at all solar elevations encountered at Summit.  Still, the 161 

decrease in direct irradiance with increasing  determines the overall decline in R-values until  162 

exceeds 81-82o.  At still greater values of , the increasing fractional contribution of diffuse 163 

radiation leads to an increase in R as the sun nears the horizon. 164 

     For later work, the mean R-value based on all measurements in a given 24-hour period was 165 

computed to produce a dataset consisting of one irradiance ratio per day in each range of cos .  166 

This quantity is R(i) for given cos , where i=1,2,…N labels the day, and the number of days N 167 

on which data exist appears in Table 1.  A seasonal cycle in the influence of cloudiness exists in 168 

the daily-mean data, although the day-to-day variability tends to obscure it.  A moving average 169 

applied to the daily irradiance ratios reveals the greatest attenuation during the period from 2 to 170 

11 weeks after the summer solstice.  This seasonal dependence is of interest for climatic reasons 171 

since it modulates the total solar energy incident on the Greenland ice sheet during summer.  In 172 

addition, the analysis of possible short-term responses to magnetic activity must account for this 173 

seasonal variation. 174 

     The procedure used to characterize the seasonal cycle in a specific range of cos  combines 175 

data from all years to derive a shape as a function of time.  This shape function is then scaled to 176 



9 

 

 

fit data from each observing season separately, where the number of days measured from the 177 

June summer solstice, dss, of each year is a useful index of time.  Data acquired during each 178 

observing season from 2004 through 2014 are centered on dss=0 and extend on both sides of the 179 

solstice, where the number of observing days depends on solar zenith angle.  For example, the 180 

observing season for cos  = 0.0-0.1 extends from dss= -141 to +142 days during each year, 181 

while that for cos  = 0.2-0.3 extends from dss= -108 to +108 days.  The shape of the seasonal 182 

cycle is determined by computing the average daily irradiance ratio for each value of dss using all 183 

years with data on this day number.  In most cases, the average includes 10 or 11 values.  These 184 

multi-year averages still contain considerable day-to-day variability as a function of dss.  An 11-185 

day running mean centered on each dss produces a smoother shape for the seasonal cycle.  When 186 

dss lies less than 5 days from the beginning or ending date of an observing season, whatever data 187 

exist within a ±5 day window centered on dss enter the running average.  This procedure provides 188 

the shape of a general seasonal cycle where data from all observing seasons influence the result.  189 

To determine the seasonal cycle for a particular observing season, this shape is scaled by a 190 

constant chosen to provide the best fit to each year individually. 191 

     Figure 6 presents the daily mean irradiance ratios during the observing season of 2014 for cos 192 

 =0.2-0.3 with the corresponding seasonal cycle function for that year.  The horizontal scale is 193 

dss in days, where dss=0 corresponds to the summer solstice.  The seasonal cycle is apparent; the 194 

mean irradiance ratio over the period dss= -90 to -70 days is 0.92, while that for dss= 30 to 50 195 

days is 0.79.  This natural cycle is large relative to any short-term atmospheric response to 196 

magnetic activity, and it must be included in later statistical analyses.  197 

 198 

3. Correlations between the Irradiance Ratio and Magnetic Activity at Various Time Lags      199 
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     The next issue involves possible links between magnetic activity and the daily-mean 200 

irradiance ratio.  The proxies of magnetic activity considered here are, first, the planetary Ap 201 

index and, second, the daily-averaged ground-level neutron flux, FN, measured at Thule, 202 

Greenland.  The Ap index is a widely-recognized measure of irregular, planetary-scale variability 203 

in the Earth’s magnetic field over the course of one day (Perrone and DeFranceschi, 1998).  204 

Magnetic variations measured at ground-level at multiple stations, from which Ap is derived, 205 

arise from a changing flux of solar wind particles interacting with the magnetosphere.  The 206 

neutron flux is correlated with Ap, since the geomagnetic field modulates incoming energetic 207 

cosmic rays whose degradation in the atmosphere produces the neutron showers.  In general, an 208 

increase in the magnetic field is accompanied by a reduction in neutron flux (e.g. Lockwood, 209 

1971).     210 

     The initial step is to examine correlations between R and Ap or between R and FN.  If these 211 

satisfy criteria identified below, then a more detailed investigation is warranted.  Specifically, 212 

one must distinguish between correlations that clearly arise by chance and those that might point 213 

to an underlying physical connection.  If a causal link exists between magnetic activity and 214 

atmospheric opacity, the processes at work will occur over a characteristic time scale and 215 

produce a time lag between the stimulus indicated by Ap (or FN) and the response R.  A change 216 

in atmospheric opacity in the visible part of the spectrum could arise from a change in the 217 

abundance of an absorber, an altered formation rate of condensation nuclei or a change in the 218 

rate of ice crystal growth.  A reasonable time scale for such processes ranges from hours to, at 219 

most, several days.  The measures of magnetic activity and atmospheric opacity used in this 220 

work are 24-hour averages.  With this time resolution, an unusually large correlation of R with 221 

Ap (or FN) where the date of the magnetic index precedes that of R by up to several days is 222 
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compatible with, but cannot prove, a physical connection.  A correlation where the time of Ap (or 223 

FN) precedes that of R by more than several days, or where the magnetic index refers to a later 224 

date than R, is inconsistent with a physical link.   225 

     Based on the above reasoning, the first task is to determine if any unusually large correlations 226 

exist between magnetic activity and the irradiance ratio at time lags that are compatible with a 227 

mechanistic link.  The following analysis adopts Ap as the index of magnetic activity, although 228 

analogous calculations could use the daily neutron flux FN.  Consider the simple regression: 229 

R(i) = 0 + 1Ap(l,i) + R(i)                                                      [2] 230 

for i=1,2,…,N.  In Eq. 2 R(i) is the daily-mean irradiance ratio for day i of the multi-year data 231 

record in a specific range of cos , Ap(l,i) is the magnetic index at lag l days relative to R(i), R(i) 232 

is the residual, and 0 and 1 are l-dependent coefficients to be estimated by least squares 233 

methods.  A lag l<0 indicates that the value of Ap comes earlier in time than the measurement of 234 

R, and a result 1 ≠ 0 defines the correlation between the irradiance ratio and magnetic activity at 235 

the lag of l days. 236 

     The calculations consider 1000 time lags in Ap from l=-800 to +199 days, and the estimated 237 

coefficients 1(l) form a statistical distribution for each range of cos .  Figures 7 and 8 are 238 

histograms of the resulting 1-values for cos  = 0.0-0.1 and 0.2-0.3, respectively.  The great 239 

majority of these 1-values are incompatible with a causal link between Ap and R either because 240 

the time lag between the two quantities is unacceptably long or, when l>0, unphysical.  Instead, 241 

Figures 7 and 8 define the distributions of 1-values that arise by chance.  A physical connection 242 

cannot be ruled out only if two conditions are met.  First, the associated lag l must be a small 243 

negative number of days, and second, the associated 1-value must deviate significantly from the 244 

distribution that arises by chance.  This study adopts lags from l=-7 to l=0 days as defining the 245 
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time frame during which a physical connection between Ap and R cannot be ruled out.  If the 1-246 

value derived for one of these physically-interesting time lags also lies in the extreme of the 247 

histogram, then a more detailed investigation of the link between Ap and R for this particular lag 248 

is called-for. 249 

     Figures 9 and 10 present the coefficient 1 versus l over the range l=-7 to l =0 days for the 250 

bins cos  = 0.0-0.1 and 0.2-0.3 respectively.  Both curves have a maximum at lag l=-1 day, as 251 

do analogous results for all other ranges of cos  up to 0.6.  The horizontal lines in Figures 9 and 252 

10 are derived from results for all 1000 lags and define the largest 2.5% and 0.5% of the 1-253 

values.  Finally, the vertical arrows on the abscissas in Figures 7 and 8 label the values of 1 for l 254 

= -1 day and confirm that they indeed lie in the positive extreme of the distributions. 255 

     Table 2 presents the value of 1 derived for the lag l = -1 day in each range of cos  together 256 

with its rank relative to the 1000 lags considered, where a rank of 1 indicates the largest value.  257 

Also tabulated is the parameter t1000 which defines the distance of a specific 1-value, measured 258 

in standard deviations, from the mean of the histogram defined by 1000 1-values.  A 259 

quantitative interpretation of t1000 depends on the fact that each histogram is well-approximated 260 

by a normal distribution.  In this case, the largest 25 values would meet the standard condition 261 

for statistical significance, t1000 > 1.96, while the largest 5 values would satisfy t1000 > 2.58.  262 

Table 2 shows that results for cos  =0.0-0.1 and 0.3-0.4 exceed t1000 =1.96, while those for cos  263 

= 0.1-0.2 and 0.2-0.3 satisfy t1000 > 2.58.  Furthermore, the 1-value for cos  = 0.2-0.3 is the 264 

largest of the 1000 coefficients, while those for cos  = 0.0-0.1, 0.1-0.2 and 0.3-0.4 lie in the top 265 

1.0-1.5%.  Results for the bins cos = 0.4-0.5 and 0.5-0.6 fail to meet the standard of 266 

significance, although the 1-values for a lag of -1 day still lie in the top 8.5% of all values.  267 
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Based on the criteria adopted here, the link between R and Ap at a lag of l = -1 day merits 268 

additional study.  269 

     The ground-level neutron flux is an indicator of energetic particle inputs to high-latitudes, and 270 

one can readily envision a physical connection between ionization in the upper troposphere and 271 

atmospheric opacity (e.g. Kirkby et al., 2011).  This prompted investigation into possible links 272 

between the daily-mean neutron flux measured at Thule and the irradiance ratio.  Figure 11 273 

presents the 1-values derived via the regression: 274 

R(i) = 0 + 1FN(l,i) + R(i)                                                      [3] 275 

for the range l = -7 to 0 days for all ranges satisfying cos ≤ .  No behavior that would 276 

suggest a connection between FN and R appears at any of these physically-reasonable lags, and 277 

analysis of 1000 lags from l = -800 to +199 days confirms that no result in the interval l = -7 to 0 278 

days is an outlier.  Table 3 is analogous to Table 2 except the neutron flux at lag l = -1 day 279 

replaces Ap.  The negative 1-values for cos  = 0.0-0.1, 0.1-0.2 and 0.2-0.3 fall in the smallest 280 

quartile of the 1000 cases, but while this is suggestive of a link, it is insufficient reject the 281 

hypothesis that no connection exists.  The statistical link between R and Ap for lag l=-1 day is 282 

clearly stronger than that between R and FN.  Despite the intuitive appeal of a coupling between 283 

atmospheric opacity and changes in the energetic particle flux on timescales of days, the data 284 

from Summit do not support a convincing statistical link between the two, and this work does not 285 

consider the neutron flux further. 286 

 287 

4. Links between Atmospheric Opacity and Ap at a Time Lag of -1 Day 288 

     4.1. Analysis of Aggregated Data 289 
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     The next task is to explore links between magnetic activity and atmospheric opacity at the 290 

time lag l = -1 day in more detail, where this effort must account for the seasonal cycle in 291 

cloudiness.  If periods of enhanced magnetic disturbance occurred, by chance, during times of 292 

year when cloudiness was minimal, then positive correlations between Ap and R would result.  293 

These correlations would be real in the mathematical sense, but would have no bearing on a 294 

potential causal connection.  Next, a credible assessment of error bars is essential.  The variance 295 

in Ap alone explains less than 1% of the variance in R, whose day-to-day changes are dominated 296 

by varying background cloudiness.  This produces a large uncertainty range on estimated links 297 

between the two quantities.   298 

     The following investigations use two different measures of atmospheric opacity.  The first is 299 

the irradiance ratio R, which contains the seasonal cycle and possibly trends.  The second is the 300 

residual, R, defined by the regression:  301 

R(i) = g0 + g1S(i) + g2T(i) + R(i)                                                 [4] 302 

where all quantities and regression coefficients, g0, g1, and g2 refer to a specific range of cos , 303 

S(i) is the seasonal cycle term computed previously, T(i) provides for a linear trend in time, and 304 

i=1,2,…,N labels a daily-mean value.  Any effect of magnetic variations that are uncorrelated 305 

with the seasonal cycle and trend is implicit in the residual R.  Application of Eq. 4 to the 306 

irradiance ratios produced a set of R(i), i=1,2,…N for each range of cos , where every R(i) is 307 

paired with one value of Ap(i) at a lag of -1 day.  The estimated values of g2 were essentially zero 308 

in all cases, and the trend term has no influence on the conclusions.     309 

     To seek a dependence on magnetic activity, the datasets of R(i) and R(i) for each range of cos 310 

 were split into five subsets based on the associated values of Ap(i).  These subsets are defined 311 

by Ap<3, 3≤Ap≤5, 5<Ap≤10, 10<Ap≤16 and Ap>16.  Figure 12 presents the mean values of R for 312 
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each subset of Ap in the cos  ranges 0.0-0.1, 0.1-0.2, 0.2-0.3 and 0.3-0.4 plotted versus the mean 313 

value of Ap for each grouping.  To facilitate easy comparison, all R-values were scaled so that 314 

the value for Ap<3 equals 1.0 in each range of cos .  Figure 13 presents analogous results for the 315 

mean values of R where no normalization is needed.  No definitive pattern appears in Figures 12 316 

and 13 when Ap≤16, but when Ap>16 both R and R show obvious increases.  The mean residual 317 

based on irradiance ratios with Ap>16 exceeds that for data with Ap≤16 by 1.0-1.1x10-2 or 1.2-318 

1.3% of the mean R-value for cos  = 0.0-0.4.  Note that results based on the residuals are free of 319 

any bias associated with the seasonal cycle.     320 

     It is essential to assess the statistical significance of the behavior in Figures 12 and 13.  The 321 

daily-mean irradiance ratios for a specific range of cos  can be divided into two subsets, one 322 

linked to relatively small values of Ap and the other to relatively large values.  A statistical t-test 323 

is able to determine if irradiance ratios in the large-Ap bin differ significantly from those in the 324 

small-Ap bin.  Although this is a standard test (e.g. Rice, 1968), it is useful to summarize the 325 

concepts as they apply in this work.  Consider two samples consisting of N1 and N2 points 326 

selected from the database of irradiance ratios in a range of cos .  The mean irradiance ratios 327 

computed for these samples are R1 and R2, respectively.  If these are random samples drawn 328 

from the same population, their means will differ due only to sampling errors.  If one compares 329 

many such pairs, the collection of differences R2-R1 will form a distribution with a mean of 0.0 330 

and standard deviation 12 given by: 331 

 12 = (N1
-1 + N2

-1)1/2                                                            [5] 332 

where  is the standard deviation of the entire population.  However, if the difference R2-R1 for a 333 

specific pair of samples is anomalously large, one can reject the hypothesis that R1 and R2 334 

represent the same population with a high level of confidence.  This circumstance would arise if 335 
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the irradiance ratio varies with Ap.  In this context, the magnitude of any one difference R2-R1 is 336 

judged relative to the standard deviation 12.  If the parameter t defined as an absolute value:  337 

t = |(R2-R1)/12|                                                               [6] 338 

exceeds 1.96, the probability that the two samples are random samples of the same population is 339 

less than 5%. When t reaches 2.58, the probability is less than 1%, where these numerical values 340 

apply when N1+N2 is greater than about 150 (Panofsky and Brier, 1968).  This quantitative 341 

interpretation requires that the set of differences R2-R1 form a normal distribution, and the 342 

accuracy of this assumption must be tested as part of the analysis.  An identical line of reasoning 343 

applies when the deseasonalized residuals R replace irradiance ratios in the t-test.       344 

     The issue is to determine if samples of irradiance ratios or deseasonalized residuals defined 345 

by their associated values of Ap have the characteristics expected of random samples drawn from 346 

the same population.  The test proceeds by splitting the irradiance ratios and residuals into 347 

subsets, the small-Ap bin defined by Ap(i)≤Ap
* and the large-Ap bin with Ap(i)>Ap

*.  Three trials 348 

adopted different values for the boundary Ap
*; these are Ap

*=16, Ap
*=25 and Ap

*=32 where the 349 

value of Ap
* fixes the sample sizes N1 and N2.   350 

     As noted above, interpretation of the t-statistic in terms of 95% or 99% confidence limits 351 

requires the differences in means based on numerous random samples, to follow normal 352 

distributions.  If the original data are normally distributed, this is satisfied, but Figure 2 shows 353 

that the irradiance ratios fail to satisfy this condition.  To confirm the usefulness of the t-statistic, 354 

a series of simulations examined the properties of the differences.  Each simulation selected N1 355 

values of R(i) and R(i) at random and computed their means, R1 and 1, where the value selected 356 

for Ap
* fixes N1.  The remaining N2=N-N1 values of R(i) and R(i) form the means R2 and 2.  357 

These values, together with the standard deviations based on all N values, allow the calculation 358 
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of t as described above.  This procedure was repeated 1000 times using different random 359 

selections of N1 and N2 points.  The results show that normal distributions provide good 360 

approximations to the histograms assembled from the 1000 R2-R1 and 2-1 values in each range 361 

of cos .  As an example, Figure 14 presents the histogram of the residuals 2-1 for cos  = 0.2-362 

0.3 and Ap
*=25.  The standard deviation derived by fitting a normal distribution to Figure 14 is 363 

within 1.3% of that deduced from Eq. 5.  Similar results apply to the other ranges of cos .   364 

     The simulations provide a significance test in addition to the t-statistic.  One can rank order 365 

the 1000 simulated differences, from largest to smallest, and the position of the difference based 366 

on Ap
* in this ranking is a measure of significance.  Table 4 presents results for the irradiance 367 

ratio differences R2-R1, and Table 5 gives analogous results using the residuals, 2-1.  For each 368 

range of cos  and each value of Ap
*, the tables include the t-statistic based on Eqs. 5 and 6 and 369 

the number of simulated differences, out of 1000, that exceed the true difference, either R2-R1 or 370 

2-1, based on Ap
*.   One requires t>1.96 or a ranking of 25 or smaller to claim, with a 371 

confidence level of 95% or higher, that the sample with Ap>Ap
* represents a different population 372 

than that for Ap≤Ap
*.  373 

     By the standards outlined above, Table 4 shows a significant dependence of the irradiance 374 

ratio on the magnetic index for all values of Ap
* and all ranges of cos  up through 0.4.  Table 5, 375 

which adjusts for the seasonal cycle in cloudiness, also shows statistically significant results for 376 

cos ≤0.4 when Ap
*=32, but as the value of Ap

* shrinks, significant results shift to progressively 377 

smaller values of cos .  When Ap
*=16, only the difference for cos  = 0.0-0.1 exceeds the 95% 378 

confidence criterion, although for cos  in the three ranges from 0.1-0.4 only 27 to 58 of the 379 

1000 simulated differences exceed the true values.  The values in Tables 4 and 5 show a 380 

significant positive link between magnetic activity and atmospheric opacity at Summit.  381 
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However, differences between results based on the irradiance ratios and the residuals imply that 382 

some, but not all, of the correlation arises from an uneven distribution of magnetic disturbances 383 

over the seasonal cycle.   384 

 385 

     4.2. Analysis based on Linear Regression 386 

     The analysis in Section 4.1 aggregated data into bins that encompass a broad range of Ap-387 

values.  This approach allows only a coarse resolution when estimating the variation of ground-388 

level irradiance with magnetic activity, and it does not provide an evaluation of uncertainties.  In 389 

contrast, regression models that relate R to the Ap index at a lag of -1 day utilize the full 390 

continuum of magnetic indices and produce rigorous error bars, but the results assume a linear 391 

relationship.  A useful model is: 392 

R(i) = g0 + g1S(i) + g2T(i) + g3Ap(i) + (i)                                             [7] 393 

where the coefficients g0, g1, g2 and g3 are estimated separately for each range of cos , and S(i) 394 

and T(i) are as defined in Eq. 4.  Initial applications of Eq. 7 produced a residual (i) with 395 

autocorrelation at a time lag of one day, indicating that the irradiance ratio on day i is not 396 

independent of conditions on day i-1.  An upgraded model includes this by imposing the 397 

condition: 398 

(i) = 0(i) + (i-1)                                                          [8] 399 

where the value of  is to be estimated.  The added coefficient creates a nonlinearity in Eq. 7 and 400 

requires an iterative solution for  and the remaining coefficients.  Derived values of  vary from 401 

0.08 to 0.12 for different ranges of cos , and tests show that 0 is free of autocorrelation at a lag 402 

of -1 day.  Finally, the estimates of g0, g1 and g2 differed insignificantly from 0.0, 1.0 and 0.0 403 

respectively. 404 
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     Values of g3 estimated from Eqs. 7 and 8 quantify the link between atmospheric opacity and 405 

magnetic activity, but an assessment of the uncertainty range on g3 is critical to the conclusions.  406 

The calculation of confidence limits on g3 uses the residuals 0 to generate 1000 datasets of 407 

simulated irradiance ratios.  The statistical distribution of residuals for each simulated dataset is 408 

identical to that of 0, but the specific residual assigned to any given simulated irradiance ratio is 409 

selected at random.  Regressions based on Eq. 7 using the 1000 simulated datasets then generate 410 

a statistical distribution of g3-values whose width defines 95% and 99% confidence limits on the 411 

best-estimate of g3.  The Appendix presents details of the calculation.       412 

     A statistically significant correlation between atmospheric opacity and Ap requires that the 413 

95% confidence range on g3 not encompass 0.0.  Table 6 presents the best estimate of g3 for each 414 

range of cos  as well as the 95% and 99% confidence limits.  These values differ from 0.0 with 415 

a confidence level of 95% or higher for all values of cos  ≤ 0.4, while estimates for cos  = 0.0-416 

0.1 and 0.2-0.3 reach the 99% level of confidence.  A convenient way to express results is to 417 

state the percent change in irradiance ratio  for a change in the magnetic index of Ap = +20 418 

units.  This is close to the difference in mean Ap values between the bin with Ap>16 in Figure 13 419 

and the bins with Ap≤16.  The expression is: 420 

  = 100 g3 Ap/RMN                                                           [10] 421 

where RMN is the mean irradiance ratio for the range of cos  considered.  Table 7 presents  and 422 

its 95% confidence limits for the ranges with cos  ≤ 0.4, the solar elevations where significant 423 

links between R and Ap exist.  In view of the similarity in results for different ranges of cos , it 424 

is reasonable to summarize them by the single average in the last row in Table 7.  In a mean 425 

sense, two days which differ by +20 units in the one-day lagged magnetic index differ by 426 

+1.10% in their irradiance ratios, where the 95% confidence range is 0.20-2.00%.    427 
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     The regression model of Eq. 7 assumes a linear dependence of R on Ap, while Figures 12 and 428 

13 show no clear relationship for Ap≤16 and a sharp increase in R for Ap>16.  The mean value of 429 

Ap for all data with Ap≤16 is Ap=6.6, while the mean for all data with Ap>16 is Ap=28.7.  Use of 430 

the average value of  from Table 7 implies an irradiance ratio for Ap=28.7 which exceeds that 431 

for Ap=6.6 by 1.22±0.99%, in excellent agreement with the percentage difference derived 432 

directly from Figure 13.  Although the relationship between R and Ap appears to be nonlinear, 433 

the single value =1.10±0.90% per +20 unit change in Ap provides a convenient estimate of 434 

differences in R between magnetically quiet and disturbed periods. 435 

 436 

5. Discussion and Conclusions 437 

     The statistical distribution of 400-600 nm irradiance ratios observed at Summit shows two 438 

maxima, one near 0.70-0.75, corresponding to relatively thin clouds, and the other at 0.95-1.0, 439 

for nearly-clear conditions.  As the solar zenith angle increases from 51o to 82o, the long-term 440 

mean irradiance ratio decreases from about 0.97-0.98 to 0.82-0.83.  This attenuation is consistent 441 

with radiative transfer calculations based on a highly reflective lower boundary and cloud layers 442 

whose mean albedo for diffuse radiation is near 0.1, with the middle 50% of the measurements 443 

encompassing albedos from less than 0.05 to greater than 0.4. 444 

     The high latitude of Summit makes it an interesting location at which to seek possible 445 

atmospheric responses to magnetic activity.  It is essential to account for the seasonal cycle in 446 

cloud-attenuation since periods of magnetic disturbance are distributed unevenly over the year 447 

and thereby lead to the possibility of mathematically-real, but physically-uninteresting, 448 

correlations with atmospheric opacity.  After allowance for the seasonal cycle, a positive 449 

correlation exists between the irradiance ratio in specific ranges of solar zenith angle and the 450 
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magnetic Ap index on the previous day.  This link appears in aggregated data sorted according to 451 

the Ap-value and in regression models that assume a linear relationship between the irradiance 452 

ratio and Ap. 453 

     A mechanistic interpretation of the results must address the magnitude and sign of the link 454 

between R and Ap as well as the dependence on solar elevation, where significant couplings 455 

appear only at solar zenith angles that satisfy cos  ≤ 0.4.  This dependence on cos  rules out 456 

short-term changes in the extraterrestrial solar irradiance, related to Ap, as a cause of the 457 

coupling.  Any such changes would appear in the numerator of Eq. 1 at all values of cos , and 458 

not just at cos  ≤ 0.4.  The fact that significant correlations between R an Ap appear only when 459 

the sun is relatively low in the sky suggests that the mechanism lies in the transmission 460 

properties of the atmosphere.  Atmospheric processes responsible for the correlations might 461 

operate at any altitude from thermosphere to troposphere and could involve changes in 462 

absorption or scattering.  Regarding changes in absorption, a decrease in atmospheric ozone or 463 

nitrogen dioxide amounts would lead to a percentage enhancement in the 400-600 nm irradiance 464 

which increases with solar zenith angle. 465 

     The clear-sky irradiances ECLR used to produce the irradiance ratios via Eq. 1 include ozone 466 

amounts appropriate to each measurement, so in principle the R-values are independent of ozone.  467 

However, an offset between the true ozone amount implicit in EM in Eq. 1 and that used to 468 

compute ECLR would lead to a dependence of R on column ozone.  Ultraviolet irradiances 469 

measured by the Summit spectroradiometer allow a check to ensure that variations in ozone are 470 

not responsible for the results in Table 6.  The ratio of irradiances measured in the wavelength 471 

bands 312.5-317.5 nm and 307.7-312.5 nm is an index of column ozone.  Daily-mean values of 472 

this ratio showed no significant correlation to the R-values or to the Ap index.  Based on this 473 
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negative outcome, one can dismiss variations in column ozone as an intermediary that creates the 474 

statistical link between R and Ap.     475 

     Dissociation and ionization by energetic particles lead to production of nitric oxide in the 476 

high-latitude stratosphere (Nicolet, 1975).  Subsequent reactions form nitrogen dioxide which 477 

absorbs solar radiation at wavelengths between 400 and 600 nm.  If a short-term decrease in 478 

nitric oxide production took place in association with changes in Ap, this could be accompanied 479 

by a decrease in the NO2 concentration.  The absorption cross sections of Voigt et al. (2002) and 480 

the column densities observed by Noxon (1975) from a high-elevation site in Colorado allow an 481 

estimate of the attenuation provided by atmospheric NO2.  Based on these values, the complete 482 

elimination of atmospheric NO2 would lead to an increase in the 400-600 nm irradiance ratio of 483 

about 3%, 0.6% and 0.3% for cos  = 0.05, 0.25 and 0.45 respectively.  The dependence of these 484 

percentages on cos  differs from that in Table 7, and the reduction required in NO2 abundance 485 

to reproduce the sensitivity of R to Ap appears unacceptably large.  Based on these estimates, it is 486 

unlikely that changes in NO2 can be responsible for the coupling between R and Ap.            487 

     An alternate mechanism that might lead to the deduced statistical links involves changes in 488 

atmospheric scattering after periods of magnetic disturbance.  A horizontally homogeneous 489 

scattering layer acts to decrease the direct component of solar irradiance and increase the diffuse 490 

component received at the ground, where the net effect depends on the layer’s albedo, the degree 491 

of bias toward forward scattering and the ground albedo.  The following radiative transfer 492 

simulations examine the sensitivity of the irradiance ratio to changes in atmospheric scattering at 493 

tropospheric altitudes.  The model atmosphere contains a horizontally-homogeneous cloud layer 494 

whose albedo for diffuse irradiance is Ac.  The asymmetry factor for scattering in the cloud is 495 
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g=0.8, and the resulting irradiance ratio is R.  A change in albedo Ac, due to the growth or 496 

shrinkage of a scattering layer, leads to a change R in the irradiance ratio, where the quantity: 497 

P = (R/Ac)/R                                                               [11] 498 

is the fractional sensitivity of the irradiance ratio to changes in albedo, including both the direct 499 

and diffuse contributions.   500 

      Figure 15 presents the sensitivities as functions of solar zenith angle where curves appear for 501 

skies with background cloudiness described by Ac = 0.05, 0.10 and 0.15.  The greatest negative 502 

sensitivity appears at =81.6o for skies with optically thin clouds, Ac = 0.05 and 0.10, and at 503 

=75.5o when Ac=0.15.  For smaller solar zenith angles, ≤65o, the sensitivity weakens.  In 504 

general, the sensitivity to changes in scattering is greatest when the effect of background 505 

cloudiness is minimal and the solar zenith angle exceeds 70o.  The dependence of P on solar 506 

zenith angle is broadly compatible with that deduced from the Summit data.  Furthermore, the 507 

atmospheric changes required to produce increases in irradiance ratio of the type associated with 508 

magnetic activity are reasonable.  A small decrease in albedo, Ac ~ -10-3 to -10-2, will produce 509 

an increase in irradiance ratio of the proper magnitude.   510 

     Since the deduced change in R following a magnetically-disturbed day is positive, the above 511 

scenario requires a negative correlation between the albedo of an existing scattering layer and 512 

Ap.  This result is model-dependent and arises from the assumption of a horizontally-513 

homogeneous scattering layer that covers the entire sky, including the solar disk.  An increase in 514 

the albedo of an optically thin layer that did not obscure the solar disk as observed from a 515 

ground-based sensor would be accompanied by an enhanced irradiance ratio.  The possible 516 

scenarios are numerous and involve changes in fractional sky-coverage, the altitude of the altered 517 

scattering, the albedos of the scattering layers and the asymmetry factor.  A change in 518 
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atmospheric scattering appears to be the most likely explanation for the correlation between R 519 

and Ap.  However, given the unconstrained variables, one cannot state whether the response to 520 

magnetic activity consists of a decrease in the albedos of existing scattering layers that block the 521 

sun or an increase in thin scattering layers that do not, in general, cover the solar disk. 522 

     The linear regressions imply that a +20 unit difference in Ap between two days is 523 

accompanied by a difference in irradiance ratio of about 1.10% of the long-term mean value, 524 

where the associated 95% confidence range is 0.20-2.00%.  This estimate is consistent with 525 

deductions from data aggregated into bins of Ap, where mean R-values for Ap>16 exceed those 526 

for Ap≤16 by 1.2-1.3%.  These results suggest, but cannot prove, a causal relationship between 527 

magnetic activity and atmospheric opacity over Summit.  A confirmation of the results identified 528 

here using independent data from other high-latitude sites would be of value. Although slight 529 

changes in atmospheric scattering following periods of enhanced magnetic activity offer a 530 

plausible explanation for the results, a quantitative understanding of solar-terrestrial couplings 531 

that might explain the relationships is not yet available.   532 

 533 

Appendix A:  Derivation of 95% and 99% Confidence Ranges on the Regression Coefficient g3 534 

     The following procedure allows estimating confidence limits on the regression coefficient g3 535 

that quantifies the link between the irradiance ratio and Ap at a time lag of -1 day.  First, the best-536 

estimate regression coefficients g0, g1, g2, g3 and the residuals 0(i), i=1,2,…N, are determined by 537 

applying Eqs. 7 and 8 in the text to the actual irradiance ratios.  These residuals are the basis for 538 

defining uncertainty limits on g3.  The approach treats the 0(i) as random errors to generate 1000 539 

datasets of simulated irradiance ratios, RS(i,j), i=1,2,…,N and j=1,2,…,1000 via expression:   540 

RS(i,j) = g0 + g1S(i) + g2T(i) + g3Ap(i) + S(i-1,j) + S(i,j)                               [A.1] 541 
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The coefficients g0, g1, g2, g3 and  are the best-estimates derived from Eqs . 7 and 8, S(i-1,j) is 542 

known from the previous time step, and 0S(i,j) is selected at random from the residuals of the 543 

original regression using Eq. 7, specifically, 0S(i,j) = 0(iR) where iR is a randomly-chosen 544 

integer between 1 and N for each i and j.  The 1000 simulated sets of irradiance ratios have the 545 

same dependence on Ap as the actual dataset, and the residuals s(i,j) for fixed j form the same 546 

statistical distribution as the actual residuals, 0(i).  But the random assignment of the residuals, 547 

leads to values of RS(i,j) which differ from the actual dataset, R(i), and therefore to different 548 

estimates of the regression coefficients for each value of j.  549 

     Application of the original regression model in Eqs. 7 and 8 to the simulated datasets 550 

produces 1000 estimates of the regression coefficients whose statistical distributions define 551 

uncertainty limits on the original coefficients g0, g1, g2, g3 and .  The spread among the 1000 552 

values of each coefficient arises from the variance that remains unexplained by Eq. 7, which is 553 

typically near 85% of the total.  These unaccounted-for variations arise primarily from day-to-554 

day changes in cloudiness over the observing site, and except for the small autocorrelation, they 555 

are seemingly random.  556 

     Figures A.1 and A.2 are histograms constructed from the 1000 g3-values derived for cos  = 557 

0.0-0.1 and 0.2-0.3, respectively.  These distributions, and those for the remaining ranges of cos 558 

, allow assigning uncertainty limits to g3.  The 95% confidence range is defined as extending 559 

from a lower limit gL(95) to an upper limit gU(95).  Similarly, the 99% confidence range extends 560 

from gL(99) to gU(99).  The lower end of the 95% confidence range is fixed by requiring that 25 561 

of the 1000 simulated g3-values be smaller than gL(95), and the upper end satisfies the condition 562 

that 25 values exceed gU(95).  Derivation of the 99% confidence range is analogous, where the 563 

10 smallest and 10 largest g3-values define the limits.  This procedure requires no assumptions 564 
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about the mathematical form of the histograms; although Figures A.1 and A.2 closely resemble 565 

normal distributions, there can be deviations in the wings.  As a consequence, the best-estimate 566 

of g3 may not fall exactly in the center of the 95% and 99% confidence limits.         567 
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Table 1.  Summary of the Database from Summit in Each Range of Solar Zenith Angle 655 

Range 
of cos  

MN* Number of 
Measurements 

Number of 
Days: N 

Mean 
R 

Interquartile 
Range 

0.0-0.1 87.1 31,615 2,560 0.8547 0.7679-0.9410 
0.1-0.2 81.6 29,614 2,354 0.8292 0.7031-0.9573 
0.2-0.3 75.5 23,850 2,033 0.8609 0.7443-0.9726 
0.3-0.4 69.6 21,871 1,722 0.8906 0.7968-0.9787 
0.4-0.5 63.3 19,470 1,399 0.9225 0.8577-0.9851 
0.5-0.6 56.7 17,081 1,027 0.9523 0.9139-0.9920 
0.6-0.7 51.2 8,209 552 0.9767 0.9567-1.0029 

 656 

*MN is the mean value of the solar zenith angle based on all irradiance ratios that fall in the 657 

indicated range of cos . 658 

 659 

 660 

Table 2. Results of Regression of Irradiance Ratio R on Ap with a Lag of -1 Day in Ap 661 

Bin of cos  1 t1000 Rank* 

0.0-0.1 5.59x10-4 2.55 13 
0.1-0.2 7.86x10-4 2.61 9 
0.2-0.3 8.19x10-4 2.72 1 
0.3-0.4 7.24x10-4 2.40 15 
0.4-0.5 3.02x10-4 1.20 85 
0.5-0.6 2.27x10-4 1.35 72 

 662 

*A rank of 1 indicates that 1 for a lag of -1 day between Ap and R was the largest value out of 663 

1000 cases with lags ranging from -800 to +199 days. 664 

 665 

666 
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Table 3. Results of Regression of Irradiance Ratio R on the Thule Neutron Flux (FN) with a Lag 667 

of -1 Day in FN 668 

Bin of cos  1 t1000 Rank* 

0.0-0.1 -4.91x10-5 -1.10 177 
0.1-0.2 -4.22x10-5 -0.99 208 
0.2-0.3 -3.68x10-5 -0.92 228 
0.3-0.4 -2.75x10-5 -0.07 422 
0.4-0.5 -1.10x10-5 +0.52 701 
0.5-0.6 -1.16x10-5 -0.12 468 

 669 

*A rank of 1 indicates that 1 for a lag of -1 day was the smallest value out of 1000 cases with 670 

lags between FN and R ranging from -800 to +199 days. 671 

 672 

 673 

Table 4.  Statistical t-Test Applied to Irradiance Ratios in Each Bin of Solar Zenith Angle 674 

cos  t 
(Ap

*=16) 
Rank* 

(Ap
*=16) 

t 
    (Ap

*=25) 
Rank* 

(Ap
*=25) 

t    
(Ap

*=32) 
Rank* 

(Ap
*=32) 

0.0-0.1 3.17 1 2.47 7 2.70 2 
0.1-0.2 2.80 2 3.36 1 3.74 0 
0.2-0.3 2.70 2 3.20 0 3.36 0 
0.3-0.4 2.93 5 2.81 1 2.51 5 
0.4-0.5 1.53 59 1.87 28 1.94 21 
0.5-0.6 1.83 30 0.95 171 1.32 88 

 675 

*Rank refers to the number of cases out of 1000 pairs of random samples in which the difference 676 

R2-R1 exceeds the difference obtained when the samples are defined by the critical value Ap
*. 677 

The value of Ap
* determines the sample sizes used in the t-tests. 678 

 679 

 680 
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Table 5.  Statistical t-Test Applied to Residuals in Each Bin of Solar Zenith Angle 681 

 682 

cos  t 
(Ap

*=16) 
Rank* 

(Ap
*=16) 

t    
(Ap

*=25) 
Rank* 

(Ap
*=25) 

t    
(Ap

*=32) 
Rank* 

(Ap
*=32) 

0.0-0.1 2.60 6 2.01 24 2.53 3 
0.1-0.2 1.71 39 2.16 19 3.12 1 
0.2-0.3 1.60 58 2.05 17 2.74 3 
0.3-0.4 1.95 27 1.88 35 2.29 12 
0.4-0.5 0.83 207 1.23 101 1.71 41 
0.5-0.6 1.10 142 0.58 288 1.18 113 

 683 

*Rank refers to the number of cases out of 1000 pairs of random samples in which the difference 684 

2-1 exceeds the difference obtained when the samples are defined by the critical value Ap
*.  The 685 

value of Ap
* determines the sample sizes used in the t-tests. 686 

 687 

 688 

Table 6.  Coefficients g3 that Relate the Irradiance Ratio to Ap at a Time Lag of -1 Day derived 689 

via Linear Regression 690 

 691 

cos  Estimated 
g3

* 
95% Confidence 

Range in g3 
99% Confidence 

Range in g3 
0.0-0.1 4.14x10-4 (0.95 to 7.37)x10-4 (0.07 to 8.25)x10-4 
0.1-0.2 4.82x10-4 (0.53 to 8.87)x10-4 (-0.96 to 9.86)x10-4 
0.2-0.3 5.19x10-4 (1.24 to 9.60)x10-4 (0.30 to 10.51)x10-4 
0.3-0.4 4.71x10-4 (0.73 to 8.46)x10-4 (-0.47 to 9.04)x10-4 
0.4-0.5 2.03x10-4 (-1.25 to 5.31)x10-4 (-2.23 to 6.47)x10-4 
0.5-0.6 1.48x10-4 (-1.53 to 4.30)x10-4 (-2.23 to 5.47)x10-4 

 692 

*Estimated values of g3 are based on Eqs. 7 and 8 and account for the seasonal cycle. 693 

 694 

 695 

 696 
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 697 

Table 7.  Percent Change in Irradiance Ratio  for a Change in Magnetic Index of +20 Units 698 

Estimated via Linear Regression 699 

cos   (%) for 
Ap=+20* 

95% Confidence 
Range for  (%)* 

0.0-0.1 0.98 0.22 – 1.74 
0.1-0.2 1.16 0.12 – 2.14 
0.2-0.3 1.20 0.28 – 2.24 
0.3-0.4 1.06 0.16 – 1.90 
Mean 1.10 0.20 – 2.00 

 700 

*Values based on regression using values of Ap at a time lag of -1 day.  Percent changes are 701 

expressed relative to the mean irradiance ratio in each range of cos . 702 

703 



35 

 

 

 704 

Figure Captions 705 

 706 

Figure 1.  Measured irradiances for the 400 nm to 600 nm wavelength band expressed as 707 

functions of solar zenith angle.  The data cover the period August 15, 2004 to October 23, 2014.  708 

 709 

Figure 2.  Histogram of irradiance ratios R for the solar zenith angle range cos  = 0.2-0.3.  710 

 711 

Figure 3.  Ratios of measured irradiance to clear-sky irradiance expressed as functions of solar 712 

zenith angle .  Symbols refer to the median, upper limit of the smallest quartile and lower limit 713 

of the largest quartile for 7 ranges of  defined by cos  =0.0-0.1 to 0.6-0.7. 714 

 715 

Figure 4.  Computed irradiance ratios as functions of solar zenith angle for cloud layers with 716 

albedos for diffuse radiation of Ac=0.05, 0.10, 0.20 and 0.40.  Also shown are means based on 717 

the observed daily values. 718 

 719 

Figure 5.  Contributions of direct and diffuse components to the total irradiance ratio computed 720 

for cloud layers with albedos for diffuse radiation of Ac=0.1 and Ac=0.2.  The cloud albedo for 721 

each curve is given in parentheses. 722 

 723 

Figure 6.  Daily-mean irradiance ratios for cos  = 0.2-0.3 during the observing season of 2014 724 

(points) with the seasonal cycle function (open squares).  The horizontal scale is day-number 725 

measured from June 21. 726 
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 727 

Figure 7.  Histogram of the coefficient 1 relating the Ap index and the irradiance ratio R for cos 728 

 = 0.0-0.1.  The distribution is based on 1000 values derived for time lags between Ap and R 729 

from l = -800 to +199 days.  The arrow on the abscissa identifies 1=5.59x10-4 derived for l = -1 730 

day. 731 

 732 

Figure 8.  Histogram of the coefficient 1 relating the Ap index and the irradiance ratio R for cos 733 

 = 0.2-0.3.  The distribution is based on 1000 values derived for time lags between Ap and R 734 

from l = -800 to +199 days.  The vertical line segment identifies 1=8.19x10-4 derived for l = -1 735 

day. 736 

 737 

Figure 9.  Dependence of the coefficient 1 on the time lag l between the Ap index and irradiance 738 

ratio R for l = -7 to 0 days.  Results refer to cos  = 0.0-0.1.  Dashed horizontal lines indicate the 739 

largest 2.5% and 0.5% of values derived for all lags from l = -800 to +199 days. 740 

 741 

Figure 10.  Dependence of the coefficient 1 on the time lag l between the Ap index and 742 

irradiance ratio R for l = -7 to 0 days.  Results refer to cos  = 0.2-0.3.  Dashed horizontal lines 743 

indicate the largest 2.5% and 0.5% of values derived for all lags from l = -800 to +199 days. 744 

 745 

Figure 11.  Dependence of the coefficient 1 on the time lag l between the daily-mean neutron 746 

flux from Thule and the irradiance ratio R for l = -7 to 0 days.  Results appear for all ranges that 747 

satisfy cos  ≤ 0.6. 748 
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 749 

Figure 12.  Mean irradiance ratio versus mean value of the Ap index at a lag of -1 day.  The five 750 

intervals of Ap are defined by Ap<3, 3≤Ap≤5, 5<Ap≤10, 10<Ap≤16 and Ap>16.  Different 751 

symbols refer to the ranges cos  = 0.0-0.1, 0.1-0.2, 0.2-0.3 and 0.3-0.4.  Each irradiance ratio 752 

was normalized to 1.0 for the point with Ap<3.  753 

 754 

Figure 13.  Mean residual R versus mean value of the Ap index at a lag of -1 day.  The five 755 

intervals of Ap are defined by Ap<3, 3≤Ap≤5, 5<Ap≤10, 10<Ap≤16, and Ap>16.  Different 756 

symbols refer to the ranges cos  = 0.0-0.1, 0.1-0.2, 0.2-0.3 and 0.3-0.4.  757 

 758 

Figure 14.  Histogram of the differences between residuals, 2-1, based on 1000 pairs of random 759 

samples drawn from the database for cos  = 0.2-0.3.  A normal distribution provides a good 760 

approximation to the differences.  761 

 762 

Figure 15.  Sensitivity of ground-level irradiance to changes in cloudiness expressed as a 763 

function of solar zenith angle.  Curves apply to skies with background cloud albedos of 0.05, 764 

0.15 and 0.25. 765 

 766 

Figure A.1.  Histogram constructed from 1000 g3-values derived from simulated irradiance ratio 767 

datasets with cos  = 0.0-0.1.  The width of the histogram defines confidence limits on the 768 

estimate of g3. 769 

 770 
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Figure A.2.  Histogram constructed from 1000 g3-values derived from simulated irradiance ratio 771 

datasets with cos  = 0.2-0.3.  The width of the histogram defines confidence limits on the 772 

estimate of g3. 773 

 774 
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