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In 1974 the Geophysics Research Board completed a plan, subsequently approved by
the Committee on Science and Public Policy of the National Academy of Sciences, for
a series of studies to be carried out on various subjects related to geophysics. The
Geophysics Study Committee was established to provide guidance in the conduct of
the studies.

One purpose of the studies is to provide assessments from the scientific community
to aid policymakers in decisions on societal problems that, involve geophysics, An im-
portant part of such an assessment is an evaluation of the adequacy of present geophysical

"	 knowledge and the appropriateness of present research programs to provide information
l	 required for those decisions.

The present panel of the Geophysics Study Committee endeavored to reassess the
old and persistent question of solar variability and its effects on weather and climate in
the light of modern knowledge of the Earth's atmosphere and current measurements
of solar variability and to suggest areas of emphasis for its ultimate clarification. It was
not our intent to weigh all the history of past endeavors in this area or to attempt to	

f

reach a verdict on a question that for so long has defied simple answers.
The preliminary scientific findings of the panel were presented at an American Geo-

physical Union meeting that took place in San Francisco in December 1978. These
presentations and the resulting essays contained in this volumeprovide examples of
current basic knowledge on the subject of solar variability and its effects on weather
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and climate, They also pose many of the fundamental questions and uncertainties that
require additional research. In completing their papers the authors had the benefit of
discussion at this symposium as well as comments of several scientific referees, Re-
sponsibility for the individual essays rests with the corresponding authors.

The Overview of the study summarizes the highlights of the essays and formulates
conelusions and recommendations. In preparing it the panel chairman had the benefit
of meetings that took place at the symposium and the comments of.the panel of authors
and other referees, Responsibility for the Overview rests with the Geophysics Study
Committee and the chairman of the panel,	 ;'	 A
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Overview

and

Recommendations

INTRODUCTION

Man has always taken an interest in the weather and its day-to-day and seasonal changes.
In recent years we have come to appreciate that the long-term average of weather—
called climate—also varies and in ways that have direct impacts on life on our planet.
Historical weather records and indirect and proxy indicators from trees, ice cores, and
deep-sea cores leave no doubt that the climate of the past was not always likke that of
today. The potential economic and social impacts of even small changes in the climate
of the Earth now seem profound, particularly in climatic zones where soil moisture or
temperature are marginal for agriculture or subsistence. As an example, we F;now that
during the 1970's drought in the Sahel expanded the southern limit of the Sahstra desert
bringing famine and suffering. Long-term climatic trends are equally real and equally
important. In the course of the last 100 years, the average annual temperature in the
northern hemisphere warmed about 0.5°C to a maximum in the 1940's, cooled for about
30 years, and may now have begun to warm again. Climatological data suggest that in
Europe and the Americas the period between about 1430 and 1850 was significantly
cooler than the present, and a period in the thirteenth century was the last time the
Earth was as warm as it is today. The spectre of past ice ages reminds us that global
climate has indeed changed and will surely change again.

We would like to predict, much better than we are now able, both weather and

3
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Ooermiew and Recommendations

itlimate. Improved prediction, however, depends in great measure on a fuller physical
understanding of the causes of weather and climate variability and the many ways these
different mechanisms combine to produce eventual effects, Many factors are involved.
Some climatic forcing functions may be unpredictable, and others may be so complex
and interrelated that they are in practice indeterminate. We can envisage some, how-
ever, that are not. Among the possibly simpler causes are variations of the sun, whose
inputs of heat and light provide most of the energy that drives the atmospheric cir-
culation of the Earth.

The obvious terrestrial importance of the sun, coupled with hopes of simplicity and
predictability, have made solar variations a popular subject for investigation by gen-
erations of scientists who have sought the causes of changes in weather and climate.
Despite much research, no connection between solar variations and weather has ever
been unequivocally established. Apparent correlations have almost always faltered when
put tc critical statistical examination or have failed when tested with different data sets.
As a result the subject has been one of continual controversy and debate. Today, we
are not much closer to a resolution of this important issue than we were a century ago,
and the words of the eminent American astronomer, Charles Young, made in 1881,
still seem to apply:

In regard to this question the aAronomical world is divided into two almost hostile camps, so divided is the
difference of opinion, and so sharp the discussion. One party holds that the state of the sun's surface is a
determining factor in our terrestrial meteorology, making itself felt in our temperature, barometric pressure,
rainfall, cyclones, crops, and even our financial condition.... The other party contends that there is, and
can be, no sensible influence upon the Earth produced by such slight variations in the solar light and heat.
... It seems pretty clear that we are not in a position yet to decide the question either way; it will take a
much longer period of observation, and observations conducted with special reference to the subject of
inquiry, to settle it. At any rate, from the data now in our possession, men of great ability and laborious
industry draw opposite conclusions.

What is evident in any critical examination of the field is that conclusions drawn from
reported correlations between solar influences and the weather and climate are too
often based on inadequate statistical tests and seldom if ever supported by an elucidation
of testable, physical mechan',sms that explain the purported connection. The latter fault
may be partly due to our incomplete knowledge of the real variability of solar inputs
to the Earth. It may also be due to our restricted understanding of the complex regions
that separate the troposphere from the sun: the middle and upper atmosphere, the
magnetosphere, and the interplanetary medium. Because of advances made in the past
two decades in space physics and upper -atmospheric physics, a fuller understanding of
the processes connecting these regions now seems within our reach. A more thorough
understanding of fundamental questions of solar–terrestrial physics is the best hope for
elucidating the more specific issue of the extent of solar influences oil and
climate. To expect to achieve real clarification by any other path seems to us to ignore
both physics and history. Our principal conclusion is that the subject of sun–weather
and sun–climate relationships—long clouded by an ignorance of the sun–earth envi-
ronment, colored by controversy, and tainted by a stigma that may have impeded
clarification—should be approached from more fundamental physical directions and
addressed in the broader framework of solar–terrestrial physics and atmospheric
sciences.

BACKGROUND

The possible role of the still altering the course or weather and climate has long been
a subject of popular interest and an issue of serious concern in scientific research. To
some, at first look, the question seems almost trivial—with an obvious answer dictated
by common sense and intuition. The sun heats the land, the oceans, and the atmosphere;

4
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solar radiation, coupled with the rotational inertia of the spinning Earth, provides the
force that drives atmospheric circulation—the weather machine that creates the clouds,
winds, rain, and snow. Known changes in the distribution of solar energy over the
surface of the planet are clearly responsible for important differences between climatic
regions, for the annual march of the seasons, and, as now seems likely, for the timing
of recurrence of the major ice ages. In this the case is clear: the sun and the global
distribution of its radiation are dominant factors in shaping weather and climate. From
this a more speculative and possibly erroneous conclusion is sometimes drawn: both
weather and sun are ever changing; is it not likely that the vagaries of the one are
caused by variations in the other?

For centuries, and particularly since the recognition about 130 years ago of the cyclic
nature of solar activity, innumerable attempts have been made to demonstrate the
suspected sun–weather connection, with hopes of putting such a connection to use in
practical weather or climate prediction. At first, when hopes were high, these attempts
we:e exploratory and naive—simple examinations of local or regional weather records
with expectations of recognizing telltale marks of solar periodicity (the 11-year sunspot
cycle or the 27-day period of solar rotation) or the imprints of impulsive solar events.
Gradually, with a more mature appreciation of the complexities of both solar and
atmospheric physics, the search often became a sophisticated challenge aided by the
power of statistical analysis to find the needle of solar influence in the haystack of
weather records.

Over the years many have claimed to find it, in the form of possible correlations
linking solar variations to specific weather parameters in limited areas or for limited
times. However, in our view, none of these endeavors, nor the combined weight of all
of them, has proved sufficient to establish unequivocal connections between solar var-
iability and meteorological response. Some would disagree. But in pragmatic fact,
lacking empirical data and without a demonstrable mechanism for the likely existence
of such a connection, most practicing meteorologists have opted to ignore the variability
of the sun as a significant factor in making weather and climate forecasts.

The simple logic that launched the original searches for significant sun–weather
connections deserves closer scrutiny in the light of modern understanding of solar or
atmospheric behavior. The outputs of the sun vary only minutely when total solar output
is considered, and these fluctuations may be of no practical importance to meteorology.
The role of the sun in producing global circulation, climatic zones, seasonal changes,
and the recurrence of periods of glaciation is well recognized, but intrinsic solar vari-
ability is neither implied nor required to account for these phenomena. The simple
changes in insolation responsible for these effects are predictable, far in advance, on
the basis of known parameters of the orbit, figure, and motions of the Earth.

EVIDENCE OF A SOLAR CONNECTION

LESSONS FROM HISTORY

Long before the physical nature of solar variability was known, attempts were made to
identify possible effects of simple solar features on the Earth's atmosphere. From the
start, these efforts were concentrated on a search for possible impacts of sunspots on
weather, presumably by simple blocking or diminution of sunlight. Such a connection
was proposed by the physicist Charles Boyle in a letter to Robert Hooke in 1660. Similar
speculations were surely made before that and were common enough during the sev-
enteenth and eighteenth centuries to be found in literary references.

In 1801 the astronomer William Herschel attempted to quantify the association with
a correlation he had noted between the times of prolonged sunspot absence and the
English weather, as reflected in the price of grain on the London market. But it was
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the discovery of the cyclic regularity of sunspot occurrence by Heinrich Schwabe in
1843 that sparked explosive interest in the subject and set it on its present course.
Cyclic phenomena have an almost hynoptic attraction to scientists and laymen alike,
and the apparent cosmic regularity and presumed significance of the sunspot cycle have
drawn a steady stream of determined attempts to link its ups and downs with supposed
cycles in weather, agriculture, economics, health, and human behavior.

Impetus and encouragement were given to early searches by clear associations found
in the 1850's between the sunspot cycle and the occurrence of the aurora borealis and
a convincing correlation with disturbances in the Earth's magnetic field. These rela-
tionships, though of dubious connection to weather, were strong evidence of real,
terrestrial effects. The 18Vs and 1880's were characterized by a flurry of scientific
papers purporting to have found connections between solar behavior (and more par-
ticularly the 11-year sunspot cycle) and the weather—as measured by monsoons in
India, rainfall in Ceylon, temperature in Scotland, or the flow of the Thames, Elbe, or
Nile rivers. A new day had dawned, some said, in which scientific research had made
possible the prediction of the future, bestowing an ability to anticipate and thus conquer
certain problems that plagued mankind. "The riddle of the probable times of occurrence
of Indian famines," announced Sir Norman Lockyer in 1900, "has now been read, and
they can be for the future accurately predicted." Their pattern of occurrence, he be-
lieved, seemed to fit the ups and downs of the sunspot cycle.

Then the bubble burst: one by one the simple relationships vanished when examined
more critically or faded in the light of longer records. A now classical example' was a
marked correlation between the annual sunspot number and the water level in Lake
Victoria, which seemed clearly established in the then existing record that included
two 11-year sunspot cycles. The connection seemed to imply a direct relationship
between solar activity and rainfall in Africa. After the middle 1920's, however, the level
of the lake failed to show any further connection with this solar parameter. By and
large, scientists have come to attribute these early, apparent relationships to accidental
coincidences in limited, unrelated data sets—perhaps examples of what Irving Langmuir
later called "pathological science," in which our desire to find a certain result influences
what we see or do not see.

On the other hand; we need not look far in modern geophysics to find an example,
now resolved, where scientists drew conclusions based on logic or consensus but with
limited data and insufficient physical understanding. Fifty years ago the notion of con-
tinental drift was criticized with arguments similar to those given today against con-
nections between solar variations and weather—principally based on the absense of a
driving mechanism. The possibility of moving continents seemed almost ridiculous in
terms of the masses and energies involved, and evidence for continental drift was
sketchy, qualitative, and controversial. We should be cautious in extending the analogy
too far or in supposing that the eventual resolution of the sun-weather case need also
be a reversal of opinion. Nevertheless, in the case of continental drift, as perhaps in
this, what was needed to resolve the question was new and better measurements made
at the lines of physical contact and interaction: in ocean bottoms where plates were
formed and found to spread. Abruptly, the attitudes and approaches changed, and the
old data were reanalyzed to produce what is surely one of the most far-reaching scientific
advances of our time.

RECENT REPORTED EXAMPLES OF POSSIBLE SUN-INDUCED EFFECTS

Interest in possible sun-weather or sun-climate effects has been sustained by a con-
tinuous series of efforts purporting to find evidence of correlations on time scales from
a few days to tens of thousands of years. z Four recent studies illustrate both the span
and the complexity of the problem.
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1, A probable connection between the effect of varying solar radiation received at
the Earth and the run of climate over tens of thousands of years is the basis for the
Milankovitch theory of orbital-induced triggering of major glaciations. Global temper-
ature histories from deep-sea cores support the existence of recurrent global climate
periodicities of about 23,000, 42,000, and 100,000 years. 3 These closely match known
periodicities of variation in three fundamental parameters of the Earth's orbit: the
precession of the equinoxes, the inclination of the Earth's axis of rotation, and the orbital
eccentricity, respectively.

This effect is independent of intrinsic solar variation. Models of climatic response to
changes in insolation caused by these orbital variations have the correct periodicity but
are not wholly successful in reproducing the relative amplitudes of variation found in
the climate data. Nevertheless, orbital variations remain the most thoroughly examined
mechanism of climatic change on time scales of tens of thousands of years and are by
far the clearest case of a direct effect of changing insolation on the lower atmosphere
of Earth.

2. A possible correlation between century-long changes in the level of solar activity
and climate has been suggested to be a result of an apparent coincidence between the
Maunder and Sporer minima of reduced sunspot activity and periods of unusual cold
during the Little Ice Age. The latter is a period of anomalous climate between about
A.D. 1400 and 1850, when European and North American surface temperatures were
about 1°C cooler than at present. Two prolonged periods of severe cold during the
Little Ice Age coincide approximately with the Sporer and Maunder minima of solar
activity, about 1410-1540 and 1645-1715, respectively, when solar activity was unusually
low, as documented by historical and proxy solar records. Other, similar prolonged
periods of uncommon solar behavior have subsequently been documented in the 7500-

0,. year radiocarbon record in tree rings. These, too, correspond roughly with periods of
 global cold, as determined from records of glacial advance. The reality of major solar

changes of this scale, lasting about 100 years and surpassing the scale of the normal 11-
year cycle of solar activity, now seems established. The possible connection of these
solar features with terrestrial climate is controversial, however, because we have no
knowledge of how they may relate to terrestrially important solar outputs and because
their purported correspondence with climate effects rests on limited climate records.'

3 A recurrent period of about 22 years has been identified in the pattern of droughts
in the western United States, as derived from studies of tree-ring widths, covering the
last 370 years.' This periodicity coincides with the 22-year magnetic cycle of the sun,
equal to two 11-year sunspot cycles. In addition, the drought pattern has been shown

P to follow the phase of the solar signal throughout most of the period of examination.
No convincing mechanism that might connect so subtle a feature of the sun to drought
patterns in limited regions has yet appeared. Moreover, the cyclic pattern of droughts
found in tree rings is itself a subtle feature that shifts from place to place within the
broad region of the study.

4. A possible link between changes in the dominant magnetic polarity of streams of
charged solar-wind, particles with upper-atmospheric circulation at the 300-mbar level
is probably the best known and most thoroughly studied sun-weather effect. The me-
dium between the sun and the Earth is filled by the flow of charged atomic particles
from the sun, called the solar wind, which have been found to be grouped into large
regions, or sectors, of dominant positive or negative polarity and are tied to similar,
large-scale magnetic regions on the sun. These charged sectors in the solar wind sweep
by the Earth with solar rotation and interact with the Earth's magnetosphere. The
purported relationship to meteorological effects in the lower atmosphere is associated
with times of sector-boundary crossings, when the dominant magnetic polarity of solar
particles at the Earth switches. This association between solar-sector boundaries and
the vorticity area index of tropospheric circulation has been subjected i to intensive
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statistical examination, since it seemed at first to offer a clear case of a detectable short-
term, sun–weather effect." The magnitude of the effect on upper air circulation is subtle
and, if real, constitutes an effect of minor meteorological importance. Moreover, it now
seems likely that as with many past examples the correlation is present only in certain
periods and certain seasons—a fact that diminishes its initial apparent significance,

These four cases represent some of the most thoroughly examined examples ofpossible
effects of solar variability on weather and climate, yet the evidence in each case is less
than clear, In every case, contradictory interpretations have been brought forward, In
no case other than the Milankovitch theory does a testable physical mechanism exist
to explain the purported effect.

PHYSICAL CONSIDERATIONS

SOLAR VARIABILITY

A first requirement for any testable explanation of a sun–weather or sun–climate con-
nection is a physical description of the variation of solar inputs at the Earth. We know
from observational data that the sun does vary. The first clear evidence of this came in
the early seventeenth century with the discovery that dark spots come and go across
the solar surface. Subsequent study has steadily reinforced the notion that the sun is
a variable star, whose spectrum of activity and change goes far beyond the appearance
of sunspots on its white-light surface. ? We have also learned that the underlying basis
for all observed solar activity is a dynamic magnetic field generated within the sun and
modulated in its effects by solar convection and rotation.

bunspots themselves are the direct manifestation of concentrated magnetic fields of
several thousand gauss. Other generally weaker fields persist over the solar surface and
are ever changing. The impulsive dissipation of magnetic forces provides the energy of
solar flares; arched magnetic fields give form to solar prominences that rise and some-
times erupt above the solar surface; magnetic fields mold the changing shape of the
solar corona and fix the conditions that direct the solar wind outward into interplanetary
space.

We are far less certain about the relationship of sunspots, solar-magnetic activity, or
any other form of solar change to the terrestrially important outputs of the sun; the
quantitative relationship between observed solar-surface variability; and the Earth's
receipt of photons, particles, and magnetic fields.

The energy output of the sun is remarkably constant over the period for which
measurements exist. We do not yet have a reliable, extended record of the total radiative
output including the visible and near-infrared portions of the spectrum, which are
responsible for all known direct solar effects in the lower atmosphere. But during the
last 60 years, during which serious attempts have been made to measure it, the total
radiative flux from the sun seems constant within rough limits of about i-1 percent.
Recent and precise measurements from spacecraft-reveal changes in the total solar flux at
the level of a few tenths of 1 percent over several days. These changes are less than those
due to the eccentricity of the Earth's orbit and, for the lower atmosphere, far less than
the day-to-day modulation of effective solar flux due to global changes in cloud cover.

Portions of the solar spectrum that are known to vary significantly are at the extreme
ends of the envelope of radiation that characterizes the sun's emission, particularly
short-wavelength radiation in the x-ray and ultraviolet portions of the spectrum (see
Figure 1). Of these, the ultraviolet wavelengths are most energetic and capable of
inducing significant atmospheric responses. The variability of solar ultraviolet and x
radiation is greatest at the shortest wavelengths and least at the longest, where there
is more energy, so that the effective variability in terms of total energy is small. The
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FIGURE 1 Energy-versus wave-
length distribution of the solar out-
put.

sun also transmits energy to the Earth in cosmic rays and charged particles called the
solar wind, which vary with solar activity. But particles received from the sun in the
form of solar cosmic rays, the steady solar wind, or its frequent disturbances carry about
10- 6 as much energy as the photon flux. In the near-ultraviolet, visible, and near-
infrared regions, where the bulk of the solar energy is concentrated, the solar output
hardly varies. (A modern summary of solar variability is the subject of Chapter 2.)

It can be concluded that as an engine of atmospheric circulation the sun is relatively
steady and constant. Any mechanism linking intrinsic solar variations to climatic re-
sponse must depend on fluctuations at the level of 1 percent or less in solar input,
which, as emphasized in Chapters 3 and 6, is miniscule compared with the total kinetic
energy of the lower atmosphere. The fluctuations in solar shortwave radiation and in
solar particles and fields—which exert a dominant influence on the upper atmosphere
are considerable, however, and could influence conditions at some level of significance
in the stratosphere and possibly the troposphere if suitable coupling mechanisms ex-
isted. Better measurements of solar inputs are needed as well as a fuller understanding
of the processes of vertical coupling in the atmosphere.

UPPER-ATMOSPHERIC VARIABILITY

The upper atmosphere and the complex magnetic environment of the Earth are the
filter through which any variable solar inputs must pass to reach the lower atmospheric
levels where weather and climate are made. (A detailed review of these regions is given
in the study The Upper Atmosphere and Magnetosphere. 8) The character of the strat-
osphere and mesosphere (see Figure 2) is determined by a balance between absorbed
solar radiation and outgoing atmospheric emission and by a balance between solar
chemical production and destruction and atmospheric chemical loss (e.g., the production
and destruction of ozone). The nature of the upper atmosphere is highly sensitive to
changes in shortwave, solar-spectral flux.

As the density and internal atmospheric energy diminish at still higher atmospheric
layers, the roles of the sur, and of solar variability become more important. The tem-
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F

perature and density of the thermosphere respond systematically to variations in solar
activity. The nature of the ionosphere and the form of the magnetosphere are the result
of solar inputs, and their changes are almost wholly dictated by the sun.

ENERGETICS

The parts of the solar output that are known to vary constitute less than 1 percent of
the total budget of energy that the Earth receives from the sun (Figure 1). When this
variation is compared with the total kinetic and thermal energy of the lower atmosphere

10

1^



Overview and Recommendations

(as shown in Chapter A it is far less than the total energy required to force direct
changes, on a global basis, in atmospheric circulation. Moreover, the portions of the
solar input that are known to vary are mainly absorbed or dissipated in the upper
atmosphere. To have noticeable effects on the lower atmosphere these weak impulses
must operate against a difference in density that increases by an order of magnitude
for each 16-km decrease in altitude. The more energetic variable solar inputs, which
are known to reach down the farthest (into the upper stratosphere), lose their intensity
in a medium that is still 1000 times less dense than sea-level air. Thus forknown solar
changes to perturb the dynamics of the troposphere they must work through mechanisms
that are complex and indirect: through electrical charging, induced changes in trans-
parency, or trigger mechanisms by which a perturbation of very little energy somehow
gains the leverage to produce an amplified effect. (A number of possible mechanisms
linking solar inputs through various regions of the atmosphere are discussed in Chapter
6.)

THE NEED FOR CRITICAL STATISTICAL TESTS

Many of the pitfalls that hampered early investigations of sun—weather relationships
still exist today. Paramount among them is the reliance on statistical tools that are too
blunt or that are misapplied and a failure to demand appropriate critical tests for
statistical significance. Statistics can be a powerful tool, but without a reasoned physical
theory to guide selection it is all too easy to find accidental correlations in data as diverse
and varied as meteorological records. Solar indices often are inappropriately chosen:
this could hide real effects or introduce spurious ones. The sunspot number, for example,
is a coarse and often irrelevant index for specific solar inputs to the Earth. Moreover,
its annual or monthly average is grossly ove_rsrnoothed in comparison to tho sho;; < time
scale of individual solar events and their terrestrial impacts on the high atmosphere.
Finally, &;t; potential for autosuggestion is increased when the motive for the search is
a preferred answer of practical, as opposed to scientific, importance. In this kind of
prospecting there is little incentive to publish negative results, and, indeed, relatively
few are found in the solar—weather literature.

Adherence to critical standards' in handling statistical data could avoid some of the
confusion that has often characterized investigations in this area of research. (A further
discussion of problems of statistical analysis is developed in Chapter 5.) These standards
should include the following:

1. Understanding the properties of the data: errors, biases, scatter, autocorrelation,
spatial coherence, frequency distribution, and stationarity.

2. Choosing statistical methods appropriate both to the properties of the data and
the purpose of the analysis (e.g., description or prediction).

3. Critically examining the statistical significance of the results, and making proper
allowance for spatial coherence, autocorrelations and smoothing, and data selection.

4. Testing the result on one or more independent data sets, or subsets, of the original
data.

A PHYSICAL APPROACH

It.,wwld b_1 foolish to dismiss all possibility of real connections between solar variability
and weather on the basis of what has been tried in the past or on our present limited
understanding of the physics of the atmosphere. Any improvement in our understanding
of the processes that govern atmospheric behavior could be significant for science,
regardless of whether it is useful in prediction. In this sense, solar perturbations may
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be thought of as natural tracers that can test the response of the atmosphere to an
external impulse and the degree of horizontal and vertical coupling. We are only now

within reach of a comprehensdve picture of the interrelated solar–terrestrial system of
which the meteorology of the lower atmosphere is but a part. We are still far from a
full understanding of solar activity and as yet without a complete description of the real
variability of all solar outputs, including the solar constant. Nor are. we yet able to
define with any certainty the levels in the atmosphere down to which all known variable
solar inputs extend. To have an impact on meteorological processes, solar pertubations
must somehow reach the troposphere. Changes in the solar constant, which is heavily
dominated by visible and near? infrared wavelengths, are directly transmitted to the
Earth's surface. It is unlikely that simple connections linking other solar variations
directly to the troposphere will be found, but until we know more of the coupling
processes that link one part of the atmosphere to another we can say little of the
plausibility of more subtle solar–weather effects that might operate through a chain of
interactions.

We have recently come to appreciate- the existence of secular solar changes that
transcend in time, and perhaps in importance, the better-known 11- and 22-year cycles
of solar activity, Studies of tree-ring radiocarbon reveal that in the last 1000 years solar
activity has gone through at least three significant extremes, each lasting roughly 100
years. Preliminary examination of the longer tree-ring radiocarbon record suggests that
s p teh behavior was typical throughout the past 8000 years, with no dominant period
apparent. The extent of corresponding changes in solar outputs and terrestrial inputs
is unknown. This long-term solar variability—through persistence and greater range of
variability—may be more effective than the more familiar shorter-term variations in
altering the climate of the Earth.

Direct effects of solar variability have now been observed and measured throughout
the solar–terrestrial system. Historically, these were observed as auroral displays and
disturbances sensed by magnetometers at the surface of the Earth and later by iono-
spheric soundings and monitoring of secondary cosmic rays at mountain-top stations.
More recently, we have made in situ and remote radar soundings of the composition
and dynamics of the uppermost atmosphere as well as real-time probes of the disturbed
topography of the magnetosphere. In addition, we have begun to monitor the variable
inputs from the sun directly, from outside the atmosphere, through spacecraft mea-
surements of the total solar flux and its spectral components and the flux and disturbances
of the solar wind near the Earth.

The extent of solar influence on the atmosphere, including possible effects on weather
processes, can now be tested by a combination of modeling of theoretical atmospheric
responses and feedbacks and actual measurements taken in and above the stratosphere,
where solar inputs are made and reactions occur. It is no longer necessary to rely only
on remote observations of solar-surface features or on possible correlations with the
melange of diluted end effects in weather data.

There is no doubt tbr.t solar variations influence the upper atmosphere of the Earth
in ways that at times overshadow all other known impulses. But how deep into the
atmosphere do these solar effects extend, and how important are they, relative to
internally driven changes in atmospheric circulation? How are thermospheric temper-
atures and winds -Tected by varying solar flux, and are these effects felt in the (ewer
atmosphere? How are the properties of the stratosphere changed by the known vari-
ability of solar ultraviolet flux, and how might these changes influence the lower at-
mosphere? How is the amount and distribution of ozone and other trace substances
altered by known changes in the input of solar radiation and particle fluX? What are
the links that tie disturbances in the magnetosphere or ionosphere to conditions lower
in the atmosphere? How is the electrical field of the Earth (see Chapter 8) perturbed
by impulsive solar events or by slowly changing solar activity? In what ways, if any,
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are these changes related to meteorological processes such as cloud formation or thuw
derstorms? What are the limits of variability, over short or long periods, of the various
outputs of the sun? How, if at all, are these related to observed effects on the sun, the
11- or 22-year activity cycle, or longer trends of solar behavior?

These questions and others like them, all unanswered, focus on the key to the sun—
weather question: conditions and processes in the upper atmosphere where observed
solar inputs incite measurable responses, Some of the questions are now within reach
of solution, given adequate attention, in the foreseeable future, A more physical frame-
work for attack would shift attention from end effects in the lowertroposphere to a
more realistic assessment of the whole atmosphere, Such an approach would attack this
old and persistent question not so much with the sword of statistics as with the scalpel
of physics and not so much by reaching for an immediate or practical answer as by
building a broader base of understanding of all of the atmosphere and all of the solar—
terrestrial system. It would more fully recognize the existence of the varied medium
that separates the lower atmosphere of the Earth from the sun and acknowledge the
complex nature of global circulation, weather, and climate. Such an approach would
build, in the tradition of experimental physics, on measurements of specific inputs and
the study of specific processes at specific levels in the atmosphere, as part of the larger
problem of understanding all of the Earth's atmospheres it would press for better and
more focused measurements, both of solar inputs and of atmospheric conditions and
responses; And it would make use of simulations and models to separate atmospheric
effects that now seem inseparable in the welter of real weather data. In such a reasoned
approach, statistical analyses would follow the introduction of potential mechanisms,
rather than the reverse, and negative answers could be as valuable as positive ones.

Of fundamental importance to the overall problem of solar—terrestrial physics, and
therefore to the specific issue of possible solar effects oil and climate, are better
determinations of the range and variability of all the solar +uts to the Earth, including
the flux of particles and fields, the solar luminosity, and the solar-spectral irradiance.
Moreover, collection of the needed data must be pursued for a long enough period of
time to test for climatically important variations on 11- and 22-year time scales, Such
measurements would be most valuable if made at the top of the atmosphere and, where
appropriate, as a function of depth into the atmosphere.

Accurate measurements of the total radiative flux (or "solar constant") have only
recently been obtained with precision radiometers on the NIMBUS and sMM spacecrafts.
Initial analysis has established the existence of variations in solar luminosity of a few
tenths of 1 percent that persist for several days but leaves open the question as to the
extent of longer and climatically more significant chances, Probably more important
are detailed measurements of the solar-spectral irrar .....:,ce, particularly in the near
ultraviolet, where changes of importance to the chemistry of the upper atmosphere are
known to occur.

Also needed is an improved theoretical understanding of the inherent causes of solar
variability and the relationship of the terrestrially important outputs of the sun to
observed indices of solar activity, such as the sunspot number, or cosmic-ray modulation.
Any hope of making practical use of hypothesized sun—weather effects ultimately rests
on our ability to predict and interpret changes on the sun. At present, solar physics
can offer only the most tentative explanations of the causes of variable solar activity and
little better than autoregressive predictions of the future phase and amplitude of the
sunspot cycle. It is not obvious that we will ever be able to predict, far in advance or
in detail, the occurrence of specific solar events, such as flares. The same may well be
true of significant parameters of long-term solar activity, such as the 11-year sunspot
cycle, What we can reasonably hope for is a better understanding of solar activity, its
origins, and how observable solar activity relates to terrestrially important outputs of
the sun.
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A fuller understanding is needed of the electrical and magnetic environment of the
Earth and its interaction with variations in solar-particle fluxes and fields, Two recently
cited examples of solar–weather effects—the 22-year drought cycle in the western
United States and the solar-sector boundary effect on atmospheric circulation—imply
a possible connection with the extended magnetic field of the sun that is carried to the
vicinity of the Earth by the solar wind. At the same time, our knowledge of the
topography and dynamics of the Earth's magnetosphere and ionosphere, through which
such impulses must react, is far from complete, An important goal in solar–terrestrial
physics is to understand the processes of global atmospheric electricity, how the global
circuit is perturbed by the sun, and the processes of physical coupling throughout the
atmosphere.

To identify possibly subtle effects of solar-induced pertubations it will first be nec-
essary to improve our understanding of the dynamics (meteorology) of the lower at-
mosphere and the roles of internal and external forcing. Numerical modeling of the
global atmosphere is still at an early evolutionary stage and is unable to simulate all of
the major aspects of the real behavior of weather or climate, Realistic assessments of
suspected or hypothesized solar influences may require the use of such simulation
models to guide the design of observational tests.

- The past climatic variations over all the Earth need to be clarified for as long a period
as possible into the past, as does the history of solar behavior. The known history of
climate is far from complete, both in time and geographic sampling. Solar history,
except for the last 100 years or so, is equally sketchy and is difficult to reconstruct in
any detail. If we are to test the longer-term effects of solar variability on climate we
will need to develop the history of solar behavior at least 100,000 years into the past,
through whatever proxy data are available. The probable limit of tree-ring radiocarbon
data for this purpose is about 10,000 years. The analysis of other solar-induced isotopes,
such as beryllium-10 in ice and sea cores, promises a longer history of the sun's past
behavior,

SUMMARY AND CONCLUSIONS

The search for possible effects of solar variations on weather and climate has been a
subject of both scientific and popular interest for over a hundred years. The significance
of suggested relationships has been mired in controversy throughout this time; statistical
studies have not been adequate to give unequivocal answers to the question of the
relative importance of solar perturbations on either weather or climate. Even the best
of the purported correlations describe effects that are small compared with the normal
fluctuations of weather variables. In many cases, reported correlations between solar
activity and the weather rest on inadequate statistical samples; when data sets are
expanded either temporally or spatially the apparent correlations are weakened or
disappear: Much of the doubt about real sun–weather connections stems from a lack
of proposed physical mechanisms to link known changes in solar inputs to weather
parameters.

It is conceivable that solar variability plays a role in altering weather and climate at
some as yet unspecified level of significance. Given what is now known of the complexity
of global atmospheric circulation and what is not now known of the sun, the interplan-
etary medium, and the upper atmosphere, we think it is unrealistir.to expect any
improvement in the near future in weather and climate prediction based on solar-
induced effects. A more immediate and, in our view, more appropriate goal for this
area of science is to determine the limits of variability of solar inputs to the atmosphere
and the depth in the atmosphere to which these variations have significant effects.

The persistent question of the extent of solar influence on weather and climate could
be clarified considerably if emphasis were shifted from the traditional pattern of search-
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ing for evidence to a more directed effort at understanding the physics of the atmosphere
and the solar—terrestrial system as a whole. Such a shi p would place greater emphasis
on an improved understanding of the causes and extent of solar variability, on direct
measurements of solar radiation and particulate inputs to the Earth, and on theoretical
and in situ investigations of atmospheric perturbations induced by the sun and the
mechanisms by which these disturbances may be transmitted downward through the
atmosphere, This would require interdisicplinary efforts and more attention to the
physics of the atmosphere, In situ measurements in the middle and upper atmospheres,
the magnetosphere, and the interplanetary medium are now within the technical ca-
pability of modern space science and upper-atmospheric research. Advances 10 in our
understanding of solar—terrestrial physics and the dynamics of the lower atmosphere
should make it possible to specify the relative roles of external and internal forcing of
meteorological changes, which is the key question in the sun—weather issue. Whatever
the result and regardless whether solar-induced perturbations prove to be of practical,
predictive value for weather or climate, the fields of atmospheric science and solar—
terrestrial physics will benefit from the knowledge gained.

Toward this end, we make three general recommendations for future study in this

1	field.

1. The question of possible solar influence on weather and climate should be treated
as part of the more general problem of the sun's effects on the atmosphere as a whole,
within the established framework of solar—terrestrial physics and atmospheric science.
Significant advances in this specific subject must follow the overall pace of understanding
of the other components of the sun-Earth system. For this reason we support the
approach to basic understanding called for in The Upper Atmosphere and Magneto-
sphere,' Upper Atmosphere Research in the 1980's, i0 and Solar—Terrestrial Research
for the 1980's.tt

2, More effort shhould be devoted to the development and testing of physical models
of the effects of solar perturbations on the atmosphere and the mechanisms by which
the different levels of the Earth's atmosphere arc, coupled. A better definition is needed
of the direct effects of variable solar inputs on the physics and chemistry of the upper
and middle atmosphere, the composition and dynamics of these layers, and the inter-
active processes that couple the various regions of the atmosphere. Connections between
the top of the atmosphere (where solar effects are known to dominate) and the tropo-
sphere (where weather is generated) are generally the weakest links in any chain that
is hypothesized to connect the sun to weather and climate,

3. The data base on which studies of sun—weather and sun—climate effects rest needs
to be expanded and strengthened. This should include: (a) continued measurements of
the variability of the solar constant, solar spectral irradiance, and the flux of solar particles
and fields for a long enough period of time to test for climatically important variations
on at least an f 1- and 22-year time scales; (b) new and innovative measurements of
specific, solar-induced perturbations in the upper and middle atmosphere; (c) improved
measurements of the Earth's electrical and magnetic fields and the changes induced by
the incidence of solar particles and fields; and (d) an improved knowledge of the history
of the past climate of the Earth and of the past history of solar behavior.
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1

INTRODUCTION

The century-old history of reported relationships linking solar
variability to tropospheric weather and climate is beset with
inconsistencies, contradictions, and inconclusive results. How-
ever, within this large body of reported connections, one can
identify a number of results that seem worthy of further study
and that support the possibility that solar variability may be
related at some level of importance to changes in tropospheric
weather and climate. Although none of the reported relation-
ships verify such a connection, to many scientists they justify
a search for physical mechanisms that must exist if such cor-
relations are in fact real. The lack of well-defined physical
mechanisms has hindered progress in the study of sun—weather
connections and is in part responsible for much of the skep-
ticism regarding the reality of a true cause and effect relation-
ship.

Solar variability is discussed in detail in Chapter 2. In this
chapter we define solar variability as perturbations in solar
outputs associated with observable solar activity such as flares,
plages, or sunspots or due to other solar irregularities such as
coronal holes that, with solar rotation, modulate the Earth's
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receipt of solar photons, particles, or fields. We do not yet
have a thorough, quantitative description of all solar outputs,
including the total solar output or "solar constant." We do know
that in specific spectral domains, such as the ultraviolet, the
energy fluxes from the sun change significantly. However, a
principal difficulty in identifying a causal relationship with trop-
ospheric weather lies in the tremendous imbalance between
the relatively small perturbations in solar energy output arriv-
ing at the Earth from activity-related events and the larger
pertubations believed necessary to induce a recognizable trop-
ospheric disturbance.

This chapter is intended as a summary of the types of cor-
relations between solar variability and tropospheric weather or
climate that have been reported in the literature. More exten-
sive surveys can be found in recent reports by Shapiey et al.

(1975, 1977, 1979), Herman and Goldberg (1978b), Meadows
(1975), King (1975), Wilcox (1975), Pittock (1978), Siscoe (1978),
Bandeen and Maran (1975), McCormae and Seliga (1979), and
Schatten et al. (1979). Here, we call attention to a sampling of
modern results that typify the types of connections reported
in the literature and to the uncertainties that in many cases
accompany them.



FIGURE 1.1 Annual mean sunspot nunr

bers A. D, 1610 to present Depressed period
from about 1645 to 1715 is the Maunder Min-

imum (after Eddy, 1979),
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The work reviewed here is restricted mainly to correlations
with tropospheric phenomena. Little is said about the strato-
sphere and its response to solar activity, although some believe
that it may be of strategic importance as a buffer zone, where
highly variable solar ultraviolet and corpuscular (energetic par-
ticle) radiations modulate local chemistry and meteorology.

The reported connections presented here are divided into
two general categories—long- and short-term relationships—
to correspond roughly with climate and weather as customarily
defined. Purported associations within each of those domains
are grouped according to specific solar processes or meteoro-
logical effects. A section on a possible `electrical connection"
is appended as an example of modern investigations that make
use of reported correlations to attempt to define a physical
connection between solar variability and tropospheric pro-
cesses.

LONG-TERM RELATIONSHIPS

Long-term sun–climate correlation analyses most commonly
search for a relationship between various tropospheric param-
eters and the 11-year sunspot cycle, the best known index of
long-term solar variability. Figure 1.1 displays the annual mean

sunspot number since 1610 (Eddy, 1976, 1979). We note that

RICHARD A. COLDBERC

the 11-year cycle of solar activity is neither precisely periodic
(a cycle can vary from 8 to 13 years) nor uniform in amplitude,
These departures from a strictly regular periodicity provide
unique signatures of solar variability, which can be used as
tests of relationships between climate and solar activity; several
studies have in fact suggested such associations.

The tropospheric variables for which a relationship with sun-
spot number is most commonly sought are simple indices of
regional precipitation and temperature. Global maps purport-
ing to show rainfall differences between times of high and low
sunspot number were published as early as 1923 by Clayton
and later expanded in similar studies by Shaw (1928). These
authors also considered indirect indicators of precipitation such
as snowfall and water levels of Lake Victoria and water levels
of the Nile and Parana rivers. In Pach case their findings seemed
consistent with a global picture of greater rainfall near the
equator and at high latitudes at times of high sunspot number;
in the temperate zone (20-40° latitude) a more complex patteni
of both positive and negative correlations was claimed, which
depended also on the season (see Figure 1.2). More recent
studies of similar data (Icing, 1973, 1975; Bowen, 1975; Gerety
et al., 1977; Deshara and Cehak, 1970) are not consistent with
the earlier findings, and in several cases fail to find any sig-
nificant spectral peaks at 11-year periods.
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FIGURE 1.2 Global distribution of annual
raudidl differences (in centimeters) between
sunspot maximum and minimum fimnd by
Clayton 119231: shaded area is Kreater rainfall
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A somewhat clearer picture exists with respect to the flale

double sunspot eyc • Ic of about 22 years, which is the bell period

of the known magnetic cycle of the sun. Surface observations

of the sun made with magnetographs demonstrate that con-

secutive I I-year cycles are characterized by a reversal in mag-

netic characteristics, as observed in patterns of sunspot polar-

ities and in the sign of e hr composite, polar field of the sun.

A possible connection with climate has been made theough the

association of periods of drought in the ntidwestern United

States with the hale cycle, although ling (1975) claimed to

find this 22-year signature in rainfall at specific geographic

locations, mainly in the tropics and subtropics. Roberts (1975),

drawing on the work of Borchert (1971), Marshall (1972) and

Thompson (1973), called attention to an earlier claim that pe-

riods ofdrought in the High Plains region of the western United

States have shown a 20-22- year c ycle of recurrence that scents
linked in phase for the last 150 years to the H.ele magnetic

cycle of the sun. A similar possibility had been surmised by

9,5Abbot (16) and by Douglass (1919, 1928, 1936) based on early

tree-ring data.

A more thorough and comprehensive study of this effect was

made by Mitchell et al. (1979), who used an extensive set of

tree-ring data that sampled almost all of the continental United

States west of the Mississippi River for the period IFAM-1%2.

Their work reinforced the contention that the extent of drought

in the western two thirds of the United States had varied with

a quasi-periodicity of about 20-22 years during this time. Drought

indices were reconstructed from tree-ring data fur 40 geo-

graphic regions for this period, using tree sites that were se-

lected on the basis of high sensitivity to changes in local pre-

cipitation, incorporating modern dendrochinatobogic•al

techniques. Reconstructed drought indices were calibrated by

comparison with the Palmer Drought Severity Index (PUSI) for

the same geographical regions during the pericxl 19.31-1970.

A year-by-year count of the number of regions with recon-

structed drought indices of various thresholds is shown in Fig-

ure 1 .3, taken front et al. (1979). An apparent cyclicity
is evident in most of the record, particularly when weaker

droughts are included. Spectral analysis confiruts a concentra-

tion of variance at periods near 22 years, gencralby in phase

with the Ifale doubt sunspot cycle (sec Figure 1.4). The  co-

herence in phase between periods ofdrought and the double

sunspot cycle is not perfect, however, and as yet there is no

plausible physical explanation for the relationship. The maxi-

noun extent ofdrought falls early in the double cycle, about 2

years after alternate minima. the minnuum extent ofdrought

occurs near \car 15. Mitchell of al (1979) also lnuul evidence

firr a stronger relationship for the l )ale c•vcles with large sunspot

northe rs, which reinforces the suggestion of a possible solar-

actn ity link. However. B/•II (in press) and Curric 11981h1 pointed

out that for part ol'the record the period ofdrought recurrence

is closer to the 18.6-year period of revolution of the moles  of

the lunar orbit, suggesting a possible tidal mec•hanisnt for the

p eriml ofdrought recurrence or, perhaps, it combined solar-

lunar eflec•t.

Numerous claims have also purported to demonstrate cor-

relations between surface temperatures and solar variability,

most often with the I l- year sunspot cycle. liippen (1873, 1914)

and Walker e1915) found what thc% thought to be a negative

correlation with global annual mean temperatur e s, as one height

expect front simple sunslwt blo cking. A similar result was found

byC layto n (1923) and more recently by Craig and Willett

(1951). Clavton (1923) also reanalyzed liippen • s data to test for

an I1-year effect in zonal temperature trends. For data pre-

dominanth spanning the 19th century, he concluded that an-

nual mean tcneperatures in the equatorial and temperate zones

gcneralh follow the suspected global trend in phase (negative)

and magnitude (11.34).40C), whereas subtropical, arid regions

tend to show an opposite correlation with sunspot cycles. This

result tempted Clayton to sp ec•rlate that rainfall has an influ-

ential effect on the temperature structure. More recently, Cur-

rie (197.4, 1979, 1981a) examined 85 years of temperature data

(1884-1". ) from 2.26 North American stations using the rnax-

imum entropy technique of power spectrum analysis. He found

evidence of a small (0.10.3°C) modulation of about 10.7 years,

present firr only a third of the stations, all in the northeast.
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FIGURE 1.3 Chronology of drought areas (number of regions out of 40) fior three Post limits, based on a reconstnicted drought area index from

17(10 to 1962 and on observed values after 1%. 2. Periodic lines denote series after handpass filtering latter Mitchell et al.. 1979. with permission

of 1). Reidel Publishing; Company).
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The phase of the claimed relationship is the same as that found

by earlier workers: cooler temperatures at times of maxima in

the 11-year sunspot cycle. Special methods of spectral analysis

are necessary to find so small an apparent effect. At the same
time, the cyclic effect that Currie found may well be too small

to be climatically significant in any practical sense in the north-
eastern cities that are represented in his studies. Indirect and

less convincing indications of it possible temperature connec-

tion with the I1-year cyc iv have been retorted by it number
of investigators. Examples include a possible relationship with

the persistence of shore ice in Iceland (Clayton, 1923) and it

suggested relationship with the tungth of the growing season

at Kew, England (King, 1973).

In a more recent study, Hoyt (1979) finmd that surface-

temperature anomalies in the northern hemisphere a)rrelate

well with another, unrelated characteristic of sunspots: the ratio

of the mean size of the dark central regions of spots (sunspo(

umbras) to the outer, penumbral area. T'he two data sets stud-
ied by Hoyt show qualitative agreement for the last 100 years

(see Figure 1.5) in the sense of secular or long-teen trends,

although he found a weak cycle of about a 20-year period in

the uu)bral–penumbral data. Neither parameter seems related
to the 11-year sunspot cycle in Hoyt's anal ysis. Hoyt (1979)

noted that the umbral/penumbral ratio may be a measure of

convective energy transport in the photosphere, which could

make it a more sensitive index of solar luminosity and which

in turn cold have a more direct influence on the Euth's weather
and climate.

Claims that the height of the tropical trolx)pause varies with

sunspot numbers have been made by Stranz (1959), Raseol

(1961), Cole (1975), and Cage and Reid (1981). Cage and Reid

found a modulation in tropopause height of about 0.3 km peak-

ing at times of maxima in the 11-year sunspot cycle: however,

this was based on rawinsonde data from two tropical Pacific
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FIGURE 1.4 Mean relative drought areaduring Hale 22 - year peruKI.
The high sunspot envelope refers to mean of cycles reaching strong

sunspot maxima. The low sunspot envelope c vers cycles reaching weak

sunspot maxima (J. M. Mitchell, National Oceanic and Atmospheric

Administration, personal communication, 19M).
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FIGURE 1.5	Relationship between sunspot
umbral/penumbral ratio and surface temper-
ature anomalies in the northern hemisphere
found by Hoyt (1979).

sites that span only two solar cycles'. They proposed that the
mechanism for the effect may be a secular variation of about
0.5 percent (trough to peak) in the solar constant, in phase
with the sunspot number, that produces a small modulation in
the sea-surface temperatures in the tropics. This in turn is
amplified at the tropopause through latent heat release in deep
cumulus convection. Were this the case, one might expect to
find direct evidence of a similar 11-year signal in land tem-
peratures at the same latitudes or in yet-to-be obtained mea-
surements of the solar constant made throughout a full solar
cycle. Currie (1981a, 1981b) found an 11-year surface-temper-
ature modulation that is 180° out of phase with what the Gage
and Reid result might predict.

Both Eddy (1977) and Stuiver (1980) compared solar varia-
tions of longer term with climate data, on a scale of centuries,
to test for possible correlations on long time scales. The Maun-
der Minimum of low sunspot activity (Eddy, 1976), which took
place between about 1645 and 171.5 (Figure 1.1), falls at a time
of low temperature in Europe and North America, during the
so-called ,Little Ice Age, as does the Sporer Minimum (about
1450-1540). Eddy (1977) pointed out the association of these
features as a possibly important sun-climate effect in the sense
that global temperature seemed to follow long-term highs and
lows in solar activity. The comparison was based principally on
Lamb's curve of winter severity in Europe during the period.
Stuiver (1980) examined a more extensive set of climate data
and an improved record of solar variability for the last millen-
ium and concluded that there is no real evidence for a con-
nection, perhaps because there is so little agreement between
different climate indices.

The history of solar activity can be traced in crude terms
about 7500 years into the past, through the analysis of the

radiocarbon content in tree rings, which is an index of solar-
wind conditions (Eddy, 1976, 1977; Stuiver and Quay, 1980).

Although periods of anomalous solar behavior are well estab-
lished in the longer record, the corresponding record of climate
is not adequately defined to permit a definitive test of corre-
spondence.

Clayton (1923) and Shaw (1928) compared global patterns of
surface-pressure distribution with the sunspot number. These
two investigators found results that were essentially similar.
To analyze longer-term effects that might be due to the sun,
Clayton calculated 5-year running means of pressure data to

suppress the shorter-term variations that were presumed to be
caused by internal fluctuations, utilizing weather records for
the period from 1858 to 1920. He noted an apparent tendency
during times of high sunspot number for the pressure to be
high over the continents in local winter and high over the

oceans in summer. He concluded that the equatorial zones
show a decrease in pressure, whereas the continental zones
poleward of 20° latitude show an opposite effect with greater
sunspot activity. The semipermanent Aleutian (55° N, 180° E)
and Icelandic (65° N, 40° W) lows were obvious exceptions to
these apparent trends.

These rossible associations were reasserted in more recent
studies by King et al. (1977), who also claimed to show that
the complex picture of pressure variations deduced by Clayton
could be organized in terms of planetary standing waves. Their
findings suggested that the amplitude of apparent pressure
changes between high and low sunspot number can be de-
scribed by Rossby-Haurwitz pressure waves (2, - n), where
the indices (m, - n) refer to wave numbers of longitude and
latitude, respectively. The maximum amplitudes of Rossby-
Haurwitz pressure waves occur near 70° latitude. Using 70°
data for January, King et al. (1977) also found a longitudinal
pressure wave of wave number two with antinodes near 1400 E
and 340° E, although the data were sampled for only one solar
cycle, causing the data to be of limited statistical significance.

e
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FIGURE 1,6 Departures of annual latitu-
dinal range of anticyclones moving across Aus-
tralia generally from west to east from normal
range between 1891 and 1921 (Kidson, 1925;
Bowen, 1975), The apparent close relationship
Ibund in this analysis does not continue in
more recent data (Pittmk, 1978).
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Nastrom and Belmont (1980) found possible evidence for
global planetary wave control of tropospheric circulation and a
possible solar-cycle dependence, Their study correlated winter
tropospheric winds measured from 1949 to 1973 with the 10,7-
cm solar-radio flux (an index of solar activity) and found 11-
year period icities that are most pronounced north of 30° latitude
near jet stream axes or planetary standing waves. However,
since their study is based on only two solar cycles, it must be
considered less than conclusive,

Other pressure-related phenomena that have been claimed
to exhibit a solar-cycle dependence include small periodic fluc-
tuations in the position of various semipermanent high- and
low-pressure ridges (e.g,, Mitchell, 1965; Angell and Kor-
shover, 1974; Bradley, 1973; King, 1974), Schuurmans (1975)
suggested a possible 22-year Hale cycle dependence for the
longitudinal position of the Icelandic low in global atmospheric
pressure,

Contradicting the results cited above are a number of studies
that report solar-related effects in atmospheric pressure and
circulation data that are inconsistent with those reported above,
including work by Wexler (1956), Baur (1958), Willett (1961),
and Parker (1976), Thus, as in nearly every other case in sun-
weather studies, different studies give conflicting results.

In addition to the semipermanent pressure centers associ-
ated with general circulation, there are transient low- and high-
pressure systems (cyclones and anticyclones, respectively) that
may move over considerable distances and persist for several
weeks. If solar perturbations could in some way affect the po-
sitions of semipermanent high- and low-pressure areas, these
external influences could also affect storm-track orientation.
Indeed, early work claimed to show that prevailing cyclonic
storm tracks across North America tend to be displaced toward
the equator at times of high sunspot numbers (Helland-Hansen
and Nansen, 1920; Kullmer, 1933), In the southern hemi-
sphere, particularly near Australia and New Zealand, Kidson
(1925) and Bowen. (1975) found similar results for eastward-
moving cyclonic storms (see Figure 1.6), although Pittock (1978)
showed that Bowen's finding breaks down in recent solar cycles,
More recently, Brown and John (1979) investigated storm tracks
crossing the North Atlantic into Europe and found evidence of
a strong solar-cycle storm-track dependence for the last five
solar cycles. In their study the average track displacement at
high sunspot number is displaced about 2.5° south for storms
crossing the region north of 50° N.

Storm frequency was considered by Reitan (1974), who was
unable to find a good correlation with solar cycle. However,
others (e.g., Zatopek and Krivsky, 1974) have reported a storm
activity correlation over the oceans through observation of "me-

teorological mieroseisms." Their results show that for data for
1948-1966, frontal activity in the North Atlantic was greater
during sunspot maximum years. However, because their result
was based on data from only one and a half solar cycles, it must
be considered a possible chance occurrence.

The frequency of thunderstorms, as measured in lightning
activity, has also been thought to be related to solar activity
(e,g., Septer, 1926; Shaw, 1928; Brooks, 1934; Stringfellow,
1974; e,E, Figure 1,7), although there is no general consensus
as to whether there is a significant connection, Kleimenova
(1967), for example, discredited much of the earlier work,
Nevertheless, several qualitative suggestions have been made
to explain these possible effects in terms of physical linkages
(Markson, 1978; Herman and Golberg 1978a; Follin et al.,

1977),
Possible geologic evidence for an early sun-weather con-

nection has been occasionally cited in studies of annually lay-
ered sediments and varves (e.g., Bradley, 1929; Anderson,
1961), where repeated patterns of 11 or 22 layers are Inter-
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FIGURE 1,7 Five-year running means of average sunspot number
(lower curve) and average annual lightning index for 40 stations in
Creat Britain (from Stringfellow, 1974). The apparent relationship shown
here was not borne out by other studies of lightning incidence, which
included data from the same area (e.g., Brooks, 1934; Kleimenova,
1967),
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preted as solar effects. The presumption here is that sedhnen
tation was governed by meteorological conditions, such as wind
or rainfall, which in turn were dominated by solar variability,
Recently, Williams (1981) found evidence of remarkably reg-
ular patterns in glacial varves from Australia with repeating
sequences of 11 and 22 layr;.rs. The varves were deposited in
tha late Precambrian, about 680 million years (m.y,) ago, Wil-
liams argues that the strength of the Earth's magnetic field may
have been considerably weaker than at present; at such times
of reduced terrestrial magnetic-field intensity, solar-particle
effects on the upper atmosphere of the Earth would be en-
hanced, leading to a more direct effect on weather and eiintate
from solar variability, Still in question, however, is whether
the sediment layers found by Williams represent annual Ica-
tures and whether the sun in Precambrian times exhibited an
11-year cyelicity as it does today; because of this doubt the
relevance of the sediment data to solar influences is highly
conjectural.

It must be emphasized that many of the reported relation-
ships presented thus far have been subject to periods of break-
down or reversal, This can be taken as evidence against the
reality of such effects, in the sense that some or all of the
purported connections may be transitory and possibly acci-
dental. On the other hand, Herman and Coldberg (1978b)
noted an apparent concurrence of periods during which dis-
parate meteorological parameters behave alike to either cor-
relate or not correlate with sunspot numbers, Because the
atmosphere is driven by numerous competitive effects, a pos-
sible interpretation may be that the relatively minor influence
of solar activity may only become apparent during select pe-
riods when other competitive forces have weakened. However,
if this more complex interpretation is valid, the value of sus-
pected solar effects in practical weather forecasting could di-
minish to a level of insignificance.

SHORT-TERM RELATIONSHIPS

Short-term sun—weather relationships may be classified ac-
cording to the type of direct or indirect solar perturbation that
is presumed to be responsible, such as solar flares, geomagnetic
disturbances, or short-term changes in the properties of the
solar wind. The most commonly associated meteorological pa-
rameters include pressure, circulation, and thunderstorm ac-
tivity. Short-term correlations between solar activity and me-
teorological parameters may be more difficult to recognize,
because, if present at all, suspected solar effects must be iden-
tified against a background of internal and possibly stochastic
fluctuations whose amplitudes may far surpass that of externally
driven effects.

Typical of modern studies of possible solar-flare responses is
that published by Schuurmans (1965) and Schuurmans and Oort
(1969). They studied possible *changes in the mean height of
the 500-mbar pressure level (about 6 kin in the 24
hours following the occurrence of 81 solar flares (importance
2+ or greater) using aerological data from 1020 stations that
provided nearly hemispheric coverage for the northern hemi-
sphere. They found, as a possible solar effect, an apparent

pattern of changes in pressure heights that exhibited a cellular
structure in polar regions that suggested wave patterns, Their
result was consistent with the findings of Duell and Duell
(1948), who iound that within 2. 3 days after selected geomag-
netic disturbances, surface pressures at European stations tended
to fall by about 2 mbar at the same time that surface pressure
increased in the. Creenland—Iceland area, Schuurmans and Oort
(1969) studied changes in pressure levels at altitudes up to 50
mbar (20 kin) and found the height of maximum change to be
near 300 mbar (8 km) in the winter (Figure 1,8). Their study
also suggested that the delay time of these apparent responses
increased from high altitudes to low, from lags of about 6 hours
at higher elevations to 2 days at the Earths surface, The large
vertical pressure gradients found by Schuurmans and Oort might
be expected to produce a downward flow of air, This effect was
possibly observed indirectly by Reiter (1973), who found greatly
increased concentrations of the tracer elements 713c and "P in
the atmosphere at Zugspitze, West Cermany (elevation 3 kin)
on the second day following major flares of class 2 or greater,
Reiter argued that these radioactive nuclides originate in the
stratosphere by cosmic-ray spallation and can only reach the
3-km tropospheric level by downward mass transport of strato-
upheric air.

Data on thunderstorm frequency have been repeatedly ex-
amined to test for possible associations with solar-flare events
(Markson, 1971; Bossolasco et at, 1973a), The basis for sus-
pecting solar connections with atmospheric electrical effects
such as thunderstorm activity is the well-established link be-
tween solar flares and ionospheric disturbances and simple
rnodels that relate electrical effects in the troposphere to a
global electrical circuit that Includes the ionospheric potential
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FIGURE 1.8 Difference in height of pressure levels over an ocean
station (56.5° N, 51.0° W) before and after solar flares (curve a), com-
pared to standard error of the mean (curve b), according to Schuurmans
and Oort (1969).
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(Markson, 1978). Bossolasco et al. (1973x) reported that thun-
derstorm activity in the Mediterranean area was enhanced, 50-
70 percent above the normal background level, about 4 days
after solar-flare eruptions. Markson (1978) found the same effect
but with delays of about 7 days in North American data, with
a maximum increase of 63 percent, however, the free param-
eterof such long and possibly arbitrary lag times, combined
with incomplete thunderstorm data, leave room for a large
uncertainty in the validity of both results. Supporting such
findings are studies linking other atmospheric electrical param-
eters, such as air-earth current density, potential gradient, and
ionization, with solar flares, Because the primary thunderstorm
parameters used in these correlation studies relate to electri-
fication, a link between solar flares (or other forms of solar
activity affecting the geoelectrie environment) and thunder-
storms is an enticing but as yet unproven possibility.

Geomagnetic activity is an Indirect measure of solar activity,
but a direct measure of solar effects on the near-Earth envi-
ronment. Early work by Duell and Duell (1948) endeavored
to show that within 2-3 days after geomagnetically disturbed
clays in winter months, European surface pressure fell by an
average of 2 mbar, coincident with a rise at least as great in
the Greenland-Iceland area. Similar results were concluded
by Muste l. (1972) using winter data from 1890 to 1967 and by
Sidorenkov (1974), who studied surface pressures between 1950
and 1970. Their findings generally agree with the results of
Schuurmans and Oort (1969) for the effect of solar flares on
500-mbar pressure levels, as shown in Table LI, A number of
other investigations have found surface-pressure responses to
geomagnetic disturbances; however, Stolov and Spar (1968) and
Stolov and Shapiro (1969) found no such evidence in the data
they analyzed. Thus, evidence for a real solar effect on lower
atmospheric pressure is still controversial.

RICHARD A, CQLDbERC

One should expect to find stronger evidence of solar per-
turbations in higher-level pressure and circulation, although
here, too, the case is also controversial. Sarukhanyan and Smlr-
nov (1970) and Mustel (1970) concluded that the zonal character
of upper-level atmospheric circulation is disrupted and mcrid-
ional pr,,cesses are enhanced during geomagnetically disturbed
periods. However, Stolov and Shapiro (1971) challenged this
claim. In a later paper, Stolov and Shapiro (1974) reported that
the difference in height of the 700-mbar level between 20° N
and 55° N increases by about 20 in fit months, about 4
days after a geomagnetic disturbance. The 700-mbar level is
nominally reached at an altitude of about 3 km, This change
corresponds to an increase of  percent in the mean zonal wind
now,

The relationship of solar activity to the formation of low-
pressure troughs has been intensively analyzed as a possible
short-tern, sun-weather effect that could be of practical hn-
portance in routh a weather forecasts, Macdonald and Roberts
(1960) first concluded that low-pressure troughs entering or
forming fit Gulf of Alaska fit wintertime are deeper
(more intense) when they tire initiated 2-4 days following a
major rise in geomagnetic indices. These troughs may be re-
garded as cyclonic waves that move in an eastward direction.
Roberts and Olson (1973) extended the study fit of a
more general parameter of'300-mLar circulation—the vortieity
area index (vAi), a measure of the area within which the absolute
vortieity (or circulation) exceeds a specified value, They found
that this meteorological index was also correlated with geo-
magnetic disturbances. The VAi had the possible advantage of
removing some of the subjectivity in the description of the
intensity of pressure* troughs.

These preliminary findings of a correlation between the VAt
and geomagnetic indices were later elaborated in terms of di-

TABLE 1.1 Comparison of the Atmospheric Pressure Changes That Are
Reported to Follow Solar Flares and Ceomagnetic Disturbances, According to
Three Contemporary S tud ies°

Approximate	Pressure Responses
Center

Geographic Areas	(Coordinates)	!	it	111

West Germany	 55° N, 5° E	Rise	Rise	Rise
Eastern USSR	 60° N, 135 ° E	Rise	Rise	Rise
South of Kamchatka	500 N, 165 ° E	Rise	Fall	Rise
Gulf of Alaska	 55° N, 140° W	Rise	Rise	Rise
Western Canada	55 N, 115° W	Rise	Rise	No data
Kara Sea	 70° N, 85° E	Fall	Fall	Fadl
South Japan	 45° N, 145° E	Full	̂all	Fall
South of Aleutians	50° N, 175° W	Fall	Fall	No data
,4outh of Iceland	 45° N, 35° W	 Fall	Fall	Fall

" Sources for pressure responses;
I. Schuurmans and Oort (1969); flare response, 500-mbar level; data firr 1957-1959; 81

flare events greater than or equal to 2; 1 day after flare,
IL Sidorenkov (1974); magnetic activity response; surface; data for 1950-1970, 14 geo-

magnetic disturbances, 3 days after start of disturbance,
III. Mustel (1972); magnetic activity response; surface; data for 1890-1967; 834 geomag-

netic disturbances; 2-4 days after start of disturbance. ,
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rect, solar-wind parameters. The existence of well-defined sec-
tors in the dominant polarity of the solar-magnetic field (carried
by solar-wind particles) was a discovery by space physics that
offered a new, possible mechanism of solar-terrestrial coupling,
In particular, the alternation of the sign of the interplanetary
magnetic field (iNip), carried in solar-wind "sectors," provides
a possible switching mechanism for charged particles or map;-
netie-field interactions in the upper atmosphere, as the sign of
the Earths magnet a field remains fixed oil time scales,
The occasions w'ien the solar-wind polarity appears to reverse
at the Earth—observable from spacecraft as interplanetary
magnetic-sector boundaries—thus provided a new, indepen-
dent index of solar variability that could be tested for possible
connections with Earth-atmosphere effects. To.,`,1st order these
times of magnetic sector boundary (MSD) passage are inde-
pendent of sunspot number or solar-flare occurrence, and they
are reasonably well defined.

Soviet scientists were the first to relate atmospheric pressure
(Mansurov et al., 1975) and circulation (Kuliycva, 1975a, 1975b)
to the polarity of the ibit•. Mansurov and his colleagues found,
for example, that the average surface pressure at Mould Bay,
Canada, was, higher when the INIF was directed toward the still.
Changes in upper-level pressure with respect to the Nish were
studied by Svalgaard (1973) at pressure levels between 850 and
30 mbar (1-25 km). lie observed that at'high lad des, pres-
sure-level heights increased (pressures rose at constant heights)
a few days following an ntsB crossing. The reverse was found
to be true for midlatitudes,

The trough analysis of Roberts and Olson (1973) was extended
by Wilcox et al. (1973x, 19731), 1974) using the eistt and the
total vorticity index summed over the northern hemisphere
from latitudes of 20° N and poleward. The response they found
for the VAi at the 300-mbar level to sector-boundary crossings
is illustrated in Figure 1.9, from a sample of54 sector-boundary
crossings. They found that on the average the VAl decreases
beginning about 2 days before the day of sector-boundary pas-
sage, with a minimum I day after. Afterward, the VAi rises to
predisturbance values, Wilcox and his colleagues also reported
that this effect virtually disappears in summer and at heights
above 100 mbar (16 km). These results seemed to be reinforced
by a subsequent analysis based on an increased number of data
sets (Wilcox et al., 1975) and by a critical statistical examination
by Hines and Halevy (1975, 1977), More recently, however,
Williams and Cerety (1978) criticized this result by showing
that the apparent relationship disappears in newer data (1974-
1977). Furthermore, Shapiro (1979) reanalyzed the earlier re-
sults of Wilcox et al. (1973a, 1973b) and was unable to repro-
duce their finding. In a more extensive test of the relationship
using data from 1947 to 1970, Shapiro could again find no
evidence of a connection between sector boundaries and the
vni. Shapiro (1979) used a somewhat different definition for
the vAi from that applied by Wilcox et al, and added a sixth
month (October) to the "winter" data; if these changes explain
the discrepancy, however, they also restrict the possible ap-
plication of the Wilcox et al. result. Although Wilcox and Scherer
(1980) have responded to these critiques, we must conclude
that the Wilcox et al. result is still open to controversy.

MsB crossings have also been tested for possible association

with thunderstorm frequency, oil supposition that a mag
ncticaily induced ellect might be discernible In atmospheric
electrical activity,. Markson (1971) was the first to apply this
approach; he found an increased probability of thunderstorm
occurrence in the United States within 1 day of sector-boundary
crossing, The tendency was found for only one of the two
possible types of sector polarity change; from a positive to a
negative sector; no change was observed for crossings from
negative to positive sectors. The statistical validity of these
results has also been challenged by Shapiro (1979); moreover,
they appear to be contradicted by a later conclusion reached
by Bossalasco et al. (1973b), who found a 15 percent decrease

of lightning frequency during positive to negative crossings in
10 years of Mediterranean data, They, too, found no1hpparent
effect for negative to positive crossings, A more detailed analy-
sis of the same phenomenon was also made by Lethbridge
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FICURE 1.9 Average response of vAi at the time ofa solar magnetic-
sector boundary passage, according to Wilco:: ct al. (1973a). Curve a;
dashed-30 boundaries separating positive from negative sectors; full-
24 boundaries separating negative from positive sectors. Curve b:
dashed-22 boundaries in second half of winter; fill-32 boundaries
in first half of winter. Curve c: dashed-28 boundaries in the interval
1967-1970; full-26 boundaries in the interval 1964-1966. Other in-
vestigators (see text) have been unable to reproduce this result, par-
ticularly in more modern data.



(1979), who tested 30 years (1947-1976) of thunderstorm data
from 102 weather stations in the United States, She found the
strongest indication of a possible solar signal for winter months
in the 40 -45° N latitude zone with peak activity occurring 1
day after positive to negative boundary crossings-i.c„ in the
same sense as Markson's conclusion. However, when the daily
thunderstorm data were combined for all seasons and all lati-
tudes and for both types of polarity reversals, Lethbridge could
find no discernible response to nts p crossings,

THE ELECTRICAL CONNECTION

We have mentioned that electrical coupling presents upossible
mechanism for a direct physical connection between the upper
and lower atmosphere. Atmospheric electrical coupling oilers
a direct link from the upper to the lower atmosphere, occurs
instantaneously, and could possibly affect meteorological pa-
rameters, such as aerosol formation and cloud growth. In this
section some of the correlations between atmospheric electrical
parameters and solar activity are reviewed. These correlations
should not exist if classical atmosphe.tic electricity concepts are
valid, whereby the "global" circuit is an internal system driven
by thunderstorms (see below) and shielded from external in-
fluences by the ionosphere. Several proposed mechanism; and
new measurements are offered to illustrate how external effects
may in fact perturb the internal system,

Figure 1.10 is a schematic diagram of the idealized atmos-
pheric electrical circuits. There are, on average, 1500-20(x)
thunderstorms in progress globally at anytime, acting as a gen-
erator to deliver approximately 1500-2000 amperes to the ion-
osphere. This current returns to Earth through the more ex-
tensive fair-weather region, which can be characterized by the
ionosopheric potential with respect to ground (V,), the return
current or air-Eaarth current density (J,), and the total atmo-
spheric columnar resistance (R). The vertical potential gradient
(or electric field) is defines) as E.

MOSMIERE

FIGURE 1,10 Schematic model of the global electric circuit, illus-
trating the thunderstorm generator, ionospheric potential (V,), air-
Earth current density (j), and total atmospheric resistance (after I1er-
man and Goldberg, 1978b).

Observed parameters of the atmospheric fair-weather elec-
tric circuit have been examined for evidence of possible as
sociation with solar-sector boundary passages and solar flares
and, on the longer term, for possible modulation by the 11.
year sunspot cycle.

Reiter (1976, 1977) concluded that fair-weather measure-
ments of  anti J, over the 11-year period May 1964 to February
1975, at Zugspitze, West Cermany, were responsive to sector-
boundary crossings. The result of Reiter's superimposed epoch
analysis was that both E and Jd increased by 20 percent or more
during the 2 days following a -/+ sector-boundary crossing
in maximum solar-activity years. An increase Also occurred for
+/- boundaries but on the same day as the crossing date. A
superimposed epoch analysis based on a shorter data span
(March-November 1974) by Park (1976) indicated that the po-
tential gradient E at Vostok, Antarctica, increased sharply by
20-30 percent beginning 3 days after boundary passages; the
effect was more pronounced in the astral winter months than
In the equinox months and, contrary to Reiter's findings, similar
in nature for both +/- and -/+ boundary crossings. The
difference in response time for the Vostock and Zugspitze elec-
tric fields remains unclear, although modeling results by Roble
and Hays (see Chapter 8, in this volume) seem to attribute the
different lag times to geographical differences.

Cobb (1967) compared atmospheric electrical properties with
solar-flare data. He found that at the Mauna Loa, Hawaii,
observatory (elevation 3400 m), E an4 J, increased significantly
after solar-flare eruptions, The potential gradient enhance-
ments also were found to be correlated with solar radio-noise
bursts (associated with flares) at Zugspitze (Reiter, 1972) and
at stations within the Arctic Circle (Sao, 1967). Marez (i976)
found enhancements in E of 30-50 percent in Poland (approx-
imately 51° N) associated with geomagnetic storms, which
sometimes follow solar-flare eruptions within 2-3 clays,

Recently, Markson and Muir (1980) reported an inverse cor-
relation between ionospheric potential V„ and the bulk solar-
wind velocity and have offered this as evidence of a close tie
between solar activity and the atmospheric electrical circuit.
However, since V„ correlates well with geomagnetic indices,
which in turn correlate well with atmospheric electrical param-
eters, it still remains to be shown that Vn is a more realistic
physical parameter with which to associate the atmospheric
circuit,

Long-term measurements of the fair-weather electric field
in the first two decades of this century suggest a possible in-
crease in average field strength in years of maximum sunspot
activity as compared with minimum years, This correlation has
been found, however, only at certain selected European sta-
tions with no apparent influence at others (Herman and Gold-
berg, 1978b, page 139). M61ileisen (1971) examined the total
ionospheric potential over West Germany throughout one solar
cycle and found evidence, in this limited sample, of a positive
correlation with annual mean sunspot number. To be con-
vincing, however, a much longer period of correspondence
needs to be demonstrated. if the total electrical potential is
proportional to global thunderstorm activity; one might expect
the latter quantity to be correlated with the 11-year sunspot
cycle.
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Several models have recently been proposed to explain pur-
ported e:'rrnncetions between thunderstorm (lightning) occur-
rence and solar activity, However; none of these attempts com-
plete the hypothetical chain to explain how modifications in
the electrical structure of thunderstorms can affect local or
global meteorological conditions, For example, an early con-
cept by Noy (1959) considered the possible effects that external
influences may have on the global electrical circuit. He sug-

gested that thunderstorm activity could be modulated by solar
variability through alteration of the electrical state of the middle
and lower atmospheres, Markson (1971, 1975, 1978) extended
the same general thesis and suggested that the electrical re-
sistance of the atmosphere abi ,'e thundercloud tops (the analog
of a charging resistor) will be lowered when incoming cosmic
particles increase the ionization in the upper atmosphere. In
this way, the charging current is thereby increased, leading to
an enhanced ionospheric potential and fair-weather electric
field, as these parameters globally adjust to the increased charg-
ing current, The enhanced electric field is assumed to enhance
lightning occurrence within thunderclouds, though by an un-
specified ineehanism,

Willett (1979) evaluated these ideas quantitatively but con-
eluded that the magnitude of Markson's proposed mechanism
is probably, insufficient to account for the known effects. In
addition, the flux of cosmic rays reaching thunderstorm heights
in the tropical zones (where thunderstorms predominate) is
weak and probably inadequate to account for significant mod-
ifications in the charging circuit.

In a more localized approach, Herman and Goldberg (1978x,
1978b) considered how cosmic rays and solar protons affect the
local_ environment near thunderstorms and whether modifi-
cations in the local conductivity and electric fields can assist
lightning generation, For the case of cosmic rays, the changes
appear quantitatively reasonable if G ov accepts that an increas,
in the fair-weather field enhances the probability of thunder-
storm formation under appropriate meteorological conditions
(Chalmers, 1967). By this mechanism, solar-controlled varia-
tions in cosmic-ray intensity, particularly over the 11-year cycle,
could modulate the fair-weather field and hence the rate of
thunderstorm occurrence to produce the effect reported, for
example, by Stringfellow (1974; see also Figure 1.7), It is not
yet known, however, whether or how solar-proton events can
affect tropospheric electrical structure since the (secondary)
proton showers that these events produce are usually absorbed
above 20 km.

Recent observations by Maynard et al. (1981) and Hale (1981)
show the presence of large electric fields in the middle at-
&9sphere (near 60 km altitude), Earlier, Hale and Croskey
(1979) suggested that such fields in the auroral zone are highly
sensitive to auroral phenomena, thereby providing an electrical
link between the upper and lower atmospheres that can be
perturbed by solar activity. Roble and Hays (1979; see also
Chapter 7, in this volume) developed a global model for the
various electrical parameters, which includes as input param-
eters orographic effects from the Earth's surface, the global
thunderstorm distribution as observed from the bmse satellite,
and the latitudinal distribution of cosmic-.ray flux. Their model
reproduces effects at high latitudes that are induced by solar

and/or magnotospherie disturbances as well as significant sub-
sequent perturbations to the global electrical circuit.

Care must be taken in each of the above cases to separate
electric field disturbances of solar origin from those induced
by tropospheric storms. According to Cole (1976), the latter
can develop a feedback phase relationship giving the appear-
ance of magnctospheric origin,
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INTRODUCTION

As early as 28 B.C., Chinese astronomers noted that the sun
was occasionally marked by spots on its surface; much later,
studies with the telescope demonstrated that these dark spots
were indeed an intrinsic feature of the sun. It was not until
the middle of the nineteenth century that Schwabe, a German
amateur astronomer, noted the cyclic nature of sunspot oc-
currences. Fifty years earlier, William Herschel had hypoth-
esized that the radiant output of the sun might also be variable,
yet his search for direct evidence of this variation and of its
consequences on terrestrial climate was unsuccessful. The study
of solar—terrestrial physics has greatly advanced since Her-
schel's day; yet many of the questions posed at that time remain
unanswered. We now know that solar variability is primarily a
magnetic phenomenon, yet the possibility of climatically im-
portant variations of the total luminosity of the sun still remains
to be settled. We are now aware of the presence of energetic
particles and x-rays eminating from the sun and of a supersonic
solar , wind undreamed of in Herschel's day, but we still know
little of the long-term variations of these solar outputs. Modern
theory enables us to construct models of the interior structure
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of the sun; however, our understanding of the fundamental
mechanisms driving the solar cycle is still elementary.

THE SUN AS A STAR

Considered as a star, the sun is among that populous group of
relatively young, low-mass stars made luminous by the con-
version of hydrogen to helium deep in its core. To place the
sun in perspective, stars of 100 times the solar mass are rare,
whereas stars of one tenth the solar mass abound. Likewise,
hot blue stars with a luminosity 105 times that of the sun account
for the astronomers designation of the sun as a dwarf, although
white dwarfs, which are the burned-out relics of stars that were
once more luminous and massive, are typically 10' times fainter
than the sun.

One of the triumphs of twentieth-century astrophysics was
the realization that the apparently complex relationship of the
masses, luminosities, radii, colors, and surface temperatures
of stars could be explained by variations in only three basic
properties: initial mass, initial chemical composition, and age.
The latter property brings us to the largest long-term aspect
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beginning and would not yet have thawed out. Our own senses
and geological evidence amply document the error of this con-
clusion. The resolution of this apparent contradiction between
astrophysical and climatological theory lies in the fact that the
early terrestrial atmosphere was poor in oxygen and rich in
infrared-opaque gases, so that an enhanced greenhouse effect

managed to keep the mean surface temperature of the Earth
above freezing (Sagan and Mullen, 1972; Hart, 1978; Newkirk,
1980), Theory predicts that the luminosity of the sun will grad-
ually climb by a factor of 3 over the next 6.5 X 10 9 years (Iben,
1967), at which time it will have exhausted its available hy-
drogen fuel. The surface temperature of the Earth will reach
the boiling point of water at about the same time.

The chemical composition of the sun is slowly modified as
the sun consumes its hydrogen fuel, which may produce a
second long-term variation in solar luminosity. Somewhat out
from the center of the sun, the temperature has dropped to
the point where the conversion of hydrogen to helium effec-
tively ends with the production of 3He. Higher temperatures,
such as those near the center, are required to complete the
nuclear fusion processes that end with "He. Over a period of
time the partly constuned 3He accumulates in a zone about 25
percent of the way out from the center.. This buildup of 3He
can produce a situation in which large-amplPiAe oscillations
lead to a mixing of the partly consumed 3He fuel into the
interior and a rapid increase in the rate of energy production.
The surface luminosity of the sun responds to such a mixing
episode by a rapid decrease followed by a gradual rise—the
entire excursion takes about 8 X 101' years (see Figure 2.2).
Because the buildup of 3He would begin again as soon as the
mixing ceased, the possibility exists for mixing to recur, cycli-
cally, with a period of approximately 3 X 10" years. Although
the theory is not able to determine whether episodic 3He mix-
ing actually occurs in the sun or other stars, the presence of a
"period" of 2 X 10" to 5 X 1011 years (see Figure 2.3) in
climatological variance (as determined from the geologic re-
cord) suggests that the sun may indeed be variable with such
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1.10
of solar variability—the inexorable climb of luminosity as the
sun ages (see Figure 2.1). Although not directly observable,

this evolution of solar luminosity over the 4.5 X 10 1) year
lifetime of the sun is well established by astrophysical theory
and by comparison with the inferred evolution of other stars
(Schwarzschild, 1958). The mechanism underlying this change
is the conversion of hydrogen to helium in the core of the sun.
The luminosity is a direct consequence of the accumulation of
'He, which increases the average atomic weight of the sun's
interior, subsequently increasing the compression and tem-
perature.

That the early sun was only about 70 percent as luminous
as it is at present leads to speculation on the effects of such a
faint, early sun on terrestrial climate. Indeed, calculations (Bu-
dyko, 1969; Sellers, 1969; Schneider and Dickinson, 1974; North,
1975; Lindzen and Farrell, 1977; Coakley, 1979) suggest that
if the Earth's atmosphere had its current composition, the Earth
would have existed' in a state of permanent glaciation since its
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FIGURE 2.2 The temporal variation of the solar luminosity and neu-

trino fluxes following an episode caused by the 3He instability and the
mixing of the solar interior. The curves labeled F„8, F„7, and F„„ refer

to neetrino fluxes from the "B (0-14 MeV), 7B^ (0.87 MeV), and PeP
(1.44 MeV) reactions (from Dilke and Gough, 1972, reproduced with
permission).
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PERIOD IN YEARS

FIGURE 2.3 Estimate of the relative vari-

	

EV
o nce of climate over periods from hours to 4.6

	

N 
n w	 x 100 years for all spatial scales (solid line)

according to Mitchell (1976). The peaks be-
tween 10' and lily years have been proposed
as originating with well-established periodic-

+- ities in the Earth's orbit (Hays et al., 1976;
but see Evans and Freedland, 1977). The peak

102 km	at 3 x EY years is hypothesized as being due

	

i1to either 3He mixing episodes or to the peri-

10-2	10-4	odic passage of the solar system through dense
interstellar clouds in the spiral arms of the
galaxy,

a period; however, the evidence may only be circumstantial.
An alternative explanation for this particular climatic "period"
is that the rotation of the galaxy carries the sun every 2 X 101
years into dense interstellar clouds concentrated in the spiral
arms of the Milky Way and that solar luminosity is modified
by the rapid accretion of interstellar dust from the cloud. Dis-
tinguishing such astronomical causes of long-term climatic var-
iation from terrestrial causes such as volcanism and continental
drift remains a task for the future.

Intrinsic variations of the sun with characteristic times of 10'
years or shorter, if they exist, would be expected to be asso-
ciated with the convective zone and the solar-magnetic cycle.
Operating on the same time scales are geometrical or orbital
variations in the distribution of solar radiation on the Earth.
The total flux of solar radiation received by the Earth varies
by 7 percent during the year as a result of the eccentricity of
the Earth's orbit, and the seasonal distribution of insolation
with latitude depends on the inclination of the Earth's axis of
rotation (the obliquity) and the position of the Earth in its orbit.
The distribution of insolation may be specified by three pa-
rameters of the Earth's orbital motion: eccentricity, obliquity,
and precession. As a result of both the pertubation of the Earth's
orbit by the other planets and the gravitational torque of the
sun and the moon on the oblate Earth, these parameters vary
with periods of approximately 100,000, 41,000, and 23,000 years,
respectively. Although for more than a century adequate in-
formation has existed to permit precise calculations of these
perturbations, it remained for Croll (1875) and later Milan-
kovitch (1930) to suggest that changes in the global distribution
of radiation falling on the Earth might produce a climatic effect
and for Hays et al. (1976) to uncover evidence from deep-sea
sediments of such periods in the climate record (Figure 2.3).
Orbital variations are not uniformly accepted as a pacemaker
of terrestrial climate (Evans and Freedland, 1977), and quan-
titative modeling of this climatic effect is still at a rudimentary

level. However, the effect, if real, is of profound importance
because it allows an empirical determinatio^ of the sensitivity
of terrestrial climate to changes in the inci..ent solar flux.

STRUCTURE OF THE SOLAR INTERIOR

Much is known about the structure of the solar interior by
inference from the sun's total energy output, chemical com-
position, radius, mass, and age. Using equations that describe
the pressure, gravitational balance, conservation of mass, rate
of nuclear energy generation, and the transfer of energy from
the interior to the surface by radiation and convection, a de-
scription or model of the sun was developed (Schwarzschild,
1958) that uniquely fits the parameters observed above. (Such
a model is shown in Figure 2.4.) At the sun's center, where
the temperature is about 15 million degrees and the pressure
about 10" atmospheres, nuclear fusion reactions occur that
convert hydrogen to helium and liberate the vast quantities of
energy that ultimately leak to the surface to be radiated as

sunlight. The energy-producing core extends to a radius of
about 0.2 R. (Ro is the solar radius of 700,000 km), beyond
which the temperature is too low to sustain nuclear reactions.
Surrounding this core is a radiative zone, where the energy
created in the core diffuses outward by radiation. Above a
distance of about 0.7 k to the surface, however, the solar
material becomes cooler and more opaque and practically all
energy is carried farther upward by the circulation of convective
eddies.

The nature of the outer layers of the solar atmosphere—the
chromosphere, corona, and solar wind—is determined by mo-
tions in the convection zone. Here, the solar-magnetic field is
generated and maintained, and all variations •in the outputs of
the sun over short time scales are produced. The key to under-
standing these variations is the solar-magnetic dynamo.
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FIGURE 2.4 It cross section of the sun displays the inner energy

groerating core (of about 0.2 R_, in radius)• the radiative envelolm- that
extends out to about 0.8 R, ,, and the outer comective shelf. Motion.
in the highh electrically conducting material of the convection zone•
are the origin of the various ramifications of solar activit y , (AIh they

thin outer photosphere, the chromosphere, and the corona are dire•ct1%
observable, however, new techniques allow the properties of the in-

terior to !.e investigated.

HIE SOLAR-MAGNETIC CYCLE

Although modern Astrophysics has documented  a broad variety

of aspects of the waxing and waning of ' the solar cvc'le (Kie-

penheuer, 1953, Zirin• I c)fiti, Tandberg-Ilaussen, 1967; Ilund-

hausen, 1972), in both popular and scientific usage the term

refers to the sunspot cycle, which is shown in Figure 2.5. This

figure illustrates, in addition to the cyclical fluctuation of sun-
spot areas, that a given solar cycle begins with sunspots at high

latitudes (about +30*) and ends with spots close to the equator.

Not displayed is the fact that the magnetic polarity of ' sunspot
groups, taken as the sign of the magnetic field in the western-
most spots of each group, reverses after each cycle. Thus, the

fundamental period of the sunspot cycle is, more correctly, 22

years, and the magnetic nature of the e •s ele• is clear.

'the fact that the solar cycle is magnetic 4 t nature is cm-

phatically displayed by modern observations of the magnetic

field at the photosphere (see Figure 2.6). Sunspots, although

they contain strong fields, represent but one Aspect  of the

magnetic fields that define the solar cycle. Magn e tic fields also

occupy vast areas of the quiet solar surface, where they are
clumped togethe r uto minute bundles of intense field strength.

Even these bundles, however, are organized into coherent

patterns, which at the largest scale define the general solar-

magnetic field.

Solar-magnetic fields present many mysteries. For exa):iple,

how does the field modify the structure of the solar atmosphere

to form a sunspot, and Why is the field in quiet regions of the

sun concentrated into a network of'bundles of intense magnetic

field? What mechanisms drive the solar-magnetic dynamo to

produce the field? Do other stars have similar magnetic cycles?

What influence does the magnetic cycle hawe  on the outputs

of the sun in radiation, solar wind. magnetic fields, and  en-
ergetic particles? How might the solar vyc • le change over

hundreds or thousands of years? The underlying mystery is the

solar cycle itself' . To approach such questions, we must examine

current knows edge of the fmulamental mechanisms resp)m;ible

for the solar-magnetic cycle.

-rhe most generally accepted explanation fin the solar cycle

FK:URE 2.5 In ge • ncral, the solar cycle re-

fers to the sunspot cycle, depicted here as a

Maunder "butterfl y diagram" (upper panel and

Iry sunspx,t areas (lower pant-1). In the forneer.

the latitude and date of each sunspot group is

represented by a vertical line. hi the latter,

sunspot areas in millionths of the area of the

solar disk are plotted s rrsos time (reproduced,

with permission, from data supplied by the

Science Research Council, Great Britain),
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FIGURE 2.6 Full -disk magnetograua of the•
sun (a and b) show the distribution of the mag-
netic field and the magnetic polarity as light
and (lark regions, ill contrast to white-light
photographs (c and d) ill only sunspot
regions are obvious. The variation of sunspots
and intense magnetic fields with the solar cycle
is llustrated by the comparison of a and  c

(made February 28, 1976, just after a mini-
mum) with h and of onade December Ill, 1979,

near maximum) (white-light photographs
courtesy of R. Howard, Mount Wilson Ob-
servatory: magnetographs courtesy of)
Harvey , Mitt Peak National Observatory).

is that it is driven by a turbulent dynamo in which two aspects
of the convection zone combine to produce the magnetic field
(see Howard, 1970; Bumba and Klezek, 1976). First, the sun
rotates, and the interaction between the circulation in the con-
vective zone and the rotation produces differential rotation,
in which the period of the equatorial regions of the suit
shorter than that at higher latitudes. Second, the gas com-
prising the interior is highly electrically conducting—a pro.
erty that "freezes" the magnetic field to a particular parcel of*
material as it moves about. Modern theory (e.g., Parker, 1979)
indicates that these properties permit two processes to occur
thai are responsible for the operation of the solar dynamo. First,
diferential rotation strc tches all poloidal Field, wraps
it around the subsurface layers of the sun, and creates all

 toroidal field (see Figure 2.7a). Second, rising (or sink-
ing) columns in the convection zone twist as they rise (sink)
due to cotriolis forces and impart this twist to the field (see
Figure 2.7b).

The oppositely directed twists of rising and sinking elements
might appear to exactly cancel (-,tell as would be the case
in a homogeneous, horizontal fluid. However, in the scar con-
vection cone, rising and sinking elements twist by different
amounts because of the large-density gradient present in the
convection zone and because the angle between the rotation
vector at a given point and the direction of the gravity vector

varies with latitude. Both these effects lead to a net tw i st ap-
plied to the magnetic field. This twist converts an initially
toroidal or azimuthal field (Figure 2.70 into a poloidal or mer-
idional one of opposite sign. Differential rotation then stretches
this new poloidal field into a toroidal one (Figure 2.7 a,b), and
the process repeats. Thus, the solar cycle may be considered
ao engine in which differential rotation and convection drive
the oscillation between the two (toroidal and poloidal) mag-
netic-field geometries.

Although the dynamo theory has proved successful in re-
producing many aspects of solar activit y , it has attracted a few
critics (e.g., Piddington, 1978; Layzer et al., 1979) who favor
the interpretation that the solar cycle is due to a deep-seated
primordial field rather than one regenerated by turbulent mo-
tions. These researchers point out that the dynamo theory dots
not explain the concentration of magnetic fields into intense
bundles either as sunspots or as the minute flux concentrations
covering the quiet photosphere. These authors claim that, in
addition, the flub bundles are not influenced by the Fluid mo-
tions and that diffusion of the magnetic field is so unimportant
that the fields erupting through the photosphere actuall y rep-
resent the remnant primordial magnetic field present in the
nonconvective core. Piddington's (1978) arguments are quali-
tative and thus difficult to compare with the quantitative pre-
dictions derived from dynamo models. Layzer  et al. (1979) were
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FIGURE 2.7 Differential rotation stretches an initially poloidal solar-magnetic field (A) to produce a toroidal field (B), The twist of rising convective
cells produces a small poloidal field component (C), The integrated effect of many such cells and the dominance of rising cells eventually amplify
the poloidal field, and the cycle continues (adapted from Parker, 1979),

the first to attempt to develop a primitive but quantitative	namo-driven fields would rapidly amplify to a level at which
model in which the primordial field plays an important role,	the fields would choke off the fluid motions and the oscillation
The controversy between these two schools of thought ulti-	of the field would cease. With turbulent diffusion present,
mately focuses on the presence (or absence) of turbulent dif-	dynamo-driven fields would oscillate as observed and any pri-
fusion of the magnetic field. Without turbulent diffusion, dy-	mordial field would have died out long ago. Newly emerging

FIGURE 2 . 8 Annual mean sunspot num-
bers, 1610-1979. During the Maunder Min-
imum, solar activity (as measured by sunspot
number) fell to an unprecedented low level
for approximately 70 years centered about 1670
(from Eddy, 1979).
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Solar Variability

techniques such as solar seismolog), which allow the motions

of fluid below the solar surface to be ascertained (Hill, 1978)

and which will provide a wide variet y of tests of alternative

ideas of the fundamental operation of the solar cycle, should

help resolve this question.

One aspect of solar variability that has not been incorporated

into the models of the solar cycle is the lung-tern variation of

the envelope of activity historical records (Eddy, 1976, 1977)

reveal that sunspots all but disappeared fir about 70 years

beginning in the I640's—an episode of solar behavior now

called the `launder !Minimum (see Figure 2.8). In addition,

the inference of past solar activity from tLe rate of delosition

of "C in tree rings (Eddy, 1978) shows that the range of solar

activit, , that has occurred in the past 50110 years is considerably

greater than indicated by historical observation and that other

39

minima and maxima moclulat d solar activity at apparently ran-

dom intervals in the past (see Figure 2.9).

Speculation concerning the nature of long-teen solar varia-

bility ranges front the deterministic interpretation proposed b)

Dicke (1978) that the timing of individual solar cycles is de-

termined by an accurate "clock" (hut see Gough, 1978) to the

stochastic models of Barnes of al. (1980). Barnes of al. noted

that white noise, as limited by a narrow-band titer with an

appropriate center frequency and width, can adequately rep-

resent both the statistical properties of :ong-tern solar varia-

bility as well as such specific fi-atures as a Maunder !Minimum.

Although this numerical model can make no statements re-

garding the physical mechanisms underlying lung-t e rm solar

variability, it does provide an objective backgrou • id against

which the claims of more elaborate models can !,e compared.



FIGURE 2.10 The spectral irradiance
of the sun from x-ray s to radio wave-
Ivoxths. At radio, ultraviolet, and x-ray
waselengths, the output of the sun varies

markedly (from Whit, , . 1977, with per-

mission).
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Within th e context of the dyname models, the long-term var-
iability of the sun is presumed to originate in the feedback of
magnetic fields oil fluid motions (e.g., Yoshinnua, 1978).
According to the primordial-field hypothesis, the same behm-
ior is ascribed to the geometrical irregularity of the field buried

below the comvection zone. Ne ither type  of morel has advance d
to the point where the statistical properties of long-term solar
variability can be derived front first principles. 7'h(- eventual
nuKfeling of this aspect of solar variability appears to be well
in the future.

SOLAR OUTPUTS

The solar cycle has an intrinsic scientific fascination as a ph(--
nomenon that we do not completely unde rstand, compre -
hending it has the added appeal that knowledge of' solar vari-

ability may help its better understand the Earth's atmosphere.
Whatever solar modulation of the terrestrial atmosphere may
occur roust arise from variations in the outputs of the sun of
radiation, plasma, energetic particles, and magnetic fields. A
sutnmary of the solar-cycle variation of these outputs with par-
ticular emphasis on those aspects that may illuminate the mech-

anisms of solar activity is in order. lFor more detailed discus-
sions see White (1971). I

As shown in Figure 2. 10, the global solar output of radiation
shows considerable variation with the solar cycle at wavelengths
shorter than 3wx) A and at radio wavele ngths. At the extre mes
of both of these regions. in x-rays and in metric radio waves,
the variation in global flux reflects the short-tern, impulsive
outputs of solar flare s and their associated energetic particles

and shock waves. Variations at these extreme wavelengths over
a solar cycle largely show the statistical influence of increased

flare frequency %%ith high solar activity. lit ultraviolet, from
388 A to 1(X)0 .4, the variation of solar flux generally reflects
the presence of active regions and the  inoolificaton of the struc-
ture of the so!ar atmosphere by magnetic fields. Altbough the
general variation depicted io Figure 2.10 is well e-taulished,

in some regions of the spectrum of particular importance to

geophysics, e.g.. from 3$00 A to ISM A, the exact fluctuation
is poorly understotKI.

The important question of variations of the tot al luminosity

of the sun—the integral under the curve in Figure 2.11----is of

interest because even small changes in the total visible flux

comid produce a direct impact oil  lower-terrestrial atnlo-

sphere. For example, a sustained reduction in solar luminosity
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Solar Variability

of only 0.5 p e ent would drive the polar-k-e • %hectS and tem-

perate-climate zones over IN) kin tosvarcl the equator (set-

Schneider and Diekh»om, 1974, We•therald and Maualoe, 1975).
However, the precision of our measurement of variations in

total solar luminosity—the so-called solar COu%tant---Arver tnnes

comparable to a solar cycle is still only about I px •reent (Hoyt,

1979), practically nothing is known about variations fit the solar

Instant that might accompany Fluctuations in solar ao • tivit% of

a longer perioet . At periods of a fraction of a cycle, recent

observations (Koster% and Murcray, 1979; Willson et al., 1911)0;

Hickey et al., 1980) suggest that variations in the total lu ^ ui-

nosity of about 0.4 percent might Ix- Associated with the rise

in solar activity to the current  (191111 19k11 maximum. At shorter

c• harao•te• ristke times of hours to several days, integrated flux

mcaSuremerts with all radiometer (%% illson et al.,

1981) show variations AS large as ± 0.11.5 poercent with time scales

of minutes to hours and ! 0.04 percent with tune scales of

hours to days. Some of the variations Seen in the recent space-

craft data seem to be the result of simple blocking of photo-

spheric radiation by sunspots, however, this is still a tentative

explanation, and its relation to longer-term sariations remains

Speculative.

The output of high-energy (cosmic-ray) particles by the sun

is determined by the• production and sucreSSful esc •apx• of such

particles from a relatively small fraction of all the solar flares

that occur. Thus, the solar-cycle variation o.f energetic particle

events of Solar origin, which extend up to energies of Ge%'/

nucleon, reflects the increased frequency of flares during high

solar activity (see Figure 2.11). Within any given energetic-

particle event, the flux of particles at the Earth displayS a

characteristic rapid rise and slow exponential decline caused

by the initial arrival of particles directly from the sun followed

by particles that have diffused to the Earth by indirect paths

(see Figure 2.12). A solar-energetic particle event displays such

a steep decrease of flux with particle energy (see Figure 2.13)

that the largest contribution to the vuergv flux is made by

particles of lowest energy. How(,ver, oil oxeaSions (ab)Out

five times during the 1968 solar maximmu) the flux of prr!ons

with energies greater than 7 MeV rises to such a level that

enhanced ionization is produced in the Earth's upper atn ^o-

sphe• re over the proles to produce a pola r cap absorption. Un

still rarer occasions (about 10 times per solar vvele), fluxes of

high-rigidity (1-20 GV• ) particles from solar flares exceed the

background galactic cosmic-ray flux by about 10 times, and

secondary neutrons detected at ground level experience a sim-

ilar increase (Lancerotti, 1977). The extreme rarit y of such

ground-level penetration of energetic solar particles restricts

their consideration as important agents in any solar—weather

linkage.
'Me outermost atmosphere of the still composed of the corona

(see Figure 2.14) and the solar wind, which expands into inter-

planetary space at an average speed of about 4(10 km/sec. Since

the corona is an excellent electrical conductor. its flow is guided

by solar magnetic fields. BecauSC of the well-known response

YEAR

FIGURE 2.11 The variation of solar proton output with energo•s

greater than 10 MeV and 30 MeV from 1956 through 1972 show% the

influence of the sunspot maxima in 1957 and I%19 Data for the Iottom

panel do not exist prior to about 1960 (from I anzerutti, 1977, with
permission).

• A I GV prrtor has an energy of .5(X0 MeV.
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FIGURE 2 , 12 Energetic particles from a solar flare follow a typical

rapid rise to maximum and a slow exponential decay (data are less
complete at the lower energies (1,e., 2.2-14 , 5 MeV), but show a similar
trend), The earlier arrival of the more energetic particles is clearly
seen. The time delay from flare outburst maximum is caused by the
existence of indirect propagation of particles on the sun and in inter-
planetary space, The exponential decay is ascribed to diffusion of par-
ticles in the solar system (adapted from Bryant et at,, 1965),

of geomagnetic activity to the solar cycle and the clear con-
nection between the solar wind and geomagnetic activity, it
might be expected that such average bulk properties of the
solar wind—density, velocity, or mass flux—would vary di-
rectly with the solar cycle. Figure 2.15 shows that this is not
so; the response of the solar wind to the magnetic cycle is far
more complex than can be revealed by such simple averages.
For example, high-speed streams in the solar wind occur much
more frequently during the declining and minimum phases of
solar activity, The association of such high-speed streams with
coronal holes (see Figure 2.16), which originate where the
solar-magnetic field is open to interplanetary space at the base
of the corona, emphasizes the role of the large-scale, solar-
magnetic field in determining the three -dimensional structure
of the corona and solar wind throughout interplanetary space.
As large-scale, solar-magnetic fields evolve during the solar
cycle, they modify the corona (see Figure 2.17), the flow of
the solar wind, and the physical description of the interplan-
etary medium.

Although our knowledge of the evolution of the three-di-
'raensional morphology of the interplanetary medium during

CORDON A. NEWKIRK, JR.

the solar cycle is far from complete, the broad outlines are
beginning to emerge, During solar minimum the corona tends
to be dominated by coronal holes extending approximately across
the solar poles and with opposite magnetic polarity at the two
poles. The tilted magnetic dipole on the flow of the solar wind
produces a simple interplanetary geometry of the magnetic
field with an approximately equatorial "skirt" separating the
two polarities (see Figure 2,18). High -speed solar wind streams
out at high latitudes, and the boundary between opposite po-
larities sweeps by the Earth to produce observed "sector" cross-
ings twice during each solar rotation (a 28-day period), During
high levels of solar activity, relatively short-lived, low-latitude
coronal holes appear (see Figure 2,17), and the interplanetary
field takes on a much more convoluted geometry. As it sweeps
by the Earth the interplanetary field may reverse sign several
times per solar rotation, and the lifetimes of individual high-
speed solar wind streams decrease to several days to a week
or so, As solar activity decreases from maximum levels, short-
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FIGURE 2 . 1,'; The flux of both protons and electons from a flare show
a steep decrease with increasing energy (from Ramaty et al;, 1980,
with permission).
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FIGURE 2.I4 The solar corona observed during the total eclipse of
June 30, 1973, with a radially graded filter that suppressed the high-
intensity contrast between the hinh and the outer Corona. Coroual
holes appear at the north and south I «des. The large equatorial stream-
ers are characteristic of the i rona at sunspot minimum (photograph
courtesy of the High Altitude Observatory).

lived, law-latitude corona) holes become less frequent and merge
into low-latitude extensions of the increasingly dominant polar
holes until the simple geometry of the polar holes is re-estab-
lished at nunimurn.

Although not exactly a solar output, galactic cosmic rats
reaching the Earth display an antic •orrelation with solar activity
that has been extensively documented although poorly undcr-
stcod (see Figure 2 19). Modern hypotheses differ as to the
exact mechanisms causing this modulation of galactic cosmic
rays; however, there is uniform agreement that inhonlogene-
ities in the solar wind are responsible and that a complete

picture of the three-dimensional structure and si,iar-cycle var-
iation of the solar wind is required before the mystery can be
solved. Interest in this Modulation is intensified by the pxos-
sibility that such particles, which penetrate into the lower at-
mosphere, may play a role in determining the electriFicaton of
the Earth's atmosphere and the fact that galactic cosmic rays
produce isotopes such as "C, which are preserved in tree rings.
The deposited isotole thus comprises an identifiable record of
solar activity that extends far beyond written history.

TEIMESTRIAL INPUTS

In Tal,le 2.1 we compare several aspects of'the solar- nuxlulated
inputs into the Earth's atmosphere. One frequently overlooked
feature of' these solar-modulated inputs is immediately appar-
ent: the overwhelming concentration of' the flux in the visible
portion of the electromagnetic spectrum. The incident fluxes
of solar-wind plasma, energetic particles, and high-energy pho-
tons taken together are smaller than that of visible radiation
by more than a factor of 10". Three other factors account for
the difficulty in identifying a direct cause —effect relationship
hetween solar-modulated inputs and terrestrial weather or cli-
mate. First, d:'stinet variability occurs largely in the high-en-
ergy, low-flux constituents. Second, the most highl y vat able
constituents are absorbed in the ahnosphere high above the
levels where weather and climate are thought to he deter-
mined. Third, the kinetic energy resident in the lower atmo-
sphere is so large that it is difficult to imagine the state of the
atmosphere being directly modified by measurably small changes
in solar input. These factors do not vitiate, as is sometimes
stated, the existence of solar—weather or solar—clinoate effects.
They dictate only that the orig i n of such effects cannot exist in
direct cause—effect relatio iships but must be ir indirect or
trigger effects.

An additional word is necessary regarding the time scales of
these modulations. The shortest time scales are set b y the
inaplusive phase of flares, which have characteristic times of

SIX MONTH AVERAGES OF SOLAR WIND SPEED OBSERVED IN
THE ECLIPTIC PLANE AND SUNSPOT NUMBER
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FIGURE 2.15 Such average solar-wind
properties is the velocity show no simple sun-
spot-related variation during the solar evcle
(from Hundhausen, 1979, repiodueed with
permission of the American Geophysical
Union).
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FIGURE 2.16 The solar derma as photographed in x-rays by Skylab
on luny 1. 1973. rratvls thr pi • se-nct- im tike disk ol * coronal holes.
which arc regions of kow dt-mity from whtc•h 111g11-vekrity plasma strt-AIns
into mterplant • tary %jmce tphotugraph lontrtt-s% of A. Kril'gcr).

N	 1627

FR ATE 2.1h Durmx sunspot nuuununl, mtunal hobrs dommatc the-
[)()I('% of till' sun and thr iuterplauetan' separation ul opp cit y inagnt•ti('
field prlarity regions resembles a ballerina's skirt close to till- eoluator
(photograph tourtrsy of A. ' 1' adhausen).

seconds to minutes, and the thermal phase of flares, which

have characteristic times of about 1/2 hour The' O(Vurr • nc •e of

flares, thenucbes, imfx)scs a somewhat longer characteristic

time• for the x-ray, Euki, and radio output as well as oil

mcurr • nc •e of' flare-proxluced blast waves in the- interplanetary

medium. During period, of high activity, small flares may ap-

pear at a rate- of several per day, whereas major flares accom-

panied by the full panoply of hard x-ray emission, ground-level,

solar--cosmic-ray unhancrnn • nt, and interplanetary blast waves

will erupt at a rate , of perhaps a dozen per solar cycle. Intrinsic

ariability within active regions introduces considerable "noise"

,a most measures of solar activity (see Figure 2.20) at periods

FI(:UKE 2.17 Ground-lased corrouagraph :997 1999
obwmationsM 1.5K shone sonnt-4thechengrs T

in t1w geometry of the coronal holes produced
In.  global maguctic fields during the soolar cycle.t
The corona at sunspot maxinwm 1%7 , is char-0'
acterized by short-lived, low-latitude• mr)nal r
holes, wlwreas at sunspot nunnuurn 1197fi there
err extensive, lung-lived polar cormal holes.
The overall t-fleet of such changes upon the0*W	Ism	270`	380' 0•	20'	IW	270'	3W
m rona lw%oud 1.5 K an(! the- mterplane • tary CARRINGTON LOW,4TUDE CARRINGTON LONGITUDE
nit-chum remains to be explamcd ilhol flund-
hausrn rl al . 1981, reproluce •d with lo•nnis_ 1911	 H7{

lion of thr American (;eophysfeal Union).o,, s
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MT. WASHINGTON MONTHLY AVERAGE COSMIC RAY FLUX

DURING THE PAST TWO SUNSPOT CYCLES

IA

100

FIGURE 2.19Culactie cosrnic rays reaching

X

U. 90
the inner solar system and the Earth are mod- a
ulati•,d by solar activity, Knowledge of the three-
dimensional structure and solar-cycle evolu-

U

tion of the solar wind far from the ecliptic is 3
essential to an understanding of this phenom- e0

enon (drawing courtesy of A. J. Hundhausen
from cosmic-ray data supplied by J. A. Lock-
wood).
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in excess of a day. Of course, solar rotation introduces a mod-
ulation at a period of 28 days on almost all solar outputs at
some level of significance, Whereas the presence of the 11-
year sunspot cycle (or 22-year magnetic cycle) is well estab-
lished and the existence of about an 80-year cycle is apparent
in the sunspot record (Figure 2.8), the presence of periods

shorter than 11 years remains questionable. The proxy record
of solar activity, derived from tree-ring radiocarbon data (Fig-
ure 2.9), now extends over 7000 years, yet it shows no well-

marked, long-term periodicity. It should be borne in mind,
however, that the exact nature of solar variability on this long
time scale is not known. The '''C proxy of activity tells only of
the solar modulation of galactic cosmic rays, which in turn
reflects an unspecified property of the solar wind. However,
the variations of such outputs as solar wind speed, EUV flux,
and integrated radiation flux over such time scales are currently
unknown. Long-term modulation of solar activity, or luminos-
ity, is an open question of current interest.

FIGURE 2.20 The daily values of a variety
of solar activity indices show rapid fluctuations
as well as an approximate 28-Jay modulation
produced by solar rotation (from Dodson and
Hedeman, 1977).
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INTRODUCTION

Atmospheric variability occurs on all space and time scales.
The atmosphere is a highly complex nonlinear system that is
subject to a large component of random variability due to its
internal dynamics. Thus, even under conditions of constant
external forcing, weather and climate will vary, To assess the
possible contribution of solar variability (i.e., variable external
forcing) to the total range of weather and climate variations, it
is necessary to understand the nature and magnitude of the
natural internal variability of the atmosphere.

In referring to atmospheric variability it is useful to distin-
guish climatic variability from weather variability. Weather
variability is determined primarily by the day-to-day evolution
of the large-scale synoptic* pressure systems that dominate the
atmospheric circulation pattern at any given time and produce
the wind, temperature, and precipitation features that consti-

*The term synoptic designates the branch of meteorology that deals
with the analysis of observations taken over a wide area at the same
time. It is used here to designate the characteristic scales of distur-
bances depicted on weather maps.
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tute the weather. Climate is simply the- statistical result of
averaging the weather over a period of time. Although a precise
definition of the division between weather and climate is im-
possible, it is customary to r,',gard variability on time scales of
less than a mouth as weather and on scales of a month or more
as climate. It must be recognized, however, that monthly and
seasonal averages are subject to random fluctuations due to the
nature of statistical sampling. These statistical fluctuations are
referred to by Madden (1976) as natural variability because
they are not associated with any change in the external forcing
of the atmospheric system.

THE SPECTRUM OF WEATHER
DISTURBANCES

For purposes of the present discussion, weather processes will
be assumed have time scales in the range of a few hours to
about two weeks. At the short-period end of the range are the
so-called mesoscale features such as thunderstorms, and at the
long-period end are the major synoptic scale cyclones and an-
ticyclones. The division between large-scale weather features,
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which are to be forecast individually, and small-scale features,
which roust be treated statistically as turbulent elements, de-
pends on the time scale. For scales of a few hours, individual
thunderstorms can be forecast, while for longer time scales
only their statistical effects can be considered. Similarly, syn-
optic systems can be considered individually for periods up to
a week or two, but for longer periods only their statistical effects
on the climate can be studied.

Because of the nonlinearities associated with atmospheric
motions, synoptic-scale weather disturbances exchange energy
with both shorter-period and longer-period motions. At the
high-frequency end of the synoptic spectrum there is a cascade
of energy to the mesoscale as characterized, for example, by
the process of frontogenesis. At the low-frequency end of the
spectrum there is a transfer of energy to global-scale quasi-
stationary disturbances. The energy of the synoptic-scale dis-
turbances is maintained in the presence of these nonlinear
transfers and frictional dissipation by a continual transfer of
energy from the mean flow by the process of hydrodynamic
instability. Enormous amounts of energy are involved in these
transfers. Monin (1972) estimated that the total kinetic energy
of the atmosphere is about 1021 Joules and that the average
kinetic energy of a cyclonic storm is 10 10 Joules (one megaton
Of TNT = 4 X 1016 Joules). At the observed rate of energy
conversion, the time for complete replacement of the atmo-
spheric kinetic energy is only a week. Thus, the average rate
at which potential energy is converted into kinetic energy for
the atmosphere as a whole is about 4 W m - 2 . The average
solar power absorbed per unit area of the Earth's surface is,
on the other hand, about 210 W m- 2. Thus, the atmospheric
"heat engine" has an efficiency of only about 2 percent. For
comparison, the total solar flux incident at the top of the at-
mosphere for all wavelengths less than 250 nm is only about
0.2 percent of the solar constant. Thus, even a factor-of-2 var-
iation in the shortwave ultraviolet flux over the course of a
sunspot cycle as claimed by Heath and Thekaekara (1976) would,
when account is taken of the 2 percent atmospheric efficiency
factor, amount to a change in the average energy conversion
rate of only 8 X 10- 2 W m- 2. This is far less than the natural
day-to-day variability due to random fluctuations in weather.

THE GENERAL CIRCULATION

Weather disturbances arise primarily as a result of instability
of the mean flow in the atmosphere. This mean flow is referred
to as the general circulation. To understand the nature and,
origin of weather disturbances it is necessary to consider the
structure and dynamics of the general circulation. General cir-
culation is determined not only by direct radiative forcing (dif-
ferential heating) but also by the heat and momentum fluxes
due to the statistical average of the transient weather distur-
bances. It is not really possible to consider the mean flow in
isolation. However, the mean flow is ultimately maintained by
the solar differential heating, i.e., the meridional gradient in
the solar heating. Because of this differential heating the av-
erage temperature in the troposphere decreases with increas-
ing latitude. As a result of the compressibility of the atmosphere
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the rate at which pressure decreases with height is inversely
proportional to the temperature. Thus, the pressure difference
between two latitudes measured at constant altitude must in-
crease with height. On a nonrotating planet the winds would
tend to blow down the pressure gradientfrom high pressure
to low pressure. The rotation of the Earth causes atmospheric
flow to be deflected to the right of its direction of motion in
the northern hemisphere and to the left in the southern hemi-
sphere (the so-called Coriolis effect). As a result the'mean winds
tend to be in geostrophic balance; that is, they blow parallel
to the isobars (lines of constant pressure) with speed propor-
tional to the pressure gradient force and with pressure to the
right (left) in the northern (southern) hemisphere. Because the
zonally averaged pressure gradient force in midlatitudes is di-
rected toward the poles and increases with height, the mean
winds are westerly and increase with height to form the so-
called midlatitude jet stream with average maximum wind speeds
of about 30 m/sec centered at 12 km near 30° latitude. The
midlatitude jet stream does not, however, blow uniformly in
a west to east sense at all longitudes. In reality, the disturbing
influences of large mountain ranges and the land—sea contrasts
in the transfer of heat to the atmosphere generate global-scale
perturbations called planetary waves that cause the midlatitude
westerly jetstream to deviate from its mean position -along a
sinuous path circling the globe. In the northern hemisphere
the largest equatorward deviations occur over the eastern parts
of the North America and Asia (see Figure 3.1). East of these
regions, in the Western Pacific and Western Atlantic, the mean
flow has strong poleward components and maxima in intensity
(Blackmon et al., 1977). Many of the transient weather dis-
turbances of the midlatitudes originate in these regions and are
carried along the storm tracks defined by the jet streams as
indicated in Figure 3.2.

In addition to seasonal variations, the jet stream undergoes
irregular fluctuations in location and amplitude that lead to
fluctuations in the frequency and intensity of synoptic-scale
weather disturbances. Of particular interest are the so-called
blocking patterns that arise when stronger than normal plan-
etary-scale wave patterns greatly increase the amplitude of the
northward and southward deviations of the jet stream from its
average position. Such blocking patterns may steer traveling
weather disturbances either to the north or south of their usual
tracks and thus are responsible for anomalous weather over
periods up to several weeks in duration. The dynamic processes
responsible for the development and maintenance of blocking
patterns are not yet understood. Although. there is some evi-
dence that air—sea interaction processes may play a role (Na-
mias,1972), numerical simulations indicate that substantial var-
iability of the planetary-scale circulation can occur due to purely
internal dynamic processes. There is little evidence that chang-
ing external forcing of solar (or other) origin plays any significant
role in such variations.

WEATHER DISTURBANCES

The transient synoptic-scale weather disturbances discussed in
the previous section arise primarily from dynamic instabilities
of the mean jetstream flow. These instabilities permit small



FIGURE 3.1 Winter mean toixwgraphy of the
F,W-mbar (50-ki'a) pressure surface in the
northern hemisphere. Heights are labeled io
dekameters. Mear. winds blow parallel to the
height contours with larger heights to the right
facing downstream (alter Palmen and Newton,
1969).
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random perturbations, which are alwa ys present in a turbulent

fluid such as the atmosphere, to amplify by drawing cnerg^
from the mean flow. Two types of instability are significant for
the development of weather disturbances. The most important

process is Baroclinic instability, in which the potential energy

stored in the mean flow is converted to tx)tential and kinetic

energy of the disturbances. Baroclinic instability is favored by

a strong horizontal temperature gradient in the mean flow, or

equivalently for a geostrophically balanced flow, by strong ver-

tical shear of the mean zonal wind. Baroclinic disturbances go
through life cycles of growth and subsequent decay on time

scales of 1 or 2 weeks. The most rapidly growing Baroclinic

disturbances have horizontal scales of a few thousand kilome-
ters, corresponding to 6-8 wavelengths around a latitude circle.

The second type of dynamic instability important for the
generation of weather disturbances is barotropic instabilit y , in

which the kinetic energy of the mean flow is converted into

disturbance kine tic energy. Barotropic instability is favored by

strong horizontal shear in the mean wind field. Many of the

smallest -scale (less than 1(1(x)-km wavelength) cyclonic dis-

turbances that originate in association with the jetstreams are

thought to be due to the barotropic instability mechanism.

Perhaps more importantly, almost all tropical, synoptic-scale

disturbances, such as the wave disturbances that move from

east to west along the low-pressure hand north of the equator

called the intertropical convergence zone (ITC:z), are apparently

generated through barotropic instability.
In summary, weather disturbances of synoptic scale are pro-

duced primarily by iutcrual dynamic instability of the mean

flow. Observed growth rates for such disturbances indicate that

only energy conversion from mean flow energy to disturbance

energy can account fir the energetics of these systems. Direct

external energy inputs that might be related to solar variability

(e.g., radiative heating) operate much to slowly and are gen-
erally far too weak to compete with the Jynamic instability

mechanisms for changes occurring on the weather time scale.

This, however, does not rule out the possible contribution of

solar radiative heating variability for the longer-term climatic
time scale.

As even ardent advocates of sun-weather relationships con-
cede that energetic considerations are a formidable barrier to

a direct effect of variable solar radiation on weather, it is usually

argued that solar variability acts as some sort of triggering

mechanism in the atmosphere. Monin (1972) pointed out that
a triggering mechanism can only be effective if the atmosphere
is in unstable equilibrium near a potential energy maximum

so that a small external perturbation can cause a large change
toward a stable state of potential energy minimum. However,

internal hydrodynamic instabilities such as barotropic and baro-
clinic instability, which operate on the s ynoptic scale, an(,' con-
vective instability, which operates on the cumulus cloud scale,

assure that the atmosphere never deviates far from a stable

state. The crucial point is that there are many  inte rnal processes
that quickly release any incipient instability so that no external
triggering mechanisms are necessary to explain the atmo-
spheric instability.



Weather Variability

'	
L
	I,

.Q,

	

n 	i

^	 )	 ^,	 r YY•	 +,	 i

	

• - •is«`:,,

2V. I 

	

1 ;RV{''l't

•, ,4
r,

H `fit

....................r,

L

3.57
.

H

t	 ?ii:7 i	
s, H

^r, :	 N,:

FIGURE 3.2 Variance of kinetic energy per unit mass associated with
the meridional wind component of traveling weather disturbances.
Note the high intensities in the Atlantic and Pacific jetstream regions.
Units are m2/sec2 (after Blackmon et al., 1977).
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MESOSCALE DISTURBANCES

The focus in the previous section was on synoptic-scale dis-
turbances that have characteristic horizontal scales of a few
thousand kilometers. The distribution of precipitation, which
is the weather element of most interest to the general public,
tends, however, to be organized on horizontal scales from 10
to a few hundred kilometers. The development and mainte-
nance of such so-called mesoscale features is not satisfactorily
understood at present. Convective processes are known to play
an important role in many mesoscale disturbances, especially
those that produce heavy precipitation, It appears that meso-
scale disturbances can modify larger-scale (synoptic) distur-
bances on time scales of less than a day, Cumulus convection
is the sort of "fast" physical process that might provide a link
between solar variability and short-term weather variability.
Again, though, a postulated link of this type must depend on
some physical mechanism through which the sun could influ-
ence cumulus convection. The most plausible type of physical
process that might be involved would be a process that modified
the cloud microphysics. Weather modification experiments have
indeed shown some evidence that manipulation of the cloud
microphysics can create strong perturbations in the heat and
mass fluxes in individual cumulus clouds. However, there is
little evidence for any significant synoptic-scale response,

PREDICTABILITY

In recent years, dynamic forecast models have been used in a
number of studies that clearly elucidate the importance and
range of weather variability due to internal atmospheric pro-
cesses. Such forecast models use numerical approximations to
the basic equations that govern the motions of the atmosphere
(i.e., mass, momentum, and energy conservation equations) in
order to predict the evolution of velocity, pressure, and tem-
perature fields, starting with a given initial state, Sophisticated
forecast models may include many physical processes, e.g.,
solar and terrestrial radiation, clouds and precipitation, bound-
ary-layer friction, interaction with topography, air—sea transfer
processes, and parameterized small-scale turbulence pro-
cesses, However, no forecast model has to date included any
influences of a variable sun.

Although a proper representation of the various physical
processes listed above is required if a model is to duplicate the
observed climate, the short-range evolution of a given initial
state is largely determined by basic dynamic processes, e.g.,
the advection of disturbances by the horizontal wind field.
Because of unavoidable errors in the measurement of atmo-
spheric variables and the inability of the observation network
to resolve small scales of motion, there will inevitably be errors
in the determination of the initial state. As a forecast proceeds,
the natural tendency for instabilities to arise coupled with the
inherent nonlinearity of atmospheric motions will cause the
errors in the initial state to amplify and gradually affect the
large scales of motion, so that the forecast will increasingly
depart from the actual flow evolution.

One estimate of how this error growth establishes an upper
limit for the inherent predictability of the atmosphere is shown
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FIGURE 3,3 Growth of the root-mean-square 500-mbar (50-1cPa) height
error in meters as a function of the forecast period. The root-mean-
square error is computed by taking the difference between observed
and forecast heights at each grid point and squaring them, averaging
over all grid- points, and taking the square root (figure courtesy of C.

E. Leith),

in Figure 33. This estimate has been obtained by running
pairs of "forecasts;" starting with slightly different initial states,
Results from a number of such studies indicate that the dou-
bling time for small random errors in the height of the 500-
mbar pressure surface (a common measure of large-scale me-
teorological conditions in the midtroposphere) is about 3 days.
Thus, the theoretical limit for useful predictions of the synoptic
scale is about 1 to 2 weeks.

Actual predictive skill with present models is, as shown in
Figure 3.3, much less than the theoretical limit imposed by
inhereu error growth. Both observation and analysis errors in
the initial data may contribute to forecast error, but the primary
sources of error in present models are believed to be due to
model imperfections (Leith, 1978). As can be seen in Figure
3.3, the initial rate of error growth in present models is much
greater than that of a perfect model. Furthermore, it turns out
that the error growth is substantial at all scales from the plan-
etary-wave scale down to the smallest resolvable scales.

Errors in present models may include numerical ones cause
by inadequate representation of the continuous fields by finite
numerical approximations as well as physical errors resulting
from inadequate treatment of various physical processes. Ac-
cording to Robert (1976) the greatest error source in present
models is inadequate horizontal resolution, (Current models
typically represent the meteorological fields on a three-dimen-
sional grid of points separated by distances on the order 300
Inn in the horizontal and 3 km in the vertical.) Of the various
physical processes involved in weather disturbances, mountain
effects and precipitation were cited by Robert (1976) as the
most important error sources. Radiative heating operates too
slowly to have a significant, direct influence on the short-term
error growth.

Considerations of both theoretical and actual predictability
are essential to a discussion of the possible role of solar vari-
ations on the weather time scale, As has been emphasized,
internal dynamic processes (instabilities and nonlinear inter-
actions) produce rather rapid divergence of two initially very
similar atmospheric states; This type of error growth is an
Inherent feature of turbulent fluids and cannot be reduced by
better formulation of the external physical forcing (e.g., in-
cluding solar variability), However, more importantly, state-
of-the-art models have a rapid initial error growth that is much
greater than the theoretical limit. The poor performance of
numerical models on time scales of only 291-36 hours is probably
due to both numerical and physical shortcomings, However,
of the various physical processes that might be solar related,
only convective precipitation has the fast response required to
be a significant factor on that time scale.

Individual convective cells cannot be explicitly resolved in
forecast models but can only be represented statistically in
terms of the large-scale forecast fields that are thought to con-
trol convection (i.e,, vertical velocity and humidity), Current
parameterizations of moist convection are rather crude and do
not incorporate any explicit influences of the various cloud
microphysical processes that might be affected by solar varia-
bility. However, there is at present little evidence that mod-
ification of the cloud microphysics (the basis of most weather
modification efforts) would have any significant effect on syn-
optic-scale motions.

In summary, it seems that even if some subtle influence of
solar variability on short-term weather processes were to be
proven, the consequences of such a connection for operational
forecasting would be small for at least two reasons; (1) only a
tiny part of the total weather variance could possibly be solar
controlled and (2) current forecast models have large rates of
error growth because of ;mproper handling of first-order phys-
ical and numerical effects. Inclusion of subtle second-order
effects would not significantly reduce such errors.
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INTRODUCTION

Climatic variations (or fluctuations) might be said to begin where
day-to-day weather variations leave off. Madden (1976) and
others have noted that there is no clear boundary between the
two types of variations but rather a gradual blending of weather
into climate as increasingly longer time spans are considered.
For purposes of this discussion, let us examine the temporal
fluctuations of such elements as pressure, rainfall, or wind on
all time scales longer than a few days, In so doing, we exclude
the direct effects of the recurring, familiar cyclones and anti-
cyclones of midlatitudes whose movements bring the most no-
ticeable local weather changes.

Week-to-week fluctuations and fluctuations over longer pe-
riods are considered first, and we will continually question
whether the statistical variability that occurs can simply be
assigned to random combinations of daily weather sequences.
Most of the physics of such daily sequences are fairly well
understood; therefore, only an excess of variability—truly cli-
matic variability—must be explained by reference to some longer-
term atmospheric or outside mechanism.

Finding concentrations of significant extra variance tied to a
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narrow range of time scales is also of interest; exact cycles of
periodicities would produce the most extreme concentrations,
but such cycles (other than the annual march of the seasons)
are in fact rare, weak, and hard to detect amidst the general
irregularity. However, broad peaks of excess variance do some-
times appear in spectral diagrams (see Figure 4.8) calculated
from long-term data records and perhaps signaling the exis-
tence of quasi-periodic variations in those records or at least
showing a general tendency for the atmosphere to organize its
fluctuations in certain favored ranges of periods.

As time scales of decades and longer are considered, random
variations generated by the Earth's whole climate system rather
than the atmosphere alone assume the background role in the
spectral diagrams, somewhat in analogy to the role of daily
weather variations in spectra focused on shorter periods. Spikes,
peaks, or broader humps of seemingly excessive variance in
any particular range of periods are judged against that more
inclusive background.

Our account, inspired by Mitchell's (1976) general synthesis,
relies primarily on fluctuations within the directly measured
meteorological record of the last three centuries. Variations of
less than a year, interannual variations up to a decade, secular
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variations front a decade to A c•c•ntury, and tilt- long swings of
climatic change up tit 100,0011-year range• are examined.

FLUCTUATIONS WITHIN A YEAH

When examined at any one moment, tilt- atmosphere shows a

distinct nrefervoc • firr certain spatial scales of wind and Weather,

largely dictated by the distribution of land and sea. In heating

and soling, a crd by its own instabilities as a fluid moving un
a rotating sphere. It would divert our dis cussion too greatly to

attempt a serve% of thi-, kind of organization, but one aslxYt

should be singled out: tilt- predominance of A continental  or
even larger scale in the movements of the great bulk of the

air. Much of the energy of the winds resides lit zonal

westerlies aid easterlies—flows parallel to tilt- Earth s latitude

circles that van' with latitude and height but not with longitude.

Much of the remaining energy is contained in just a le% long

wavelike variations of slx •e•d and direction along these currents.

Figure 4.1 shows how rapidly the contribution to the total wind

ene rgy falls ofl'with increasing hemispheric wave nomber after

the first six harmonics have been accounted for.

Wind variations oil scale no larger than that corresponding

to 4-5 waves around tilt- hemisphere are mainly connected to

the atmospheres " •tither-Ix•arimg dislurhances. Such distur-

bances form, move, and disappx •ar rapldh enough to he fillered

out by averaging over a week or more lit comtruc •tion of
charts (see Figure 4.21 Here we sec a combination of two

midatm ospheric contour patterns firr January 1977. 7M-mbar

preys—mire heights and departures of those heights from tilt- 194

1970 mean or "normal. •• Such departures are commonly called

anomalies. -Ile• monthly average winds run appro yimatels along

the contours in the direction that keeps lower heights to the

left and at a speed proportional to the closeness of the lines.

The pre• sathng weather anomalies firr the px• riod are strengh

associated with—though not entin• ly determined hs—the lo-

cation, orientation, and strength of tilt- anomalies of the general

flow. During Januan' 1977, for example, the American Midwest

experienced extreme cold.

Anomaly patterns of circulation retain a regional or conti-

nental scale, though with reduced intensity , when averages are

taken over longer durations like seasons or years. or over clus-

ters of months, seasons, or years. The eirc• ulatiou anomalies

c•ate be decomlosed mathematic•al1% into combinations of a few

building blocks, complementar y patterns or principal compo-

nents whose intensities van' ill(] •pendt-ntl: of each other over

time. Only fi-h such components will usually account for two

thirds of the total variance of a long series of* maps. Tilt- re-

maining variance has the • character of noise.

Even the large-scale, Statisticall y significant principal com-

ponents of file anomalies Shown in Figure 4.2, however. cannot
Ix• assigned unambiguously to the categor y of short-teen cli-

matic fluctuations. A large part of the tenrp oral variability of

thus^ components might be clue to the random grouping  to-
gether of daily weather variations, and only tilt- residue can Ix•

called climatic variabilit y of ^ climatic signal."

The question of the amount of climatic signal in global-scale

patterns or their principal eompone •nts has not Net beco in-
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FICURE 4 1 Kinetic energy spectra at W 1 mbar and 50' I^ firr the
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px•rinmion of the American Meleondogical Sot-irt,r).

vestigateYd. However. Madden (1976) Showed that  local monthh

level pressures exhibit little or too climatic signal over much of

lilt- temperate zone of tilt- northern hemisphere. Results Irum

this kind of analy sis, however, may he ezpx•cte•d to differ from

other meteorological elcmentS—h nlpx rrtvre, rainfall, wind,

-loudiness, and so on.
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The part of the variability of time-averaged weather data that

is not climatic• signal is called climatic noise. Being pnxluc•e•d

by effectively random collections of daily weather sequences,

it becomes unpredictable as soon as the predictability of daily

weather fades away. How quickly does this haplx • n? lhe•ory

and some computational experiments imply that direct calc•u-
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lations of daily weather variations based oil theory and

measured starting conditions cannot be expected ever to extend

uselully Ileyond 2-3 weeks. Such calculations are presently

acceptable for only a week. For any time lx• rio d beginning a

few weeks in the future then, the climatic noise component

of the variability will not he predie tabl e from measured con-

ditions at time zero.

Clin^ atic noise will alur remain impervious to prediction from

observations of external influences, such as sAar variations.

whirl, might act on the dynamics of daily weather variations.

711re day- by -(buy consequences more thane a fe •w weeks after the

Action of external influence will indeed he different than if

that action had not occurred but not predictably so. TherefOre,

as only the nearly inune•diate• atmospheric consequences of an

external event may be predicted Irom that event, only an ex-

ternal event that is itself predictable beyond it few days can

have predictable climatic consequences. lliose consequences

will Ix• found in the• chinatic signal, not the climatic noise.

Although time-averaged weather data can Ire tested for the

presence of a climatic signal amidst the noise, isolating and

describing the specific signal (or signals) requires further analy-

sis. The computation of variance slx•c•tra, which display the

contributions of narrow hands of oscillator-, frequency to the

total variance of a time series, provides a useful basis. Man%

such spx : t-a have been computed from atmospheric records

made up of daily observations, and from them we may derive

a tentative picture of the tenuloral stroctur: • of the• shortest

climatic variations, those occurring within a year but lasting

longer than 3,5 clays.

The most striking fact afoot fluctuations whose variance rises

signific•antl above the general noise level is their preference

for px• rio ds of 1-4 weeks. For the most part, however, these

fluctuations are not found in individual station records. Thc•y

show up instead in certain aspects of the ati osphere•'s global

circulation—in the translxxts, transf mnations and general Iev-

cis of energy, and ur the general configuration of the zonal

westerlies and easterlies and their wav y disturbances.

Some important facts about those global-scale fluctuations

have recent1% been established. For example. the energy of

the upper-level westerlies encircling the temperate latitudes

of the southern hemisphere has a detectable pulse of about 3

weeks; in the northern hemisphere the pulse runs a little slower

(about 2-f clays) and affects onl y the wave disturbances in the

flow 
and 

the temp eniture gradients across it but not the strength

of the average current mother som e what quicke r pulse of

about 2 weeks also can be firund in the strength of the waves

in the northern hemispheres up:pxr-level westerlies, and a

weak trace of loth pul •.vs can he found at ground level if the

winds are averaged along complete latitude circles. All these

fluctuations (or vacillations) in the atmosphere's global flow are

believed to arise from internal instabilities of its d y namics, i.c.,

from overshooting and co mp ensator y relaxing of the processes

of converting potential energy to the kinetic energy of wave

notions. and from px • riodic•ally intensifying, destabilizing the

breakdown . rf the westerly currents into which the wave mo-

tions feed their energy (ffunt, 1978).

Another kind of partial breakdown o/ the westerlies, ling

known to forecasters as bloo • king, occurs regionally. The west-

N.
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erly currentat some longitude meanders and splits, deflecting
storms both north and south of their usual paths and, because
of the general weakening of the flow, allowing them to decel-
erate. The split may remain more or less stationary, move
downstream (eastward), or, more typically, upstream (west-
ward) across oceans and continents, It usually lasts 1-3 weeks,
occasionally longer (see Figure 4.3),

Fluctuations of 1-4 weeks are not confined to the tropo-

sphere, the weather-producing layer of the atmosphere below
8 miles altitude. The winds of the Arctic stratosphere carry
heat poleward at a rate that tends to rise and fell every 1-3
weeks, and the winds and temperatures of the tropical strato-
sphere exhibit a 2-week oscillation, These fluctuations also have
been ascribed to the atmosphere's internal dynamics, to free
resonances, and to interactions among wave motions in both
the stratosphere and troposphere.

Because a whole latitude zone of the atmosphere fluctuates
in the ways we have described, through processes not fixed to
particular longitudes, clear traces of the fluctuations need not—
and generally do not—appear in records taken at fixed points.
When one does, as in the 4-week pulse detectable in the winds
and temperatures measured above the stationary weather ships
of the North Atlantic, great uncertainty unavoidably remains
in assigning the effect to any particular process (Hartmann,
1974),

The range of periods beyond 4 weeks but less than a year
appears—by comparison with shorter periods—notably lacking
in oscillations of any particularperiods and in clear concentra-
tions of variability in a range of periods. Only three exceptions
stand out against the background of fluctuation at all periods
that we have called climatic noise, One is a pulsation of 6-7
weeks in tropical pressures and zonal winds (see Figure 4.4),
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FICURE 4.3 Persistence of blocking action in the Atlantic area, the
straight-line frequency graph shows the distribution by duration of 82
cases of: Atlantic block development. Cases (4 ;.percent) with periods
longer, Than 34 days are not shown (from Rex, 1950).
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FIGURE 4A Variance spectrum of the 150•nibar zonal wind of Nai-
robi (1°10' S. 36'55' E, 1600-m elevation). Ordinate is linear  and ab-
scissa is linear with respect to frequency (from Madden and Julian,
1972, reproduced with permission of the Ai-nerican Meteorological
Society).

It is produced by a sequence of widely separated rising and
sinking cells and connecting winds moving slowly eastward
from the Indian Ocean; intensifying over Indonesia, and then
dying away as they appe'oach South Aineri4 a and the Atlantic..
Another exception is the 9-week variation in Arctic and Ant-
arctic pressures that marks a direct shift of atmosphere mass
from one polar region to the other (Shapiro and Stolov, 1970).
The third is a semiannual oscillation usually associated with the
normal annual cycle of the seasons or with some longer-period
oscillations,

Aside from these oscillations, there is also more persistence
in U.S. seasonal temperatures over spans of half a year than
could be accounted for by climatic noise (Namias, 1978), This
effect can probably be attributed to the influence of other parts
of the climate system, such as the upper ocean, that vary more
slowly than the atmosphc-text.

FLUCTUATIONS OF BETWEEN A YEAR
AND A DECADE

Because of the overwhelming dominance of the annual march
of the seasons in most meteorological records, fluctuations with
periods near a year are intrinsically hard to detect. One that
has been clearly separated from the annual cycle is a significant
oscillation of 11.6 months in the sea-level zonal index of the

northern hemisphere's temperate latitudes (see Figure 4.5).
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FIGURE 4 . 5 Periodogram for frequencies f = 1 to f = 50 for the
departures of the index from the monthly normal for the years 1899-
1939 (from Brier, 1968, reproduced with permission of the American
Geophysical Union).

The zonal index, calculated from the average pressure gradient
across latitude circles, estimates the average strength of the
zonal westerlies close to the Earth along those circles. The
period of this oscillation of the zonal index corresponds closely
to a period of maximum mutual reinforcement of the lunar and
solar-gravitational tides, called the tidal year. The physics of
the r,.nrrespondence, however, has not yet been iovesigated.
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The strongest regular fluctuation of between a year and a
decade is the 2 . 1-year quasi-biennial oscillation (QDo), which
almost completely controls the variations of the winds of the
tropical stratosphere (see Figure 4,6), Weaker echoes of this
pulse have been found in many records outside the tropics

(Figure 4 . 5) and below the stratosphere (Landsberg et at., 1963),
and they may also exist in the variations of the atmosphere's
overall potential and kinetic energy. The QDo itself and a com-
panion semiannual oscillation of the upper stratospheric winds
are thought to be excited by wave energy pumped up from
below (Wallace, 1973), but some of the apparent echoes at a
distance might arise instead from negative-feedback interac-
tions with the powerful annual cycle (Brier, 1978, Nicholls,
1978).

Besides the QDo, the most notable climatic fluctuation in the
range from a year to a decade is the Southern Oscillation, which
was discovered by Sir Gilbert Walker more than 50 years ago.
Its clearest manifestation is in the movement of a great mass
of air back and forth between the East Indies, near the equator,
and the East Pacific, somewhat south of the equator (see Figure
4.7). The Southern Oscillation is not periodic; it tends to be
completed in about 3 years, but may easily last as long as 7
years or as briefly as 2, Weaker branches of the oscillation have
been found elsewhere in the tropics, and there are also pressure
responses in the higher latitudes of both hemispheres. Mete-
orologists and oceanographers are now pursuing connections
to tropical rainfall, the trade winds, the Pacific Ocean's bound-
ary currents and equatorial currents, and even weather and
winds in the midlatitudes. Although the physics of such a large
and pervasive climatic phenomenon are far from being estab-
lished, theoretical modeling simulations suggest that energy
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FIGURE 4 . 6 Mean zonal wind components (30-mbar) at Canton Island, Canada, on a monthly basis. Components toward the East are positive
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FIGURE 4,7 Schematic map shoving isopleths of correlation of monthly mean station pressure with that of Djakarta, Indonesia (Dj) (from Julian,
and Chervin, 1978, reproduced with permission of the American Meteorological Society),

exchanges between the upper layer of the tropical Pacific Ocean
and the air above play a central role (Julian and Chervin, 1978).

In contrast to tropical records, midlatitude station records
of temperature and precipitation do not seem to offer much
evidence of major regularities in their fluctuations over a year
to a decade other than perhaps the QBO (Madden, 1977; Wil-
liams, 1978). There is some persistence of summer tempera-
tures from year to year, but otherwise it is largely climatic
noise that rules the individual series. Taking a cue from the
findings in the range of 1-4 weeks, we should perhaps turn
again from local data to the whole atmosphere's circulation and
'energetics in search of clear signals, Global energy levels and
rates of transformation are known to vary substantially (as much
as 50 percent) from one year to another, but unfortunately the
record of measurements, being only a decade long itself, cannot
yet provide answers to our search.

There are somewhat longer records of tf c, sudden mid-winter
warming of the stratosphere that occurs in some years and not
in others, but—again—there are too few instances to establish
a pattern. This phenomenon, once attributed by some mete-
orologists to solar impulses, now seems more likely to be the
product of a dynamic instability in the stratosphere set off by
the intense amplification of a long-wave pattern in the west-
erlies of the troposphere below (Schoeberl, 1978).

Global average temperatu4'es also vary irregularly within each
decade. Although the individual annual values are plagued by
too much uncertainty t? support firm conclusions about the
existence of regular fluctuations, part of the irregular differ-
ences among years can be assigned (Mass and Schneider, 1977)

to an external physical cause, such as dust from volcanic ex-
plosions. The direct effect, a cooling of 0.2-0.3°C, seems most
pronounced in the year or two following each incident.

FLUCTUATIONS OF BETWEEN A DECADE
AND A CENTURY

In looking for regularities in climatic .fluctuations that span
decades to a century, the utility of directly measured mete-
orological data is exceeded. Because most local records are
themselves too short to yield credible estimates of statistical
regularities, combinations of data in spatial patterns—so im-
portant for seeking subtle effects—are almost entirely ruled
out.

Gordon Manley's careful reconstruction of three centuries
of air temperatures in central England provides a record long
enough for getting a birds-eye view of the whole range of
periods. Figure 4.8 shows an analysis of the amplitude of the
fluctuations by bands of frequency (scale below) or period (scale
above). Only two peaks emerge strongly enough from the es-
timated noise level (lowest smooth line) to gain a fair degree
of statistical significance. One, at the short-period end, is clearly
the familiar 2.1-year QBO signal. The other, oppositely placed,
is highest at about 100 years, but the low resolving power of
the analysis fbr such long periods forces us to treat this as a
uncertain location. A somewhat less impressive peak at 3.1
years may well represent an echo of the Southern Oscillation,
but directly comparative analysis using cross-spectra would be
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FIGURE 4.8 Variance (power) spectra of annual means from 1660 to 1969 of Central England air temperature •(from Schonwiese, 1978, with
permission).

needed to prove it, Even closer study would be needed to
associate the next most prominent peak (22-25 years) with the
solar-magnetic cycle of sunspots of about 22 years.

One lesser peak in Figure 4,8, at about 14 years, may have
some connection to an unremarked feature of Figure 4.5. The
spike at 162 months (13,5 years), like the one at 11.6 months,
seems to be associated with a periodicity of maximum lunar
and solar , tidal force, in this case a maximum that repeats at
exactly the same time each year.

The central England record can be combined statistically
with a number of others to give an estimate of northern hemi-

sphere temperature fluctuations since 1579 (Croveman and
Landsberg, 1979). Spectra computed from this record also show

significant Q13o and 100-year signals as well as several in the
neighborhood of 3 years, but none around 22 years.

The conventional type of spectrum analysis that produced
Figure 4.8 serves well in delineating strong, broad signals against
a background of noise, but a newer variant, called the maxi-

mum-entropy method (MEM), is gaining favor for the resolving
power it brings to the search for weak but sharp signals. In

Figure 4.9, MEM was used to find a counterpart to the solar-
cycle signal in North American annual average temperatures.

Since most of the available records spanned less than a century,
the uncertainty of each individual analysis was compensated

for by combining the results of many analyses in this diagram.
Students of climatic history are becoming ever more ingen-

ious in devising stratagems to overcome the brevity of their
meteorological data series. This is done most often by deriving

long proxy or substitute climatic series from biological, geo-
chemical, or other environmental measurements of the re-

I

FIGURE 4.9 Line-count histograms kom the
226 global spectrums and the North American
subset (78 spectrums) for two prediction error
Filter lengths. For North America, lines cluster
at 10.5 years in 63 percent of the spectrums,
which is suggestive of a solar -cycle signal in
the temperature data (from Currie, 1974, re-
produced with permission of the American
Geophysical Union).
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sponse of natural processes to climatic variations. One of the
most useful natural records is the width of annual growth rings
in long-lived or well -preserved trees, Statistical calibration of
a collection of tree-ring records against recent rainfall data
enables climatologists to reconstruct long drought series, A
three-century sequence of annual indices of the areal extent of
drought in the western United States has now been calculated
and shown to contain a substantial 22-year cycle (Mitchell et
al., 1979). The effect seems strong enough to be of ,practical
importance for prediction if it can be located somewhat more
precisely by region and season.

Although the meteorological records around the northern.
hemisphere are too short to yield a geographical pattern for
the century-long swings that appear to exist in both hemi-
spheric and central England mean temperatures, they can still
be combined to depict the pattern of major trends over the
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winter temperatures from the 30-year means for 1890-1949 and 1942-
1972 (from van Loon and Williams, 1976, reproduced with permission

of the American Meteorological Society).
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last 100 years. Southern hemisphere data are too sparsely dis-
tributed, however, for such uses.

On the largest scale, the estimated mean temperature of the
northern hemisphere had (underlying its shorter fluctuations)
a rising trend of 0.6°C from the late 1800's to about 1940,
followed by a falling trend of about equal slope that .has since
compensated for a little more than half of the earlier rise.
Although detectable at some lower and middle latitudes, these
trends (see Figure 4.10) have been predominantly concentrated
in and near the Arctic in all seasons except, summer. Further-
more, they have varied regionally on grout the same scale as
does the lower atmosphere's wind and pressure fields, whose
recent winter decadal anomaly pattern is mapped in Figure
4.11.

How might these trends have developed? The lower atmo-
sphere pumps heat toward the poles by means of regional
horizontal circulations on the scale of that in Figure 4. 11, at a
rate depending on the strength and placement of those cir-
culations. During the warming period before 1940, the rate of
pumping (calculated from station temperatures and from low-
level winds estimated from pressures) was significantly greater
at the margins of the Arctic than it was during the subsequent
period of cooling (van Loon and Williams, 1976),

Because of this finding, it may no longer be necessary to
automatically invoke such external influences as solar varia-
tions, volcanic-explosion frequencies, or humanly generated
changes in CO2 and airborne dust to explain these particular
trends. One recent simulation test by a theoretical climate
model even implied that random, natural variations of the heat-
pumping mechanism could produce equally large hemispheric
temperature changes and trends (Robock, 1978). However, the
same study also found that volcanic dust effects could have
acted through radiative processes and the heat transport mech-
anism to produce large parts of the recent hemispheric tem-
perature trends. Further calculations (Robock, 1979) suggest
that volcanic dust helped produce not only the irregular fluc-
tuations of northern hemisphere temperature over the last 400
years, but also the recent trends. Clearly, much remains to be
done to determine the physics of the climatic trends of the last
century.

Other trends may be associated with the northern hemi-
sphere temperature trends shown in Figure 4.10. Some sup-
port, at least in sea-level pressure charts, can be found for the
idea that short-period variability and the frequency of extreme
events should decrease as the Arctic warms and increase as it
cools. This response is expected to occur through a lessening
of wind-energy generation in storms that develop along a zone
of weakening temperature contrast between the Arctic and the
midlatitudes and, conversely, through increasing energy gen-
eration by the storm development along a strengthening tem-
perature contrast. Figure 4.12 shows that the frequency of

extreme 5-day pressures over a strip of the North Altantic and
western Europe did gradually drop to a minimum around 1940
and tended to increase thereafter but only within the context
of strong shorter fluctuations that mask the statistical signifi-
cance of the slower variation. In England, 5-day rainfall and
temperature variabilities have been unaffected, however, by

t

•	

E
r



61Climatic Variability

^+ .r u^ .rr r r ^ .^

-t

L .r r

L N

L .r ..
L L-

•̂ r

Nr 1 ti

-^Nr

r
1

f ^

N

L-^ Nr N ^
,.

Ny

-\

^ L.r
M

o
o

N,^r ,^M „w M M

FIGURE 4.11 Seasonal 10-year mean, 700-

mhar height for winters of 1968-1969 to 1977-
1978 (from NoAA C l 'matic Anal ysis Center).

the larger-scale pressure pattern changes. In contrast, the fre-

quency of extreme seasonal weather in England shows no con-

sistent correlation with the northern hemispheres major  tem-

perature trends (van Loon and Williams, 1978).

There also seems to he more irregular variability in the climatic

record over periods of several centuries than might be expected

from random combinations of shorter-term fluctuations (Kutz-

hach and Bryson, 1974).

FLUCTUATIONS OF BEYOND A CENTURY

As we seek to establish the characteristics of the variations

lasting longer than a century, instrumental records are dis-

carded. Their replacements, historical documentation over the
last 100(1 years (Ingram et al., 1978) and the proxy records such

as tree rings, ice layers, fossil pohen, glacial positions, lake and
ocean sediments, and shorelines (U.S. Committee for the Global

Atmospher;c Research Program, 1975; Fritts et al., 1979 re-
quire painstaking analysis, chronometry, intercomparis, ., and

calibration to elicit a readable picture of the climatic i .,st.

Within the last million years, only four dominant regular

oscillations are recognized: the great ice age: swings of about
100,000, 40,000, and 20,000 years (see Figure 4.13) and, within

the 10,000 years since the last glaciation, an apparent rhythm
of about 2500 years in mountain glaciers and tree lines (U.S.

Committee for the Global Atmospheric Research Program, 1975).
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FIGURE 4.12 Number of grid points (per 5-year period) at which
standardized anomalies of pentad mean pressure exceeded 2.5 standard
deviations (from Ratcliffe et al., 1978)
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A classic theory based on variations of solar heating controlled

by slow changes in the Earth's orbit has once again taken the
central role in explaining the onset of the great glaciations
(Imbrie and Imbrie, 1980; Suarez and Held, 1979). The lesser

fluctuations of the paleoclimatic record could have been pro-
duced by climatically external factors such as volcanism or solar
variations, but they may have arisen largely as a consequence
of climatic internal-feedback interactions among the atmo-

sphere, oceans,, and snow and ice cover. In such an internal

process, the quickest fluctuations could act as essentially ran-
dom forcing for the slower ones (* itchell, 1976; Hasselmann,
1976; Kominz and Pisias, 1979). h !sessing the contribution of

DONALD L. CILMAN

any external factor to the interglacial fluctuations requires,
therefore, not only a careful comparison between the external
and internal irregular variations but also a physical hypothesis
or model to guide and sharpen the comparison by suggesting
subtle internal climatic responses to look for and critical tests
to perform,
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INTRODUCTION

The Russian meteorologist A. S. Monin (1972) stated that a
connection between the Earth's weather and fluctuations in
solar activity "would be almost a tragedy for meteorology, since

f :	 it would evidently mean that it would first be necessary to
predict solar activity in order to predict the weather." Moninq
himself saw fit to dismiss the collected evidence for the influ-
ence of solar activity on the weather, concluding that it "for-
tunately produces only an impression of successful experiments
in autosuggestion."

On the other hand, the Soviet Union's First All-Union Con-
ference on the Problem "Solar Atmospheric Relationships in

IF the Theory of Climate and Weather Forecasting," held in Mos-
cow in 1972, reportedly resolved that "... investigations ...
in the USSR ... make it possible to assert with assurance that
solar activity and other space-geophysical factors exert a sub-
stantial influence on atmospheric processes. Allowance for these
is of great importance in preparing weather forecasts."

In- the West, a widely circulated paper on sun=weather re-
lationships by King (1975) marshalled a striking array of pub-
lished and unpublished evidence that despite some caveats was
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interpreted as support for such relationships.. Other reviewers,
however, have noted many contradictions in the literature.
Tucker (1964) stated that "because of the inconclusive and
sometimes contradictory evidence surveyed, a serious consid-
eration must be whether the solar—weather relationship is likely
to be a profitable hypothesis to pursue in the future." He
commented that "much of the data has been handled badly
... land] investigators allowed preconceived ideas to affect
their judgment.... Nevertheless some of the evidence cannot
be dismissed...." Gani (1975) concluded in a wider clima-
tological context that "many of the arguments presented are
based on poor foundations.... There is very little statistical
analysis in the climatologists' work, and some of this is either
superficial or wrong."

The confusion in the literature may rest in part on a conscious
or unconscious shift in attitude toward placing the onus of proof
on'those seeking to disprove a solar activity—weather/climate'
link, in contrast to the traditional scientific attitude that an
hypothesis is only an hypothesis until it is proven beyond rea-
sonable doubt. Such a shift in onus of proof may well be ap-
propriate for the making of decisions under conditions of un-
certainty if the consequences of what statisticians term a type	q

1
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II error (wrongly rejecting a hypothesis that is in fact true) are
much greater than the consequences of a type I error (accepting
a hypothesis that is in fact false) (see Pittock, 1972), Such a
shift in onus of proof is a matter of value judgment that may
be appropriate to a decision as to whether a certain line of
scientific investigation is worth pursuing or supporting. If the
potential benefits of a successful theory :ire large enough (e.g.,
accurate seasonal climatic forecasts) even a hypothesis having
only a small probability of being true may be worth support
and investigation, Such value judgments must not, however,
be confused with scientific judgments as to whether a given
hypothesis is true, which must be decided on the basis of a
type I error assessment. For the sake of science the distinction
between these two types of error assessment must be con-

sciously and rigorously maintained,
In this chapter, which is In part a summary of a much longer

review (Pittock, 1978), we will outline some of the pitfalls in
the application of statistics to the problem, with illustrations
from the literature. We will then summarize our principal con-
clusions and comment on their implications,
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THE CONTEXT

Weather and climate are highly variable on all time scales, and
only a fraction of that variability can reasonably be ascribed to
sunspot cycles. For example, in Figure 5,1 the variance in 8
years of weekly measurements of the vertical distribution of
ozone has been resolved into components related to synoptic
weather variability and instrumental noise, to seasonal varia-
tions, to interannual variability, and to trend. The interannual
component exceeded 20 percent of the total variance in the
atmosphere only above about the 30-km level, and at no level
did the component due to trend (i.e., variability on time scales
greater than 8 years) exceed 4 percent of the total variance. If
we are interested in an 11- or 22-year sunspot-cycle-induced
signal in ozone distribution, we must examine only 4 percent
of the total variance, the other 96 percent being for our pur-
poses "noise." A similar situation arises in the case of many
climatic time series. This imposes severe limits on the statistical
confidence of conclusions drawn from necessarily limited data

r	 sets.
Climatic data tend to be highly correlated over large geo-

graphical areas, so there are severe limits to the extent to which
we can substitute data from more stations for longer time series

` as a means of adding statistically independent information. In-
stead of N stations reducing the uncertainty of any estimate by
a factor of (N — 1)-' 12 , we are limited in the case of many climatic
variables to as few as 10 or so independent pieces of information
on a global scale, in which case our uncertainty is reduced only
by a factor of about 3 no matter how many stations are used.

The variability of the solar constant over the sunspot cycle
is generally considered to be less than 1 percent (White, 1977),
although accurate, direct measurements of the solar constant
from satellites did not commence until 1975. The latter suggest
an upper limit of a few tenths of 1 percent may be more realistic..
Physical hypotheses for an effect on the weather therefore tend
to concentrate on "trigger" mechanisms of one sort or other,

02004006008001000
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FIGURE 5.1 Allocation of the total variance a2 (nbar2) of the ozone
partial pressure (nbar) over Aspendale, Australia (38° S, 145° E), be

-tween the time scales indicated. The vertical scale is ambient atmo-
spheric pressure (mbar), Note the small proportion of the total variance
in the longer time scales which could involve the single and double
sunspot c;xles (from Pittock, 1977).

usually considered to be driven either by the more variable
but energetically minute far ultraviolet radiation or by ionized
particle streams modulated by the solar-magnetic 'field,

Nearly all existing physical hypotheses have been proposed
to explain observed and supposedly significant correlations be-
twee;i solar indices (such as sunspot numbers) and climatolog-
ical data series. These correlations have occasionally been used
to make predictions but unfortunately they have not been sub-
ject , to independent and critical tests. Consequently, most of
the literature must be assessed in terms of the true statistical
significance of observed cycles or correlations. It is, again, an
unfortunate fact that statistical tests of significance, unless the
evidence is unambiguous and overwhelming, are hedged about
with assumptions, qualifications, and uncertainties that make
such purely statistically based conclusions suspect. One has
on:y to consider the problems posed by data selection (whether
conscious or unconscious, in space or in time), autocorrelations,
smoothing, and post hoc hypotheses to realize that a serious
difficulty exists,

STATISTICAL PROBLEMS

Different statistical methods differ greatly in their ability to
identify recurrence intervais within, and to describe the prop-
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erties of, a given data set, Some sophisticated modern tech-
niques, such as the maximum entropy method and the non-
integer technique of power-spectrum analysis, may well give
precise descriptions of given data sets, However, there Is an
important distinction between such a description and the pre-
diction of the properties of another data set from the same
population. Methods that give a more detailed and sensitive
description of one data set do not necessarily give a more
reliable prediction of the properties of another (see Mock and
Hibler, 1976),

Climatic data series are notoriously unstable in their statis-
tical properties, Le,, they tend to be not "well-behaved" and
to be nonstationary, A classical case in point is the data series
for water levels of Lake Victoria in East Africa, shown in Figure
5,2, Brooks (1923) found a remarkable correlation of this series
with sunspot numbers over the then known water record of
about 20 years. No doubt some sensitive modern techniques
would ascribe considerable power to a periodicity of about 11
years in this limited data set. Walker (1936), however, noticed
the breakdown of this periodicity into what looked like the
second harmonic. The heavy rainfall in 1961-1964 at Lake Vic-
toria led to a rise in the lake's water level of about twice the
amplitude :of the earlier oscillations with only a slow fall since,
There is also evidence of high lake levels for Lake Victoria in
the late nineteenth century and of other major excursions in
the paleoclimatic record.

The work of Bell (1977) clearly demonstrates the dangers of
assuming that correlations that appear to be highly significant
over short time spans are stable over long time spans. Bell
calculated correlation coefficients over sliding 15-year intervals
between various climatic time series and sunspots and found
fluctuations ranging from +0.5 to —0.5 over different time
intervals (see Figure 5,3). The use of different data intervals
in the various studies largely accounts for the contradictions
between various maps of surface-pressure differences between
sunspot maxima and mininia found in the literature and throws
the real significance of these results into question.

This problem is partly overcome (in the sense that the sta-
tistical significance of the results is appropriately reduced) by
making proper allowance for autocorrelations in each data series
using the formula given by Quenouille (1952) for the reduction
in the number of independent observations due to autocor-
relations. However, as the autocorrelation functions them-

A. BARRIE P17TOCK and RALPH SHAPIRO

selves do not appear to be stable, this is not a complete solution
even in this sense,

If, on the other hand, we suppose that the nonstationarity
is due to real changes in the climatic system and that these
ch, nges will alter the climatic manifestations of  variable solar
influence, the difficulty of establishing by statistical means a
solar variability—weather/climate link is greatly increased, The
nonstationarity of climatic time series calls for the development
of a statistical theory of nonstationary processes, not only for
the sun—weather problem but also for more general studies of
climatic variability, Progress toward such a theory has hardly
begun and may prove difficult.

The a posteriori selection of one data set considered to have
statistically significant correlations or periodicities from a much
larger quantity of data not showing these properties is another
major problem in interpretation, rive data sets in each 1W
independent sets might be expected to show any given cor-
relation or periodicity at the 95 percent confidence level purely
by chance. Such selection may be made unconsciously in the
choice of area, variable, or epoch for investigation on the basis
of a qualitative "feeling" that the given area is a profitable one
to investigate, It may also be conscious but only implicit, e,g.,
in the analysis of data for Rajasthan, India, which is an area
that was found to have a "significant" solar-cycle influence in
an earlier analysis covering the whole of India, In the earlier
analysis in question, data from 105 stations were first broken
sip at each station into six time series of seasonal distribution
parameters, after which power spectrum analyses were per-
formed on the resulting 630 sets of variables. Twenty-six cases
in which an 11-year periodicity was significant at the 95 percent
confidence level were found, Thus, l in 24 cases was significant,
a result that is close to the 1 in 20 expected purely by chance.
Similar criticisms can be leveled at various other analyses where
"significant" effects have been found in just the proportion of
the total data field that one might expect by chance.

"Apparently unjustified selectivity" of data has been alleged
by Pittock (1978) in relation to a superficially impressive paper
that reported apparently highly significant correlations be-
tween mean zonal annual precipitation series in the northern
hemisphere and an index of solar activity. Both Pittock (1978)
and Gerety et al, (1978), using the same methods on larger
data samples, obtained substantially lower correlations.

King's review paper (1975) contains a number of impressive

FIGURE 5.2 Water level in Lake Victoria
from 1899 to 1973 as measured at the Jinja

,	gauge (height in meters). Note the apparent
j	nonstationarity of the data set; see the dis-

cussion by Rodhe and Virji (1976). E
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FIGURE 5.3	Variations of the correlation t s
coefficient, calculated over moving 15-year in-
tervals, between the mean sea-level pressure 20

at the indicated stations in August and the 6
mean annual sunspot number, In each case 2;"0'5

the 15-year correlation coefficient Is for the 15
years following the indicated date. Note than
the correlation coefficients vary from +0.5 to
-0,5 over different 15-year intervals (after Bell,
1977).
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curves that show data for favorably selected time intervals, most
of which are highly smoothed, which improves the apparent
correlations in a manner similar to autocorrelation. For ex-
ample, as Pittock (1978) pointed out, King's Figure 3 depicts
rainfall at Fortaleza, Brazil, but includes only the more favor-
able half of the available data. As Pittock noted, King's plot of
central England temperatures in July includes only the data
for 1750 Through 1880, despite the availability of a series from
1659 to 1973; another plot, of the number of polar bears caught
in southwest Greenland, includes only the more convincing
half of the available record, Mason (1976) and Folland (1977)
have pointed out that a claimed correlation of the 11-year solar
cycle with potato yields in England for the period 1935-1959
does not hold over the longer period 1890-1935.

When data do not fit simple hypotheses it is tempting to
elaborate a hypothesis to better conform to the available data.
Thus, changes with time or from station to station in the sign
of supposedly significant correlations of climatic parameters
with sunspot numbers have led several authors to suggest that
the effect of sunspots is reversed when some critical sunspot
number is reached. The validity of such elaborated hypotheses
must be tested on independent data. Bell (1977) pointed out
that more recent data have not borne out one such hypothesis,

RESULTS ON LONG TIME SCALES (MORL
THAN 30 YEARS)

Climatic fluctuations that may be associated with orbital vari-
ations of the Earth (which change the latitudinal and seasonal
distributions of solar radiation) are not considered here (see
Chappell, 1973; Hays et al., 1976; Mason, 1976; Imbrie and
Imbrie, 1980).

Numerous authors have claimed to find evidence of sun-
related cycles in weather and climate, at a range of periodicities
from less than a year to thousands of years or even longer [see
the discussion by Khromov (1973), the summary by Shaw (1928),
and the recent tabulation by Herman and Goldberg (1978)].

There appears to be little consensus in these claims except that
many authors refer to quasi-periodicities around 11, 22, and
80-90 years. Direct verification of such quasi-periodicities, es-
pecially those as long as 80-90 years, is greatlyhandicapped
by the fact that quantitative observations with instrumental
measurements of both solar behavior and terrestrial climate
are available only for the past century or two.

Nevertheless, there is at least the potential for the devel-
op ^nent of various lines of indirect (proxy) evidence, of a more
or less quantitative nature, both for solar-activity variations and
for climatic variations over longer historical periods. Recent
work by Edd y (1976) and by Mitchell et al, (1979) indeed
provide tantalizing evidence that points in the direction of
possible long-term correlations between solar and climatic var-
iations. There is an urgent need to refine such proxy measures,
and to extend them in both time and space, to confirm whether
such correlations are robust and of clear statistical significance,

Evidence of long-term variations in solar activity has been
developed from historical sources by Eddy (1976, 1977) and
from carbon-isotope studies by various researchers (e.g., Da-
mon et al., 1978). The latter is based on the effect of solar
activity in changing the cosmic-ray flux incident on the Earth's
atmosphere, which is responsible for the production of radio-
active carbon-14. These radioactive atoms become trapped in
living matter, such as tree rings, where they decay slowly at
a known rate, Using long and accurately dated tree-ring series,
it is possible to allow for the decay rate and estimate the cosmic-
ray flux at known times in the past (Stuiver and Quay, 1980).
This can then provide an index of historical changes of solar
activity, with a resolution of the order of decades.

The widths of tree rings can be related to climatic variations
(Fritts, 1976) using instrumental weather records for calibra-
tion. These provide a means of estimating past climatic vari-
ations year by year, for as far back as dated tree-ring series

exist. The longest such tree-ring series now available date back
more than 9000 years. The University of Arizona's Laboratory
of Tree-ling Research has used this approach to reconstruct
the climatic record of western North America for more than
the last 5000 years, and the results show broad agreement with
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FIGURE 5,4 Carbon-14 Isotopic anomalies
(expressed in units of 8 14C o/oo) anti temper-
ature variations over the last millennium. The
814C values are 25-year averages, The tem-
peratures are Lanni s (1965) estimates for av-
prage annual temperatures prevailing in cen-
`tral England (from I)atnon et al,, 1978), The
8 1 4C values are thought to be all of solar
activity,

the Holocene record of glacial events (Denton and Karlen,
1973).

Other forms of proxy climatic data, notably lake varves con-
taining pollen that can be associated with varying climatically
RnSltive vegetative cover (see Webb, 1980), also have the
potential for providing long climatic time series, with a time
resolution of 50 years or better in some cases, ether isotopes,
notably cosmic-ray-produced beryllium-10, may also provide
proxy records of solar activity, indeed, lit>ry.lium-10 has- ad-
vantages over carbon-14 in that interpretatioYl of the results`
nifty be loss complicated by large storage terms that could
themselves be climatically sensitive, With the development of
improved techniques of Wass spectrometry using particle ac-
celerators (Arnold, 1978; Raisbeck et al., 1978) `it should be

possible tee measure beryllium=10 in ice cores such as those
from the Creenland ice; sheet. In principle, time resolution of
20 years is possible going back perhaps if}s years.

Preliminary results based on historical evidence of variations
iiij illllttr activity and on tree-rhig climatic reconstructions (Eddy,
1971; Mitchell et al,, 1979) are consistent with the idea that
IN Earth's climate Is generally cooler and wetter when 4he
sun i;R 1 1010tively inactive on a time scale of half a century or
more (see Figure 5A). This evidence principally involves a
eojH pJdpnPe between tht, Maunder Minimum (around 1645
1118) In iotol dlt'IivIty and the Little IC° Age, A much longet
tirair ,seriek- *ill be jt; ;Ppssary to establish such a re)ationsb'fp
with sts ^ tlNtieeal slgiilflt ttlev, It floes, however, suggest that the
tin Rigy not he aconstant star on this time scale, and tha( slow

vorlotloiIN If) (lief "Solar constant" (which are beyond the range
ol`:accurat'v and length of rpcord 4direct measurements) could
indeed biv occurring, €Ind' eontrihutitig to .climatic -variation.
EnergeticAlly this is moru4ittractive than sAir-induced climatic
variations do shorter fimu scales, as relatively ;large changes in
the solar input may be involved axrd their effects may in some
way be cumulative over many years.

Recent work ImyStmiver(1980) has' deed compared a record

of carbon isotopes from tree rings with various proxy climatic
records since about A.D. 1000 (see Figure 5.5). This study
yielded "negative" results in the sense that a relationship be-
tween the climatic time series and the carbon-14-derived re-
cord of solar change could not be confirmed.

RESULTS ON INTERMEDIATE TIME SCALES
(SINGLE AND DOUBLE SUNSPOT CYCLES)

A Review of the literature oil pressure variations
over the single and double sunspot cycles (Pittock, 1978) shows
that furious claimed variations are mutually contradictory and
generally not significant when allowance is made for autocor-
relations and spatial selection, As Bell (1977) pointed out, the
results call 	on which particular sunspot cycles are used
in the analysis.

Comprehensive recent studies on surface temperature var-
iations, notably that of Cerety et al. (1977), show no significant
relationships to solar cycles, with the exception of some weak
local or :regional relationships revealed by maximum entropy
spectral' analysis, None of these relationships, however, ap-
pears-to be sufficiently well defined to be useful in prediction.

Several comprehensive studies of precipitation data, notably
those by Rodriguez-Iturbe and Yevjevich (1968), Dehsara and
Cchak (1970), and Cerety et al. (1977) give negative results.
The exceptions are studies of Indian rainfall and that of Xan-

skis (1973), Goth of which claim significant results. The results
or° heformer are not significant when proper allowance is made
for a posf^_,riori selection of the results, whereas the latter was
not borne out when larger data samples were used (Gerety et
al., 1979,, Pittork, 1978). A series of papers on rainfall in south-
ern Africa do not appear to be based on long enough records
to have validity as a:basis for prediction, a conclusion reinforced
by the fact that fragmentary records for earlier years in the
same area reflect different behavior.



102 h

44

66

0 -28 01 b
•o 

-29

-30 0

Aawxsrrlrnt of Fridrne e

Correlation% have been claimed hetw •eee, thunderstorm K--

tivitv and %un%Fwl cycles 'llx se are Keneralh contradxtory.

or small and nonsiKnifk•ant The oolablr cvrrela(lun of +0.1111

claimed by Septer ;19::6) aril Brook * t 141 W for Sllx• rla was not

lAome out by Kleimenova A967). T1w stnnK correlation for

Britain cited by Stringfi • Ilow (1974) is in c •o ilbo-1 w 1th the results

of other surveys.

Correlations of ozone cemtent with volar cvt •le•s remain con-

trovemial Tlx • host comprt •hrnsive re•t •e • mt analysis by AIIKt-ll

aril Kurshover (1976) shows global variations of ozone with
solar variations to be "not  (141114- significant " Hill and Sheldon's

analysis (19751 of the An)sa total ounm • data (M12-19", 4),  whit li

has been said to have a solar<yclt- conelx)ne. , found diHercnt

ix• riodivities for the ozone and %un%imt series, with a cn)ss-

t •orrulatmll of the • two sent-+ %huwinK "no %iKnificant f:basr IAK

relatiOnship between then4

Claimed corre • latxx)s of sunspot nunlx• rs with tropolatiw

heiKht aplx•ar to Ix• based oil data, or art- muttmllp
tontradie •tory. Claimed evrre • IJt1O111 od othe • r 4-Iiinatk- variables

Willi sunspot e•veles are in Keneral e(1ually untonvirwinK, with

69

several eotnprehensi%r studies of river flows, tree-ring vents,

and %ar%rs KivinK negati%v result%

Be't •e n t results by Mitchell re at (1979), bas,d on tree-ring
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terns in !ale Prec•anrbriml Kl:x • Ial %mNes in Australia. If the sun

ca:. x • ass une •d to ha%t• had snutlar c •yc•lit•al Ix • haviur 6M) nl. y.
AKo and if the layers are in  lae •t annual, this pros ides u)me of
the• clearest evidence pct for a solar-tyele udluentr un the

Earth • %chmate. llie eycho a) tvUUlAonent is, however, x) %trouK
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that Wlllia ,61̂  (.1981) argued for n much weaker terrestrial mug-
netic field  for that time, which would allow charged particles
from the sun to have a greater effect than it does today, Wil-
hams•'s evidence supports the possibility of a solar-cycle influ-
ence bGi not its importance to modern climate,

The relevance to longer (climatic) time scales of possibly
siguificantshort-term correlations between meteorological in-
dices and tle passage of solar magnetic-sector boundaries has
yet to be established,

RESULTS ON SHORT TIME SCALES

The problems of identifying short time-scale associations be-
tween solar and meteorological variables not only include a
number of the same knotty statistical problems involved in
identifying long-term variations but are compounded by the
large number of both meteorological and solar parameters that
are available for test correlations, Inasmuch as there is no well-
grounded theory for predicting the nature of expected rela-
tionships (and thus for suggesting how to limit or focus the
search for correlations) the available parameters and the range
of variations that can be derived from them are limited only
by the imagination of the investigator, It is reasonable to as-
sume that an investigator, fishing in the vast ocean of solar and
meteorological variables, may test the interrelationships among
many of these variables before finding one that seems note-
worthy, This type of postseleetivity, often unconscious, com-
plicates the already complex problem of assessing statistical
significance, It is, therefore, almost axiomatic that newly un-
covered associations be greeted with healthy skepticism re-
gardless of their apparent significance. The problems in de-
signing statistically impeccable solar—weather studies are too
great to permit much reliance on calculated statistical signifi-
cance for newly uncovered associations. More rigorous and
demanding tests of reality arc; required, with strong preference
given to attempts to replicate the results in independent data,
In any such independent test it is necessary either for the
experimental design to follow faithfully the design used in the
original study or to specify a priori how it will differ. It is also
necessary to specify beforehand how much deviation from the
original results can he tolerated without rejecting the original
hypothesis.

Energies involved in solar variations are apparently so small
compared with the steady solar component as to rule out any
direst thermodynamic forcing of the lower atmospheric mass
and wind fields. Therefore, attention must be paid to any rea-
sonable hypothesis that is capable of releasing some of the
atmosphere's stored potential energy, To date, few such hy-
potheses, or even speculations, have been advanced.

One intriguing hypothesis, put forth by Roberts and Olson
(1973), invoked increases in high-level cirrus clouds !following
solar-particle invasions that produce increased ionization at
stratospheric and perhaps upper-tropospheric levels. The ions
presumably act either by increasing the efficiency or number
of sublimation nuclei. A widespread increase in cirrus, partic-
ularly if concentrated at high latitudes, could affect the lati-
tudinal gradient of the radiation balance and thereby the large-
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scale mass and wind fields, Unfortunately, an attempt to verify
this hypothesis by direct measurement was unsuccessful. Such
a straightforward and rational mechanism shgpld not be re-
jected out of hand since the test may not have been u sufficiently
definitive one, It would be worthwhile to try to design a more
definitive test of the idea that global cirrus cloud cover may
be associated with solar-particle emission,

Markson (1978a) advanced an hypothesis in which solar var-
iability affects current flow,from thunderstorms and thus mod-
ulates the global-scale electric field, He speculated that if the
electrification of developing convective clouds depends on the
initial electrical state of the atmosphere, then solar-controlled
changes in atmospheric el ctricity could to some extent control
thunderstorm development. This proposal merits attention be-
cause it offers a pathway for variable solar activity to influence
tropospheric processes by affecting the release of atmospheric
potential energy,

Markson drew upon the work of a number of authors, prin-
cipally Reiter (see Reiter, 1977, for a partial listing of refer-
ences) and Cobb (1967), These authors, among others, in an
extensive series of studies, have discussed the possibility of
correlations between various indices of solar-energy variations
(c.g., solar flares, solar 10-cm radiation flux, geomagnetic dis-
turbances, and interplanetary magnetic-sector boundary pas-
sages) and the atmospheric electric field together with the air—
earth electrical current density. Many, perhaps most, of these
studies lack the necessary statistical controls and tests of reli-
ability to warrant serious consideration, but others cannot be
so easily dismitised, In particular, Cobb (1967) reported the
occurrence of an' average 12 percent increase in the fair-weather
air—earth current at Mauna Loa (Hawaii) one day after solar
flares, Although this increase appears to be statistically signif-
icant, Sartor (1971) criticized Cobb's results because of the=ir
fur-weather bias, However, Cobb's results seem impressive
and warrant a definitive attempt at verification with indepen-
dent data.

According to the classical view of atmospheric electricity,
tropospheric variations of the atmospheric electric field and
air—earth current density correspond to variations of iono-
spheric potential that can he most reasonably explained by
worldwide variations in the total conduction current flowing to
the ionosphere from worldwide thunderstorms, Markson (1971),
the first to use sector-boura^ary passages as fiducial marks in a
sun-weather correlation study, claitped to find a;connection
between the timing of sector-boundary  passages alid thunder-
storms, He found an apparent "signal" of twice the"baekgraund
standard deviation, however, this cannot be accepted as sta-
tistically convincing because the nature of the signal was not
specified a priori and it would have been considered just as
significant had it arisen in any one of 8 segments in his 8-day
normalized sector interval. nevertheless, based on results such
as these, Markson (1978x) presented the outlines of a complex
mechanism starting with solar modulation of ionizing radiation
in the lower stratosphere and leading to worldwide thunder-
storm generation and the meteorological consequences of in-
creased moist c=onvection. Although the hypothesis is specu-
lative and rests on shaky observational studies, it does have
the merit of tapping, the atmosphere's supply of potential en-
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orgy. Consequently, it deserves further study, focusing on those
aspects that are subject to test and verification. Unfortunately,
air—earth current is not a commonly observed meteorological
variable. It would seem possible, however, to carry out a de-
finitive test of another 'crucial aspect of Markson's ideas; the
association of solar variability and thunderstorms, A tentative
test of such an association (Shapiro, 1979) involving 13 years
of daily thunderstorm data for a series of stations along the east
coast and through the Midwest of the United States failed to
show evidence of a correlation with solar variability,

Markson (1978b) presented the results of a more extensive
examination of 30 years of U,S, thunderstorm data, Although
the results are somewhat different from his 1971 study, he feels
there is sufficient consistency among the three separate 10-
year segments of data to indicate a significant solar signal, This
conclusion however is not based on a definitive test of signif-
icance, and the results appear capable of other interpretation.
Furthermore, month-by-month correlations between Mark-
son's daily U.S. thunderstorm data for the 13-year period shows
that the two thunderstorms indices are sufficiently xelated (av-
erage monthly correlation coefficient is 0.53), so that it is un-
likely that a significant solar signal would be present in one
data set without some similar tendency in the other.

Wilcox et al. (1973, 1974) described an association between
the passage, near Earth, of solar magnetic-sector structure
boundaries and a vorticity area index derived from a quasi-
conservative, large-scale atmospheric parameter, the absolute
vorticity. This result was noteworthy both because of its mag-
nitude and its consistency, as shown in a variety of tests. Fur-
thermore, because absolute vorticity is a meteorological pa-
mmeter recognized as having physical significance for the large-
sc-ale atmospheric circulation, an association of such magnit'ide
appeared to represent substantial evidence of a real solar—weather
relationship. The interest generated by this work has resulted
in a number of efforts to amplify and clarify the results. Prom-
inent among these is the exhaustive analysis conducted by
Hines and Halevy (1977), They concluded, in agreement with
Shapiro (1976) based on a somewhat different analysis, that the
statistical significance of the Wilcox et al. (1974) result was
statistically significant at about the 5 percent level, a conclusion
since concurred by t`,` ^ e original authors, Hines and Halevy were
at first skeptical of the physical reality of the result, but their
analysis led them to the view that the work appeared sound
and that a physical explanation for the result should be sought,
The iesults of Wilcox et al. (1976) were cited by Hines and
Halevy (1977) as reinforcing that view.

The present status of this work involves a continuing concern
about the statistical and physical meaning of the basic Wilcox
et al. result, A number of unresolved problems of interpretation
of the basic Wilcox et al. result (VAi response to magnetic-
sector boundary passages), which appear to compromise the
result in various respects, follow;

The effect was unaccountably absent in a. study of 19 new
cases analyzed separately by Hines and Halevy (1977), although

is
	 it was present in another group of 27 new cases.

- The effect could not be verified in a separate analysis by
Shapiro (1979) who used a 500-mbar vorticity area index (vai)

akin but not identical to the vAi of Wilcox et al.* and covering
238 key days in the period 1947-1970 (e.g., see Figure 5.6).

- The effect appears to be confined to the five winter months
November through March (Wilcox and Scherrer, 1979). It is
puzzling that the effect appears to be altogether absent in Oc-
tober, despite the early transition to winter by that time of
year in the higher latitudes, which contributes substantially to
the VAL

- The effect was not detected in an analysis of VAI for the
period 1974-1977 (Williams and Gerety, 1978), although it was
independently confirmed to exist during the period 1963-1973
originally studied by Wilcox et al. (1976). Wilcox and Scherrer
(1979) proposed that the breakdown of the effect after 1973
might be attributable to a change in-the large-scale atmospheric
circulation then and that the sun—weather effect may in general
vary with the state of the terrestrial atmosphere. Admitting
sucli a possibility, Williams (1979) nevertheless stressed the
post hoe nature of this explanation and the clear need for con-
firmation with independent data.

The VAI (or vai), which reflects locally high concentrations
of vorticity in upper-air troughs, is found to be only weakly
correlated with more general hemispheric-scale measures of
vorticity, circulation energy statistics, and other large-scale me-
teorological parameters (Bhatnagar and Jakobsson, 1978; Wil-
liams, 1978). Under these circumstances, it is difficult to ap-
praise the meaning of VAI in practical terms and to convince
oneself that VAI is a fundamental entity of clear meteorological
significance. On the other hand, this weak correlation is not a
compelling reason to question the reality of the Wilcox et al.
effect per se, which is apparently confined to extrema of vor-
ticity (Larsen, 1978),

- Unlike statistics of most standard meteorological parame-
ters, statistics of VAt are found to be erratic and to have little
continuity or persistence from day to day. A casual examination
of a time series of daily values of VAI (see, e,g., the list in
Shapley and Kroehl, 1977) is sufficient to confirm this behavior
and emphasizes the difficulty of deriving reliable estimates of
local vorticity concentrations. from operational upper-air me-
teorological charts and analyses.

Newer findings that tend to support the basic result of Wilcox
et al. include the following;

- The effect (i.e., the VAi response to magnetic-sector bound-
ary'passages) could be replicated on the basis of 81 sector
boundary passages not included in the original analysis and on
the basis of 46 boundary passages identified by spacecraft mea-
surements, which rules out possible "back door" correlation

*Wilcox et al.'s VAI is defined as the sum of the area north of 20° N at
300 mbar over which the absolute vorticity exceeds 2.0 X 10 -'/see plus
that over which it exceeds 2.4 x 10'/sec. Shapiro's vai is defined as
the sum of the area between 20° N and 70' N at 500 mbar over which
the absolute vorticity exceeds 1.8 x 10-'/sec plus that over which it
exceeds 2.0 X 10''/sec (Shapiro, 1976). The linear correlation coeffi-
cient between daily values of VAt and vai for the 24-year period of 1947-
1970 is 0.83 (Shapiro, 1979).
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effects through terrestrial influences on magnetic-sector struc-
ture (Wilcox et al., 1976).

• The effect could be replicated in VAI in two different lat-
itude zones (35-55° N and 55-90° N) despite indications that
such parallel VAi behavior is uncharacteristic of VA1 variability
in general (Wilcox et al., 1976).

The effect was found to be enhanced in an analysis of 18
cases when the magnetic-sector boundary passages were fol-
lowed by proton streams believed to reflect unusually disturbed
solar-wind conditions (Wilcox, 1979),

• Short-range forecasts of VAI, based on a National Weather
Service numerical prediction model for North America using
a limited fine mesh (LFbi) grid, were found to be less skillful
12 and 24 hours after magnetic-:sector boundary passages than
at other times, implying an influence on atmospheric circula-
tion consistent with the hypothesis of an extraterrestrial stim-
ulus (Larsen and Kelley, 1977). However, questions remain of
the statistical significance of the results of Larsen and Kelley
(Shapiro and Stolov, 1978).

Despite tni. noisy and erratic behavior of VAI, Knight and
Sturrock (vls presented some evidence of an association be-
tween VAI and Ap„ a planetary index of geomagnetic distur-
bance. For the 7-year interval 1964-1970, they found that power
(variance) spectra of VAi and A-,, are each elevated for periods
near the average solar-rotation period of 27 days. They esti-

mated that the joint probability of such spectral enhancement
is about 2 percent for the specific period of 27.49 days. This
estimate of statistical significance is, however, subject to un-
certainty because it must allow for the lack of independence
among the spectral estimates when the spectral resolution ex-
ceeds the capacity of the time series, as it does in this case. A
direct estimate of the coherence between vai and A p for the
longer interval of 1947-1970 shows relatively high coherence

at 27.0 days. However, or the basis of physical reasoning as
well as the fact that the vai spectrum contains virtually no power
near 27 days, Shapiro (1979) concluded that this relatively high
coherence does not represent a physically real association.

It is possible to rationalize in various ways the lack of con-
firmation of the Wilcox et al. result both for the years before
19631 and for the years after 1973. The most robust hypothesis,
however, currently appears to be that the apparent correlation
for the period 1963-1973 is either a sampling fluctuation or at
best a transient relationship that need not repeat itself in the
future,

CONCLUSIONS AND RECOMMENDATIONS

In summary, there is at present little or no convincing evidence
of statistically significant or practically useful correlations be-
tween sunspot cycles and weather or climate on intermediate
time scales. This conclusion seems justified despite massive
literature on the subject, On these time scales the evidence
suggests that if in the future more data and better analyses
should succeed in verifying statistically significant relation-
ships, they will nevertheless account for so little of the total
variance in the meteorological record as to be of little practical
value. This conclusion might be obviated if a more complex
hypothesis were developed capable of accounting more subtly
for a greater proportion of the variance, at least on a regional
basis. Such a hypothesis would not be established as a viable
theory, however, until such time that it can be used to make
detailed predictions that are verified in independent data.

One such possibility is the hypothesis that the climatic sys-
tem is in fact nonstationary in the sense that more than one
climatic state is possible and that solar variations affect different
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climatic states differently. Such a hypothesis, however, re-
quires not only a detailed description of the various climatic
states and of the solar influence on them but also the devel-
opment of a statistical theory of nonstationary time series, These
are major tasks for the future.

On longer time scales, where the possibility of physically
significant changes in the "solar constant" exists, there is some
evidence suggestive of a relationship between solar variations
and climate, although this has not been confirmed by the recent
work of Stuiver (1980). Long proxy records of solar activity
using carbon-14 in tree rings (Figures 5.4 and 5,5), and of
climatic variables, exist or can be developed for some localities.
Other proxy records may also be developed. These may lead
to. the establishment of statistically significant relatiomhips,
This task is worthy of considerable effort.

On the short time scale(s) characterized by the solar rotation,
solar magnetic-sector boundary crossings, solar flares, and re-
lated events, there is a voluminous and confusing literature.
As with the literature on the intermediate time scale, our re-
view has found that many of the claimed relationships are based
on inadequate analysis, Nevertheless, several results appear to
be convincing in a statistical sense, e,g,, those relating solar
magnetic-sector boundary crossings and geomagnetic activity
to variation in the VAt (Wilcox et at, 1976; Hines and Halevy,
1977; Knight and Sturrock, 1976). Other related studies, how-
ever, have drawn negative or inconclusive results (e.g., Bhat-
nagar and Jakobsson, 1978; Shapiro, 1976, 1979; Shapiro and
Stolov,1978; Williams and Gerety, 1978), so that in the absence
of detailed and testable physical hypotheses of causal mecha-
nisms the results that in isolation appear to be statistically
convincing are not so persuasive as to enable us to dogmatically
assert that solar-weather relationships on this time scale have
been proven to exist. The demands of a physical mechanism,
repeatability, and predictability have not yet been satisfied to
a sufficient degree.

Nevertheless, the few statistically suggestive results found
to date and those rational physical speculations that have not
been sh, wn to be untenable do give reason for further careful
investigation and some cause for hope.. This is reinforced by
the much greater relative availability of data on short time
scale(s), which should enable much more credible statistics to
be derived. Indeed, on these time scales it is much easier to
gather independent data sets with which to test mechanisms
and predictions.

There is another reason for expecting significant progress to
be more likely on shorter time scales; the climate system re-
covers from (or damps out) short-term disturbances in the global
energy balance, usually in a matter of days or weeks. For
example, major snow storms sweeping across North America
often leave huge areas of greatly increased albedo that reflect
an appreciable fraction of the total incoming solar radiation
back into space. Instead (of such storms leading via the "snow-
blitz" mechanism (a positive feedback) to an ice age (Flohn,
1974), negative feedback takes over and the climatic system
quickly returns to its average state.

In the same way, the much less energetic disturbances of
solar origin, while they may trigger sizable transient atmo-
spheric effects, may soon have those effects damped ouy. If
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such solar-induced transient effects can be understood and pre-
dicted the possibility is raised of significant improvements in
short-term weather forecasts, even though significant effects
on longer time scales might not be established.

Although we have found a great deal that is wrong or con-
fusing in the literature, we have also found results that give
grounds for hope and that point to potentially profitable areas
for research. We feel bound, however, to comment on the
disturbing frequency with which errors, fallacies, and biases
appear in the literature. These provide some justification for
the extremely critical stand taken by Monin (1972) when he
wrote of "successful experiments in autosuggestion" and the
equally critical comments by the Russian reviewer Khromov
(1973), The state of the literature has given rise to a great deal
of skepticism on the part of the meteorological community in
particular; consequently, research in this area has suffered from
a lack of expert meteorological input. This provides adequate
justification, if such is needed, for a critical review such as this, .
which we hope will set the record straight and serve to guide
others who might usefully contribute to this area of research,

Future developments in the field may indeed .prove prom-
ising, at least in terms of gaining a better understanding of how
the atmosphere works. However, claims to the effect that re-
lationships between solar variability and weather or climate are
already established as a useful basis for improved weather or
climate predictions must be treated by both researcher and
consumer with a high degree of skepticism at this time.

POSTSCRIPT

This chapter was mostly completed in 1980 and, apart from
some minor amendments, reflects the thinking of the authors
at that time.
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Possible Physical Mechanisms:
Dynamic coupling

JAMES R. HOLTON

University of Washington

The total solar flux reaching the top of the atmosphere (the
solar constant) is clearly a primary determinant of climate. It
Jr, easy to show on the basis of energy-balance arguments that
significant variations in the solar constant will cause changes
in climate (see Schneider and Dickinson, 1974). However, most
postulated solar influences on weather and climate depend not
on variations in the total solar flux but rather on variability in
the short-wavelength tail of the solar-radiation spectrum or in
the flux of solar-produced, high-energy particles incident on
the atmosphere. Variations associated with the sunspot cycle,
the solar-rotation period, and transient events such as flares
are all in this class of solar influence.

eral hundred kelvins in the neutral-gas thermospheric tem-
perature (Roble, 1977). Large temperature variations in the
thermosphere are also associated with the 27-day solar-rotation
period and irregular events, such as solar flares.

Variations in the solar Euv cannot directly influence the ther-
mal structure of the mesosphere and stratosphere because ra-
diation of wavelengths less than 100 nm is almost totally ab-
sorbed above 90 km. In the mesosphere the primary solar
absorption is in the far ultraviolet (100-200 nm), which is almost
entirely absorbed in the photodissociation of molecular oxygen.
In the stratosphere the primary absorption is in the near ul-
traviolet (200-310 nm), which is strongly absorbed in the pho
todissociation of ozone. The extent to which radiation in the
100-200 nm and 200-310 nm ranges varies over the solar cycle
is not known. However, because the 100-200 nm wavelength
range contains only 0.01 percent of the total solar power, even
a factor of 2 variation would represent a rather small pertur-
bation in the total energy balance of the mesosphere. On the
other hand, the strong absorption of the 200-310 nm radiation
in the ozone layer centered at 50 km makes it likely that var-
iations of the solar flux in that wavelength range (containing
1.75 percent of the total solar power) would have a measurable

Physical effects that are communicated directly to the tropo-
sphere by such solar variations seem to be limited to changes

` in the concentration of ions and variations in the atmospheric
electric field. Most of the direct effects of solar variability occur
in the upper atmosphere, especially in the thermosphere (see
Figure 6.1). Thermospheric temperatures are primarily con-
trolled by absorption of solar extreme ultraviolet (Euv) radiation
in wavelengths less than 100 nm. The magnitude of the solar
Euv output increases by a factor of 2 from solar minimum to
solar maximum. This leads to a corresponding increase of sev-
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impact on the temperatures of the upper stratosphere, A num-
ber of observational studies have attempted to confirm a solar-
cycle influence on stratospheric temperatures. (These are re-
viewed by Geller and Alpert, 1980; see also Chapters 7 and
8.) Although some of these studies apparently show tempera-
ture oscillations in the upper stratosphere of several degrees
that are in phase with the solar cycle, none of the studies
involves a sufficiently long time series to be statistically sig-
nificant, At present the evidence for solar-cycle variations in
stratospheric temperature and ozone concentrations must be
regarded as merely suggestive,

Assuming that solar variability does in fact influence the
temperature structure in the upper stratosphere and meso-
sphere (5"0 km), it is still necessary for that influence to be
communicated from the upper atmosphere to the troposphere
for there to be an influence on weather or climate,

It has long been recognized that any mechanism that could
provide this required vertical coupling must be rather indirect.
The pressure and density of the atmosphere decrease by one
order of magnitude for each 16-km increase in elevation, As
the amplitudes of the large-scale wind and temperature vari-
ations in the 50-80 km range are not significantly greater than
those associated with tropospheric jet streams (see Figure 6,2),
the energy density at 80 km is about 10'6 of the energy density
in. the troposphere, while even at 50 km the energy density is
only 10- 6 of its tropospheric amplitude. Thus, the direct driv-
ing of weather or climate variations by solar processes that
produce even large changes in the 50-80 km height range is
not possible simply because the energy involved is so minis-
cule. Any viable coupling process must be rather subtle in.
nature. Such a process might involve radiative, chemical, elec-
trical, or cloud-microphysical effects. Whatever the physical
mechanism involved, it would ultimately have to influence the
dynamics of the atmosphere in order to produce weather or
climate variations.

Since the work of Charney and Drazin (1961), it has been
recognized that the upper and lower atmospheres are dynam-
ically coupled on the meteorological time scale primarily through
the so-called planetary waves. Planetary waves are disturbances
in the atmospheric pressure, velocity, and temperature fields,
which are of global horizontal extent. They are primarily gen-
erated by flow over topography and by longitudinally do-pen-
dent heat sources. Under suitable conditions, such waves can
propagate energy and momentum vertically over many scale
heights. In particular, Charney and Drazin (1961) showed that
planetary waves can propagate vertically through the strato-
sphere and mesosphere only if the mean background zonal flow
is westerly (west to east) and is less than ' some critical speed.
The critical speed for propagation depends on the zonal wave-
length of the disturbance, and for typical conditions only zonal
wave numbers 1 and 2 (one or two wavelengths around a lat-

0.1	1	 10	 100	itude circle) can propagate a significant distance into the strato-
sphere. If the mean winds are easterly, as is typical in the	i

Velocity (m/sec 1) stratosphere and mesosphere during the summer months, plan-

`	 FIGURE 6.2 Schematic vertical distribution of wind amplitudes as-	
etary waves generated in the troposphere are damped rapidly
With height (as shown in Figure 8.2), and little dynamic cou-sociated with various types of atmospheric motions. Note: the strong 
piing exists between the upper atmosphere and the tropo-difference between summer and winter for midlatitude planetary waves

(from unpublished diagram by T. Matsuno),	 sphere.
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Possible Physical Mechanisrru. Dynamic Cou)ding

During the winter, however, when the mean zonal wind is

westerly, stationary planetary waves generated by topography

and land—sea heating contrasts may propagate freely through-

out much of' the stratosphere and mesosphere. According to

the Charney—Drazin theory, however, the "refractive index"

for planetary-wave propagation is sensitive to the mean wind

distribution in the stratosphere and mesosphere. In particular,

the so-called turning point, the level at which the waves are

reflected, is simply the level at which the inean zonal wind

equals the critical speed referred to above. (lines (1974) spec-

ulated that changes in stratospheric or mesospheric flow related

to solar variability might, therefore, alter the reflection/ab-

sorption of planetary waves ard, thus, through wave interfer-

cn.•e produce effects in the troposphere. This mechanism, un-

like other dynamic processes, provides a possible link between

solar variability and tropospheric weather and climate, which

might be significant despite the huge energy diflerence be-

tween the solar input and the weather or clinialte response.

Geller and Alpert (1980) used a theoretical nuxlel to test the

possible influence of solar-related changes in the stratosphere

and nusosphere on planetary waves forced by topography and

diab • ^ tic heating in the troposphere. Since the wind and tem-

perature fields in the stratosphere and mesosphere are closely
coupled because of the twin constraints of hydrostatic and geo-

strophic balance, any change in the radiative-energy balance

should change the mean flow distribution. This in turn should

change the reflection/absorptiono characteristics of the vertically

propagating planetary waves and, hence, +night produce changes

in the circulation pattern in the troposphere.

The efficacy of the planetary-wave coupling mechanism de-
pends, of' course, on whether the "signal" produced by  anom-

alous reflection can he transmitted from the level of reflection

to the ground in the presence of mechanical and thermal dis-
sipation. At the mesopause level (80 ken), mechanical dissi-

pation apparently damps out all disturbances on time scales of
only a few days. Thus, it is highly unlikely that solar-related

disturbances is the atmospheric structure at the mesopause

could be propagated all the way down to the troposphere. In

the stratosphere, mechanical dissipation is small but thermal
damping due to infrared emission by Co. tends to dissipate

temperature perturbations with a time scale of about a week

in the upper stratosphere and two to three weeks in the lower

stratosphere. Because the vertical energy transmission speed
for planetary waves is only 6-10 km per day, it is clear that

thermal damping should play an important role in limiting the

amplitude of solar-related planetary-wave anomalies. In fact,
Geller and Alpert (1980) found that an imposed wind anomaly

of maximum amplitude 10 m/sec and limited vertical extent as

shown in Figure 6.3 produced detectable effects on the tro-
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tropospheric planetary waves to upper-atmospheric wind distributions

(units, m/sec) (alter Geller and Alpert, 19tt0).

pospheric circulation only when the anomaly was centered at

or below the 35-kn level. Even for an anomaly centered at 35
km, the effects at the ground are limited to latitudes polewarcd

of 60. only when the mean wind anomaly is moved to below

30 ken do hemispheric-wide changes occur in surface pressure

and wind distributions, as shown in Figure 6.4. At present,

however, there is little evidence that sufficiently strong vari-

ations of the solar-ultraviolet flux occur to produce the large

changes in radiative heating required to generate such anom-

alous mean winds in the winter hemisphere (where the solar

heating from absorption by ozone is small). In addition, mod-

eling studies suggest that planetary-wave adjustment to changed

zonal flow occurs on a time scale of'a few weeks or more. Thus,

this sort of process seems to be applicable only to long-term

solar variations. It is unlikely to be a viable mechanism to

account for postulated short-term solar—weather relationships

such as the correlation between the vorticity area index and

solar ma;;netic-field sector-boundary crossings discussed in

Chapter 5.

For such short-term solar—weather effects, the physical  cntr-

pling mechanism, whatever it may be, must be able to oocrxte

on the fast (1 or 2 days) time scale of synoptic weati.er  dis-
t;trbances. Changes in the radiative energy budget in ol.•ing

FIGURE 6.4 Surface- pressure anomal y pal-

tero (i.a., deviation from normal pressure) for

a corthern hemisphere winter with anomalous

mean zonal wind pattern similar to that in

Figure 6.3 but centered at 28-km height (units,

mbar) (After Geller and Alpert, 1880).
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cloud variability, for example, could not produce significant
effects on the time scale of 1 or 2 days, The most likely candidate
for short-term solar—weather coupling is cumulus convection.
Convective clouds are efficient elements for the redistribution
of energy and momentum in the troposphere. Significant changes
in the intensity or distribution of convection in a synoptic-scale
system would be effective in changing the synoptic fields on a
time scale of 1 or 2 days. Dickinson (1975) pointed out that
solar-induced fluctuations in cosmic-ray intensity that produce
changes in the ion concentrations in the upper troposphere
might possibly affect cloud nucleation processes. Solar-related
variations in the atmospheric electric field have also been sug-
gested as a modulating mechanism for convection. Unfortu-
nately, there is little evidence that the overall intensity of
cumulus convection is controlled to any significant extent by
the details of cloud microphysics or atmospheric electric fields.

In summary, there are possible dynamic processes involving
planetary waves and convective clouds that might provide cou-
pling between solar variability and short-term fluctuations in
weather and climate, However, in both cases the arguments
at present involve considerable speculation.
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INTRODUCTION

This paper discusses the direct effects of solar variability in the
middle atmosphere (i, e,, the stratosphere and mesosphere) that
may occur through coupling between radiative and photo-
chemical processes. The significant solar-driven processes in
the middle atmosphere involve the chemistry of neutral trace
species (particularly the ozone chemistry) and the heating that
results from solar absorption by ozone (03) and oxygen. The
ozone layer in the middle atmosphere is maintained by a bal-
ance between the production of odd oxygen by photodissocia-
tion of oxygen (in the 1200-2500 A wavelength region) and a
complex series of chemical processes. Ozone absorbs solar ul-
traviolet (uv) radiation in the 0.18-0.31 µm region as well as
visible radiation in the 0.45-0,7 µm region. This ozone solar
absorption is the dominant energy source for the region above
25 km in the middle atmosphere wherein the globally averaged
thermal structure is largely maintained by a balance between
ozone solar heating and infrared (in) cooling by CO, H2O, and
0, Furthermore, the ozone concentration itself if influenced
by the atmospheric temperature because the reaction rates of
various chemical processes controlling the production and loss
of ozone are strongly temperature dependent. The thermal and
dynamic structure of the middle atmosphere is significantly
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influenced by the above-mentioned interaction of solar radia-
tion, ozone chemistry, and ozone solar heating.

Another important energy source for the middle atmosphere
is the deposition of mechanical energy by planetary-scale pres-
sure disturbances (also referred to as planetary waves) propa-
gating vertically from the troposphere. The magnitude of en-
ergy deposited by these waves depends on the transmissivity
of the middle atmosphere to the propagating waves, which in
turn is strongly influenced by some of the general-circulation
characteristics of the middle atmosphere, i.e., the zonal winds,
the vertical temperature gradient, and the radiative dissipation
processes. These characteristics are in turn significantly influ-
enced by interactions between radiation and chemistry. The
troposphere and the stratosphere are dynamically coupled
through these vertically propagating waves. There is also tropo-
sphere-stratosphere radiative coupling that arises from strato-
spheric solar absorption, which helps , modulate the solar ra-
diation incident on the troposphere. The warming of the
stratosphere by solar absorption and by the absorption of tR

radiation emitted by the troposphere determines the magni-
tude of tR radiation emitted downward by the stratosphere into
the troposphere. The nature of the troposphere-stratosphere,
radiative-dynamic coupling is illustrated schematically in Fig-
ure 7.1.

,F
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In summary, the general circulation of the middle atmo-
sphere, is maintained by mutual interactions of radiation, chem-
istry, and troposphere— stratospliere dynamic coupling, Of par-
ticular interest to this discussion is the fact that these interactive
processes give rise to the possibility that the effects of solar
variation in the stratosphere can be transmitted down to the
troposphere. The radiative—dynamic coupling between the me-
sosphere and the tropospaere seems negligible; hence, our
discussion will focus on the troposphere.

Because of the coupling between radiation and chemistry,
solar variations can influence the climate of the middle atmo-
sphere through its effects on the ozone chemistry and/or di -

rectly by its effects on solar heating, The possibility has been
suggested that ozone (total ozone in some stations and ozone
content of a certain layer in the middle atmosphere in other
stations) is positively correlated with sunspot number (e,g ,
Willet, 1962; Rangarajan, 1965; Diitsch, 1969; Paetzold, 1969,
1973; Paetzold et al„ 1972; Christie, 1973; Angell and Kor -

shover, 1976). Suggestions of ozone—sunspot number correla-
tion date back to the early 1900's (Humphrey, 1910), To be
sure, other investigators have found less (or no) evidence to
support an ozone—sunspot number correlation (e.g., London
and Kelly, 1974; London and Oltmans, 1973, 1977; Angell and
Korshover, 1978a). An important source for the discrepancy is
the choice of the ozone data. London and Oltmans, for example,
analyzed 27 years of total ozone observations at Arosa and
Oxford and found little evidence of an ozone—sunspot number
correlation. Since the data for these two stations are continuous
in time, London and Oltman's conclusion is statistically valid.
The validity of their results to the overall problem may be open
to question since two stations are clearly not enough to sample
the Earth, On the other hand, the evidence for ozone—sunspot
number correlations is derived from data that include several
stations located in different parts of the world. This approach
suffers from lack of a continuous global data base of a sufficiently

long period (greater than 25 years), The issue of ozone—sunspot

correlation is controversial and the conclusions either for or
against the existence of a correlation are based on an analysis
of 15-20 years of data (with sparse spatial coverage), which is
not long enough to establish an 11-year sunspot cycle of ozone
variations.

Evidence also exists for an in-phase correlation between
stratospheric temperature and sunspot number. Such an in-
phase relationship has been shown by Schwentek (1971), Zer-
efos and Crutzen (1975), and ZlotWLI, and Rozwoda (1976) for
high latitudes in the northern hemisphere. More recently, An-
gell and Korshover (1978b) and Quiroz (1978) examined the
rocketsonde data at high latitudes extending from 8° S to 64°
N for solar cycle 20 (the period 1965-1977) and found a strato-
spheric temperature increase of about 2-3 K during 1965-1970
and a larger decrease of about 4-5 K after 1970. This variation
is essentially in phase with the sunspot cycle,

Several plausible mechanisms have been postulated to ex-
plain the suggested ozone and temperature variations in terms
of variations in solar activity. Basically, as illustrated in Figure
7,2, these mechanisms fall under two categories.

The first category considers a variation in the solar flux of
uv radiation that is in phase with the sunspot cycle. In this
mechanism, increased (decreased) uv radiation produces more
(less) total ozone. But, as will be explained in more detail later,
the vertical distribution of ozone change (both the magnitude
and the sign) is complicated and depends strongly on the spec-
tral distribution of the change in solar radiation. The increased
uv radiation enhances the solar heating of the stratosphere,

causing the temperature to rise. Thus an in-phase variation of
solar-uv flux with sunspot number would produce an in-phase
variation of temperature with sunspot number. Because of the
temperature dependence of stratospheric chemistry, as illus-
trated_in Figure 7.2, the temperature change and ozone change
interact with each other.

In the second category, solar activity influences ozone by
modulating the concentration of nitrogen oxides (NO and NO,,

a
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suit from the above-postulated mechanisms. The considerations
also include the nature of the tropospheric effects that may be
produced by the ozone and temperature variations through
troposphere—stratosphere coupling mechanisms.

MIDDLE-ATMOS1 HERIC EFFECTSECTS

UV VARIABILITY

Of the various postulated mechanisms, possible variations in
the solar-uV flux ass(lolated with the solar cycle are potentially
significant because cf +,l5cir global-scale effects on ozone and
temperature, Significant solar-flux variations from solar mini-
mum to attar mauinium,scem to be well established for wave-
Iength,,7 br!low'1800 R, ";For example, solar-cycle variations in
Lymau l (V116 A) are weft documented, The Lymanot variations
mainly influence the mesospheric heating rates and chemistry,
Of importance to the stratospheric climate are the solar-flux
variations beyond 1400 A, In this spectral region the case for
solar-flux variability is not adequately established, There aro
only a few sets of measurements available and, based on these
few measurements, Heath and Thekackara (1977) constructed
a model for the solar-flux variations in the 1800-3000 A region,
This model, reproduced in Figure 7,3, shows the envelopes of
the data obtained near solar maximum and solar minimum. As
shown in the figure, the solar flux at 1750 A Is larger by a factor
of 2,5 at solar maximum than at solar minimum, and the mag-
nitude of variation decreases with wavelength to a value of 1,8
at 30W A. But, as Heath (1977) pointed out, several researchers
have disputed the large magnitude of solar-flux variation shown
in Figure 7, 1, For example, Simon (1977) argued that the num-
ber of reliable measurements in Figure 7.3 are too few to
establish a definitive trend.

Recent model studies (Callis and Nealy, 1978; Penner and

i^

2.0

hereafter referred to as NO ,,). The NO, destroys Oa through
the following pair of catalytic reactions:

NO + Oa —> NO2 + 02,

NO2+0->NO+02,

Below approximately 50 km, the above catalytic destruction of
r.



 Oa by NO, is an important process for determining the con-
eentration of Oa. The natural source of NO, in the atmosphere

4 is provided by the reaction of nitrous oxide (N20) with excited
oxygen atoms [0('D)]. An additional source of NO is provided
by the flux of solar and galactic cosmic rays. This source of NO,
which is influenced by solar activity, provides another link
between solar activity and ozone variations.

In what follows, the magnitude of model-estimated ozone
and temperature variations in the middle atmosphere may re-
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FICURE 7.4 Ratio of solar flux from solar minimum to maximum as
a function of wavelength, Data points are i'rom Heath and Thekaekara
(1977) and NASA (1977) (after Penner and Chang, 1978, reproduced with
permission of the American Geophysical Union).

Chang, 1978; Callis et al„ 1979) indicate that solar -uv-flux
variations of the type shown in Figure 7,3 would cause appre-
ciable variations in ozone and temperature, These studies used
a one-dimensional photochemical model with coupled radia-
tion. The models computed the vertical distribution of trace
species (including ozone) and temperature. The distribution of
trace species is computed by a transport-kinetics model that
solves the species conservation equations for 20 or more spe-
cies. The conservation equations consist of 80 or more chemical-
kinetic reactions and about 25 or more photolysis processes.

"The vertical transport of trace species is treated by a one-
dimensional- diffusion approximation, This admittedly crude
representation of the transport processes occurring in the real
world has been the subject of extensive discussions in the lit-
erature (e.g., NRC Panel on Atmospheric Chemistry, 1976).
The vertical distribution of temperature is computed by cou-
pling the transport kinetics model with a radiative-convective
model. -The radiative-convective model fixes the lapse rate within
the troposphere and computes the stratospheric temperature
by assuming that the stratosphere is in radiative equilibrium;
i.e., at each altitude within the stratosphere, solar heating is
balanced by iR cooling. The model includes iR cooling and solar
heating by CO,, H 2O, and ozone, The ozone cooling and heat-
ng, are computed by employing the ozone distribution com-

,puted by the transport kinetics model. Thus the model chem-
istry and radiation are fully coupled. Despite its one-dimensional
treatment and the inherent simplifications, the model is con-
sidered useful for obtaining a preliminary estimate of the re-
sponse of stratospheric ozone and temperature to variations in
solar flux.

Penner and Chang's (1978) results for the response of the
stratosphere to variations in solar-uv flux are shown in Figures
7.4, 7,5, and 7,6. Figure 7.4 shows three models of assumed
solar-flux variation from solar minimum to solar maximum,
Between 1800 and 2500 A, the assumed solar-flux variation is
somewhat smaller than Heath and Thekaekara's value shown
in Figure 7.3. Penner and Chang suggested that the B curve
represents the largest probable variation (based on available

data), The model calculations shown In Figures 7.5 and 7.6
adopt the C curve in Figure 7.4, From Figure 7,5, Oa and
temperature Increase in the stratosphere from solar minimum
to solar maximum, except the region a
decreases, The increase In temperatu
uv heating by ozone absorption, Tht
primarily caused by the increased uv
by the ozone increase. The increase I
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the increased production of oxygen atoms through photolysis

of 02

02 + l u —+ O + O(Reaction 7, l)

that which reacts with oxygen to form ozone

	

O + 02 + 11/03 + Al l(Reaction 7,2)

Reaction (7.2) and the two -body reaction

O + O„ --> 0 2 + O„	(Reaction 7.3)

are temperature dependent, and the net effect of the temper-
ature dependence of these reactions is to make ozone changes

negatively correlated with temperature changes. Conse-
quently, as shown in Figure 7.5, ozone increase is smaller for

the case that includes temperabue feedback. The result for
"no temperature feedback" was ,:omputed by fixing the tem-

perature to a reference value and letting only the trace-species

chemistry respond to the uv-flux variations. At altitudes above
40 km, the temperature increase is about 10 K and because of

this large temperature increase the ozone decrease caused by
the temperature dependence of Reactions (7.2) and (7.3) over-

whelms the photolytic production of Oa through Reaction (7.1).
As a result, ozone decreases with an increase in the uv flux.

The magnitude and sign of ozone change caused by uv-flux
variations are extremely sensitive to the spectral distribution
of the flux variations. This sensitivity is illustrated in figure

7.6, where the curves marked Al and B1 show the effect on

0,, caused by varying uv flux below 2550 A. Photons with
wavelengths less than 2550 A produced odd oxygen through

the photolysis of oxygen [see Reaction (7.1)], whereas photons
in the entire wavelength region 1800-3000 A are absorbed by

ozone, causing the photolytic des

O,+hu—^ (

Consequently, as illustrated in Figure t 6, 0 ) decreases above

30 Lnn when the solar fide in the wavelength region 2550-3100 A

increases. The point illustrated by Figure 7.6 is that, before
we can nuke any reliable estimates ofozor ^ e variability related

to solar cycle, it is essential to know the spectral distribution
of uv-flux variations,

Penner anti Chang (1978) and Callis et al. (1979) calculated
ozonr.^ and temperature variations over a complete solar ocle
by letting the solar flux varysinusoiclally with an 11-year period.
it is difficult to validate one-dimensional model predictions

because the model represents annual global mean conditions,
whereas the spatial coverage of observations is too poor to

obtain global averages. Such limitations notwithstanding, com-
parison of model predictions with observations reveals, areas of

agreement and disagreement. Figures 7.7 and 7.8 compare

Penner and Chang es model estimates for ozone change with

those revealed by observed ozone records. Penner and Chant;
chose ozone records of North America and Europe for com-
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parrison beeause these areas had the largest number ofstations
anti were considered to be more reliable.

'rte model simulates the observul total ozone increase fi'onu
the mid- to late-1960`s and the reduction from 1,969 onward,
Ilowever, the decrease in the obser ved ozone record seems to
have leveled off after 1972, . 1  that is not simulated by
the model, A siaaiiar discrepancy exists between (he model and
obsenations in the layer mean variation shown in Figure 7.8.

Figure 7.9 shows a^ comparison ofa model with observations
for the temperature variations. The mode) simulates both the
amplitude and phase of temperature Variations for the 26-35.
km layer, but discrepancies exists for the upper layers.

Finally, there t,-.. postuNted variations in the solar-n- flux
associated with the 27-day solar-rotation peri(xl 0Icaath, 1.973).
The variation is immimurn around 1 .100 A (about 50 percent
from ma^.cinnum to minimum) and decreases with increasing
wavelength to a value of about 1 percent at NXX10 A. Frederick

(1917) computed the ellects of this variation o1 the O, distri-
butfnn. Because the shorter wavcicngths (15(N) r^1 are absorlled

mainly^ in the mesosphere, the effect oil is mainly felt above
65 km, where 0, decreases with increased solar-t  V intensity.
The maximum effect occurs at 75 kin, where the computed
ozone varies by 20 percent during,'a solar-rotation period. How-

ever; the temperature change induced any a 20 percent ozone
variation ill upper mesosphere should have negligible ef-
fccts on the lower atmosphere.

MODULATION OF O

It was first proposed by Rudernan and (Ihalllbel'ldin (19"15)
that solar nnodufation of * NO produced by galactic cosmic rays
may be adequate to explain the ozone Variations suggested by

observations. Calactic cosmic rays produce NO in the strito-
sphere by ionizing the air (11'aarneck, 1972; Br,asseur and Ni-

colet, 1973). 'There is a Novell-established variability in the ion-
ization rates with the 11-ycaar sunspot cycle (Crutzen, 1977).

The ionization rate is lo%v during sunspot niminnu11 and high
during sunspot minimum. Consequently, during solar maxi-

mum, production of'NO is decreased, which causes a reduction
in the rate of catalytic destruction of o'rone. The cosunic-ray
source of NO is smaller by about 30 percent at solar maxiuuun
than at solar minimum. This )mechanist)) may explain qualita-
tively the observed variations of total ozone, But ;I
study bye Crutzen (1977) indicated that this mechanism can
explain only JO percent of the observed ozone variability (sec
Feshenfcld et cal., 1976; Ruderman et. al., 1976).

Solar-proton events also ca ti modulate. stratospheric NO pro-
duction. Crutzen et al. (1975) estimated the production of NO
through ioni»(ion of the air during solar-proton events to be
significant enough to cause appreciable ozone reductions, For
example, calculations by Heath et al. (1977) showed that the
intense proton event of August 1.972 caused an O, reduction
of about 20 percent in the upper straatospherc, (about 35-40
kill). death et al. (1977) also demonstrated that their model
calculations of0,, reduction arc in good agreement with satellite
O,, observations. The solar-proton events are of short duration
(less than a .reek), and their cflccts oil production are
restricted to polar regions. However, since the lifetime of NO

V. IIAIIANATIIAN

in the 'drottv;phere is long (months or greater), the NO pro-
duced in the polar regions call 	transported globally,resulting
Ili a globahvide effect oil Ptit the dilution ol`NO caused
by the tl;tnsport would imply that the global-scale ozone per.
turbation would he considerably smaller than the local values
estimated by heath et nl.. (1977).

TROPOSPHERE EFFECTS

Ozone and lempmature variations in the middle atmosphere
may influence the climate of (lie troposphere through radiative
and d ynamic interaction between the troposphere and strato-
sphere (Figure 7.1).

11ADIATIVE IN'(' HACTIONS

Stratospheric ozone afli:cts the solaarand  III (terrestrial) radiative
energy input to (he troposphere, Solar  .absorption by strato-
spheric ozone modulates the amount of solar energy incident
oil the troposphere. Ozone also absorbs and emits  llI radiation
in the 9-10 µma spectral region. Absorption ofsolar radiation
wad absorption of 9-10 µan Ili radiation (emitted by the tropo-
sphere) by the stratospheric ozone warins the stratosphere,
which enhances the  III raadiatioo emitted by the stratospheric
gases, i.e., CO._, O,, and 11,0. The In radiation emitted clown-
ward contributes to the tropospheric energy input.

Gonsequently, perturbation in stratospheric O, would per-
turb the III solar-radiative energy input to the troposphere. In
general,- an increase ill ozone would decrease the
solar radiation reaching the troposphere, causing a tropospheric

cooling. Oil the other hand, because the stratosphere xwitil
increased ozone is wanner, the Ili radiation emitted downward
by the stratosphere to the troposphere is larger, which would
tend to wau •m the troposphere. (The above  sequence ofewents
would operate in the reverse direction fear a decrease in ozone.)
The net ellcct depends critically on the vertical distribution of
the ozone perturbation (Rama m;than and Dickinson. 1979). For
a uniform increase (decrensc) in stratospheric ozone, the III
warming (cooling) effect is slightly larger 1111,111 the cooling
(warming) by the decreased (iIICI-CaaSed) solar radiation incident
on the troposphere. Calculations using a one-dimensional ra-
diative-convective model by liananathan et cal, (1976) showed
that a1 10 percent uniform increase (decrease) in stratospheric
ozone warns (coeds) the surface and troposphere by about 0.1 K.

Because the net cll'ect of ozone change Oil the surface teal
perature depends strongly oil vertical distribution ofozoge
perturbation, it is difficult to extrapolate the results of Mu mna-

than et al.'s (1976) calculations to the type of atone change
estimated to occur from solar-variability cflccts. As mentioned
earlier, the model results (Figure  7.4) ;,xlicate that bypotlle-
sized solar-variability cflccts oil arc concentrated mainly
above 25 kill. For such a vertical distribution of ozone increase:

(or decrease), the Ili warming (cv-i(ng) effect avoa,;hl he smaller
because any change in the. Ili emission above 25 kill would be
absorbed within the lower stratosphere and hence would not
penetrate to the troposphere: It is difficult to guess even the
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FICURE 7,9 Comparison of calculated layer-mean temperature
changes to the amdysis of rocketsoudc-measured teu'perature changes
for the north subtropics of the western hemisphere by Angell amd
Korshover (19781)) (after Penner and.Chnng, 1978, reproduced with
permission of the Amerfemi Geophysical anion).

sign of the effect oil troposphere without perflormingactual
model calculations. However, such calculations may not be

necessary because the hypothesized variations in total ozone
content are small. Xlo(ILI calculations and analyses of ozone

records discussed earlier indicate itnuminatnn variation ofabout
5 percent in the total ozone from solar maximum to solar min-
imum, Crony calculations of Ramanathan et al. (1976) we es-

timate that a 5 percent variation in total ozone may cause a
maximum effect of 0.05 K (dither doling or warming) oil the

surface temperature, which of cou rse should be considered a
negligible effect, A more detailed review of the ozone—cif hate
problem is given 

fit
(1980).

DYNAMIC INTERACTIONS

The mechanisms by which changes in the middle atmosphere
can be transmitted to the troposphere by dynamic coupling arc
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described fit 3 of this volume and, hence, will not be
discussed here. We will discuss the possible effects of solar
variability oil features of Cite middle atmosphere that
determine the dynamic coupling rincellanisms,

Above 20 kill fit stratosphere, the Zonal winds and the
latitudinal temperature gradient undergo Significant seasonal
variations During winter the temperature dccreuscs from

equator to pole, accompanied by st rong westerly winds (i.e.,
blowing from west to cast). This pattern reverses lit
i.c , pole-to-equator temperature gradient and caste lies, These

seasonal reversals are primarily determined by the latitudinal

distribution of ozone sola r heating. lit the vertical
temperature gradient ,above 20 kill at most Latitudes is primarily
determined by the corresponding vertical dist ribution of ozone
solar and lit heating. As discussed earlier, the zonal wind dis-

tribution and the vertical temperature gradient play an fm
portant role in determining the trsrtsmissivity of the strato-
sphere to upward-propagating planetary-scale waves.

For ozone variations that are h ypothesized to occur during.;
galactic cosmic rays and solar-proton events, the resulting in-
fluence oi l  latitudinal and vertical gradients ofsolar heating
secut to be tiro small to influence eitl •,cr the latitudinal or ver-
tical gradient of temperature, Un the other hand, soli•-t+v-Ilex

variations with magnitudes similar to those proposed by Heath
and Thekaekara (1977) call substantial effects oil the
latitudinal and vertical gradients ofhcating rates. For example,

from Figure 7.4, we estimate that the vertical temperature

gradient between 20 and 10 kiln changes by about 20 percent
from solar minimum to solar maximum, (Recall that the rv-
ilux variation adopted f'or the results lit 7.2 is substan-
tially smaller than that proposed by Heath and Thekackara.)
Similar changes call expected fit latitudinal gradient of`
solar heating.

The calculations of Callis et al, (1979) suggest that at 45 kill,
for globally averages  l conditions, the solar heating rate varies
front 	8,5 K per day to about 11.5 K per clay front

mfnfmum to solar maximum. Changes in globally averaged

solar-heating rates would in general be accompanied by changes

fn the latitudinal gradient of heating, For example, during
winter when solar heating is zero at the poles, the equator-to-
pole gradient of solar heating will change with it in the

globally averaged solar heating,

IIAILIA'I'1N'C-13 110TO(,IIEAIIC:AL DISSIPATION

Because the planetary soaves are planetary-scale pressure per-

turbations, they are also associated with temperature pertur-

bations. These temperature perturbations are damped by long-
wave-radiation emission. The rate at which radiation damps
these waves (the so-called Newtonian cooling coefficient) in-
creases with altitude from about 0.02 clay  t in the lower strato-
sphere to about 0,2 clay t in the upper stratosphere, Within

the upper stratosphere the rate of radiative damping is signif-
icantly accelerated by the coupling of U, chemistry and tem-

perature, 0, production in the upper stratosphere depends
primarily oil of p_, which is weakly temperature
dependent, but the U, destruction processes are strongly tena-
perature dependent. Increased temperatures, for example, en-
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FIGURE 7.10 Longitudinal variations in midlatitude southern hemi-

sphere springtime O, and temperature (at 2 mbar) as measured by

Nimbus IV and the corresponding variation in the 1-mbar to Q.-mbar

ozone mixing ratio (ra,2). Computed longitudinal variations io solar

heating are also shown (from Chazi et al., 1979, reproduced with

permission ol'the American Ccophysical Union),

Nance destruction of odd oxygen through chemical processes
that depend on activation energy, with a consequent reduction

in 0,. The reduction in O, decreases 0;, solar heating, which
tends to dampen the initial positive temperature perturbations.

Several theoretical studies (e.g., Blake and Lindzen,1973) have
indicated that this radiative-photochemical coupling acceler-

ates the upper-st ratospheric radiative damping by a factor of
2. Recently, Chazi et al. (1979) made model calculations of

longitudinal variations in solar heating from satellite observa-
tions of longitudinal variations in 0 3 at 2 mbar for 45-50° S
latitude during spring. Their calculations, shown in Figure

7.10, suggest that the negative correlation between longitu-
(final Oa variations and temperature variations doubles the ra-

diative (tamping rate at 2 mb, which confirms the earlier results
based on theoretical model calculations. This aspect of the

problem is being mentioned because the postulated solar-Lay
variability associated with the I1- ,year sunspot cycle will modify
the magnitude by which radiative-photochenaieal coupling ac-

celerates the radiative damping rate. For example, a fixed in-
crease in Q, (associated with negative temperature perturba-
tion of the planetary waves) will cause a larger increase in solar

heating during uv maximum than uv minimum. This effect is
of importance primarily in the upper stratosphere where most

of the 0;,-uv absorption takes place.

CONCLUSIONS

Postulated mechanisms linking solar variability with observed

variations in stratospheric ozone and temperature consist of

two categcries; (1) variations in solar- uv flux in the 1700-3000

V, RAAIANATHAN

A spectral region associated with the 11-year sunspot cycle and

the 27-day solar rotation period and (2) solar modulation of the
production of NO by galactic cosmic rays and solar-proton events,

The estimated magnitude of ozone and temperature variations
in the middle atmosphere caused by the second category seems

too small to have nonnegligible c&cts on the troposphere,
Variations in solar-uv flux can have significant influence on

the temperature and ozone ofthe middle atmosphere, provided

the magnitude of uv variations is as large as that suggested by
Heath and Thekackara (1977), The pertu rbations in the solar
and in radiative energy input to the troposphere caused by the

above variations in stratospheric ozone and temperature are
small and have negligible effects on the tropospheric climate.

However, the perturbations in latitudinal and vertical gradients
of solar heating caused by uv-Flux variations above 30 km may

have a nonnegligible influence on the tropospheric circulation
through dynamic coupling mechanisms. The magnitude ofsuch

effects cannot be estimated at this time because of the lack of
detailed model studies.

Unfortunately, as pointed out by Heath (1977), the solar

variations in the 1750-3000 A region are poorly understood,
and the suggested variations by Heath and Thekackara are

considered controversial by their colleagues. Clearly, more
work needs to be done before the magnitude of the variations
can be well established. Such an endeavor seems particularly

worthwhile because of the potential effects of uv variability in
the climate of the middle atmosphere,
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Since the earliest studies of atmospheric electricity, there have

been many attempts to ascertain a solar–terrestrial relationship
correlating ground currents, electric fields, and thunderstorm

frequency with aurorae and variations in solar activity. Ground-
based aircraft and balloonborne instruments have detected at-

mospheric electrical responses to solar Flares, solar-cycle var-
iations, solar magnetic-sector boundary crossings, geomagnetic

activity, and even auroral displays. Often these solar- and up-
per-atmosphere-induced variations of the global atmospheric

electrical circuit are difficult to identify because they are su-
perimposed on complex electrical variations associated with

meteorological and anthropogenic processes in the lower at-

mosphere.
Recently, atmospheric electricity has received renewed in-

terest as a solar–terrestrial coupling mechanism (and a possible
sun–weather coupling mechanism) because it may bypass many

of the theoretical difficulties associated with dynamic coupling
between the upper and lower atmosphere (Markson, 1971).

For example, atmospheric heating caused by solar flares and
auroral activity produces large global dynamic responses in the

neutral thermosphere, as discussed by Roble (1977); however,
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at a few scale heights below the thermosphere, the heating is

believed to be too small to produce any dynamic perturbations.
On the other hand, upper-atmospheric electrical effects—such

as the generation of large horizontal-scale potential differences
by the magnetosphere, particularly at high latitudes, and changes
in electrical conductivity caused by changes in cosmic rays or

by ion production from energetic particle precipitation—may

perturb both the electric current and the field patterns of the

global circuit that is mainly established by thunderstorms. If

these perturbations in lower-atmospheric electrical properties

somehow affect cloud microphysieal processes, thunderstorm-

charging mechanisms, or thunderstorm-current output, there
might be a way in which solar–terrestrial variations modulate

the internal energy of clouds or thunderstorms (Sartor, 1965,
1980; Markson, 1971, 1978, 1979; Herman and Goldberg, 1978;
Markson and Muir, 1980). Furthermore, these authors suggest

that a modulation of large-scale convective systems could in

turn drive the tropospheric circulation changes. The entire
chain from solar–terrestrial electrical effects to changes in tro-
pospheric forcing is complex and difficult to establish. This

report considers the evidence of a solar–terrestrial effect through



FIGURE 8.1 Schematic diagram of a global
electrostatic model of aunospheric electricity.
Vector B illustrates the Earths geomagnetic
field line (from Hays and Roble, 1979, with
permission of the American Geophysical
Union).

Solar—Terrestrial Effects on the Global Electrical Circuit

changes in atmospheric electrie fields and currents but not the

connection to cloud microphysics or possible changes in tro-
pospheric forcing,

GLOBAL ELECTRICAL CIRCUIT

According to the "classical picture" of atmospheric electricity

(Dol"alek, 1972), the totality of thunderstorms acting together
at any given time charges the ionosphere to a positive potential

of several hundred thousand volts with respect to the Earth's
surface, This difference in potential drives a vertical electrical
current from the ionosphere to the ground in all nonthunderous

or fair-weather regions. The fair-weather electrical current var-
ies according to the ionospheric potential and the total col-

umnar resistance between the ionosphere and the ground. The
global electrical circuit is shown in Figure 8, 1. Dolezalek (1972)

indicated that the vagueness in the words "classical picture" is
deliberate because, as yet, there is no experimental proof for

the concept. The fundamental problem of atmospheric elec-
tricity is determining the origin of the electrical current flowing

in the atmosphere, The consensus of most atmospheric sci-
entists is that the worldwide network of thunderstorms does

act to maintain the global fair-weather electrical current; how-
ever, this concept has not been proven, and there are still
many difficulties associated with ft, as described by Dolezalek

(1972) and Orville and Spencer (1979),

In the classical picture, the thunderstorm acts as a generator
in the global circuit and provides a net current, which in the

average flows upward from a cloud top toward the ionosphere

and upward from the ground into a cloud base. The current
flowing upward from the top of a thundercloud is all conduction

current because cosmic-ray-induced ionization maintains rel-
atively high conductivity in the upper atmosphere,

Our knowledge of the magnitude of these upward conduction

currents is not very reliable. Estimates based on aircraft mea-
surements over thunderstorms indicate that currents of be-
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tween 0.1 and 6 A (average value 0,5-1 A) per thunderstorm

are flowing upward toward the ionosphere. More recently,

balloonberne sensors at an altitude of 35 kin have been used

to detect regions of upward-flowing currents 6 •om thunder-

storm areas (I-Iolzworth, 1981).
The number of thunderstorms acting simultaneously at any

given time is also uncertain, but recent estimates are between
1500 and 3000 A, If each thunderstorm cell produces a mean
current of 0,5-1 A, the global current can be estimated at 750-
3000 A, There are secondary heal and regional current gen-

erators also acting at any given time, such as showers, contin-
uous rain, Sandstorms, and snowstorms, These secondary gen-

erators produce local efl'eets and are not believed to be coupled

to the upper atmosphere and the global circuit,
The estimates of currents flowiaig front the ground into the

bases of thunderstorms are even more uncertain un a global

scale, The electrical charge released from the ground by point
or corona discharge (e,g., from trees, bushes, grass, and build-

ings) underneath a thunderstorm plays a dominant role in the
transfer of charge between the Earth and thunderstorms. In

addition, lightning and precipitation currents, which can be in
either the same or opposite direction, are important charge-
transfer mechanisms. One recent estimate by Mihleisen (1977)

is that global corona currents carry about 700 A and that the
total lightning current at any time is about 400 A.

These upward currents are counteracted by a downward
precipitation current of about 200 A, leaving a new upward

current of about 900 A from all sources. The total currents into
thunderstorms should balance the currents flowing back to the

Earth in fair-weather regions, Muhleisen (1977) emphasized
that all of these values are questionable and should be updated

continuously as new information becomes available and sub-
divided for moderate, tropical, and subtropical climates. There

is also need to continue monitoring the number of lightning

flashes oil global scale (Turman, 1978; Orville and Spencer,
1979). Furthermore, many questions remain about the current

output of thunderstorms, which is one of the most important
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parameters in the global atmospheric circuit, For example, do
lightning-intensive tropical thunderstorms have a larger or

smaller output than thunderstorms in moderate latitudes? And
is there a greater output from mountain thunderstorms than
from, say, oceanic thunderstorms?

It is easier to estimate the local power of the global circuit

outside of the generator area, The current density over land
varies greatly with local terrain; however, measurements in-
dicate a current density of about 10- 12 A/111 2 over inhabited
and industrialized , areas and about 2-4 X 10 -12 Ahn2 over
vegetated grounds and deserts, The values over the oceans
have been estimated to be 2,5 X 10- 12 

Afan2 f'or the Pa,.Te

Ocean and 1.6 X 10 -12 A/m2 for the Atlantic Occan, with the
difference attributed to greater air pollution over the Atlantic,
The current density on high mountain peaks should be much

greather than that at sea level, The columnar resistance over

mountainous areas is much smaller than over flat land, and as
much as 20 percent of the global current may stream toward
high mountain peaks,

Columnar resistance is an important element in the global
atmospheric electrical circuit, especially with respect to pos-
sible solar-terrestrial effects, The conductivit y of the atmo-
sphere is primarily maintained through the ionization of at-
mospheric gases by galactic- and solar-cosmic radiation, Near

the surface of the Earth, there is an additional component due
to ionization associated with the radioactive decay of certain
crustal materials. The columnaa resistance is the vertical in-

tegral of the specific resistivity at any given location between

the ground and the ionosphere. Because the conductivity of

the atmosphere increases nearly exponentially with altitude,

the bulk of the total columnar resistance occurs in the lower
atmosphere, with 90 percent of the total resistance below 10

kin. Figure 8.2 shows the percentage of columnar resistance

RAYMOND C. 110BLE and PAUL B. HAYS

in difi'ercnt atmospheric laye.i and the percentage of variation
of ionospheric potential with altitude (Markson, 1976), Only

10 percent of the total columnar resistance and ionospheric
potential occurs above 10 kin, where large variations in ion

production may result from known solar-terrestrial influences,
such as polar-cap-absorption events (Reid, 1974) and auroral

ionization, Because stratospheric and mesospheric conductivity
affects less than 10 percent of the total columnar resistance,

large variations in upper-atmospheric conductivity are gener-
ally believed to result from solar-terrestrial influences, which
may occur without greatly affecting the global resistance, How-
ever, during solar flares, the hard component of the cosmic

ray flux that maintains the electrical conductivity of the trop-

osphere is known to vary, producing ground-level events that
have time scales of hours and cosmic-ray decreases (Forbush

decreases) with time scales of a few days (Forbush, 1966; Pom-

erantz and Duggal, 1974), Forbush decreases are more fre-
quent with percentage decreases that vary from 1 to 20 percept,

A typical value f'or the global resistance is 270 H when moun-
tains are considered, The resistance, of the Earth without moun-

tains would be 70 H greater,
On the basis of these estimates of the global current and

total global resistance, the ionospheric potential would vary
between 70 kV and 800 kV, The average of the measurements

reported by Markson (1976) and Miihleisen (1977) is 240 kV.

Markson's measurements show considerable variation from day
to day and even hour to hour, indicating the workings of com-

plex generators and loads in the global el,etrical circuit,
All of the atmospheric elements of the global circuit have

some type of diurnal variation, The global ionospheric poten-
tial, the air-earth current, and the potential gradient in the
free atmosphere above the exchange layer all have a diurnal

variation in universal time (UT) (see Anderson, 1969; Markson,

FIGURE. 8.2 Percentage of the total col-
umnar resistance, R,,, in various altitude in-
tervals (Miihleisen, 1977), Percentage of var-
iation of ionospheric potential with altitude
(from Markson, 1976, with permission of the
American Geophysical Union),
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FICURE 8.3 Diurnal uT variation of normalized electric field inten-

sity over oceans, percentage variation (top), and diurnal UT variation
of lanai thunder area (X 104 km') (bottom) (Chalmers, 1967),

1976),. A universal time variation of atmospheric electrical pa-

rameters was first defined by measurements aboard the Car-
negie Magnetic Survey Ship expedition in 1928-1929. Statis-

tically, the minimum values occur near 0400 UT, whereas the
maximum values occur near 1900 UT, This diurnal variation is

difficult to measure from the ground because of temporal var-
iations in space charge and conductivity in the air near the
Earth's surface, Whipple and Searse (1936) showed that the

global diurnal variation of the number of thunderstorms in
universal time has a similar shape to the Carnegie measure-

ments, as shown in Figure 8.3. The peak in thunderstorm area
occurs near 1900 UT, when the combined effect of thunder-

storms on the American and African continents maximizes dur-
ing the local afternoon hours. The corresponding minimum

occurs when maximum heating occurs over the Pacific Ocean,
where the effects of intense continental heating are absent, The

correspondence between the universal diurnal variation of
measured electrical parameters and thunderstorm area has been

considered the strongest argument for the theory that thun-
derstorms act as generators in the classical picture of atmo-

spheric electricity.

A common measurement in atmospheric electricity is the
potential gradient or electric field at the Earth's surface, This
parameter is highly variable and is dependent on such factors

as meteorological influences, air pollution, clouds, and orog-
raphy. Under thunderstorms, the electrical potential decreases

with altitude, suggesting a current flow into the storm. In fair-
weather regions away from local influences, the electric po-

tential increases with altitude, indicating a current flow to the
ground, Near the equator at sea level, the Carnegie ship in

1928-1929 measured a potential gradient of 120 V/m, which
increased with latitude to values near 155 Win at 60' N and S
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latitudes, This variation with latitude is consistent with what
one expects from variations in conductivity due to the magnetic
latitude shielding effect of cosmic-ray production (Israel, 1973),

The potential gradient also decreases with altitude,
Another important parameter of the global electrical circuit

is the relaxation time at various altitudes; this is the "switch-
on" time for the establishment of a final steady state from an

arbitrary initial state. In the tipper atmosphere near 70 kin, it

is 10- 5 see, at 18 kin about 4 sec, and near the Earth's surface
about 20 min, The relaxation time at the Earth's surface is
about 10- 5 sec. The electrical circuit of the Earth has been
described as a spherical capacitor with the atmosphere as it

dielectric between two highly conducting plates—the iono-
sphere and the Earth's surface. If all thunderstorms suddenly

ceased operating, the global circuit would discharge to 1/c in
20 min. As this has never been observed to happen and vari-

ations are only about 20 percent of the mean, thunderstorms
must be operating continuously over the Earth's surface,

MEASUREMENTS OF SOLAR-TERRES;fRIAL

INFLUENCES ON ATMOSPHERIC
ELECTRICITY

The possibility that aurorae may affect the Earth's atmospheric

electrical circuit has been considered since the early clays of
atmospheric electricity studies. Wijkander (1874) indicated that

the onset of the northern lights caused the air at Spitzbergen
to become negatively charged, and Andrec (1890) reported that

the fair-weather electric field diminished during active auroral
periods and then recovered to initial values a few hours later,
Israel (1973) reviewed the evidence for solar-terrestrial influ-

ences in measurements of the ground electric field. His review
indicates that "terrestrial periods," which include diurnal and

annual periods, are strongly evident in the data but that "cosmic

periods," such as the 27-day and 11-year periods, are evident
only weakly, if at all. Many of the more recent statistical studies

correlating thunderstorm frequency with solar flares, solar
magnetic-sector boundary crossings, and others have been re-

viewed by Markson (1971, 1978) and Markson and Muir (1980).
There are a number of measurements of electrica l variations

that suggest a solar-terrestrial influence on the global atmo-
spheric electrical circuit. The measurements show variations

associated with solar fares, solar magnetic-sector boundary
crossings, geomagnetic activity, aurorae, differences between

high and low latitudes, and solar-cycle variations. The evidence
for each variation is examined below.

SOLAR FLARES

One of the earliest investigations of the effects of solar activity
on atmospheric electricity was that of Bauer (1924), who found

that the electric field at the ground increased during periods
of increased "sunspottedness." Reiter (1969) reported that the

daily means of the ground potential gradient, E, and air-earth
current, i, increased from the first day a solar flare appeared

until the fourth day, when they attained maxima. Reiter's mea-
surements were made from a mountain station at Zugspitze,
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West Gertnam , ( 11964 tit), where 70-80 percent of the columnar
resistance between the Ionosphere and the Earths nlcaq sea-
level surface is below the station. Therefore,  measurements of
E and t were not greatly influenced by variations ht columnar
resistance, and the influence of solar events could be studied.
Measurements made over the past 20 years have consistently
shown a 0:4,niflcant increase (about 5"0 percent on the av-

crage) In both the air-earth current and the potential gradient
at the station following solar flares, Figure 8,4 shc)ws a super-

posed epoch analysis of E and t following Ha solar flares oc-
curring near the central meridian of the still (between 20° W

and 20° E) front February 1967 to May 1969, (loth E and I
clearly show all for two or three days following, the
flare onset, with a gradual return to preflare condAlons a few
days later,

Cobb (1967), milking measurements from the low-latitude
station oil

Loa, Hawail (4170 tit), also found evidence
of a solar influence oil 	atmospheric electrical elements,
During a 1-year measurement period beginning fit

1960, there were times of considerable solar activity, with 28
solar flares of Class 3 or greater and 42 magnetic storms, Fol-
lowing a solar-flare eruption, the air-earth current increased
all of 11,7 percent from its established normal values
(see Figure 8.5), In aproximately 80 percent of the cases, this

increase occurred in, the first 24 h after a flare, Sartor (1980)

also reported a similar solar-flare efibet oil 	electric field as
measured at Niwot Ridge, Colorado (3744 m),

Recent balloon measurements in the high-latitude strato-
sphere also have shown electrical responses to solar activity,

tfolzworth and Mozer (1979) showed that solar-controlled fon-
izing radiation can have large effects on the electrical conduc-
tivity down tout least 15 km at geomagnetic high and midlat-
itudes. The large treasured increase in electrical conductivity
corresponded with a decrease in the vertical electric field mea-
sured during the August 1972 polar-cap-absorption event. Cobb

(1978) made balloon measurements of the air-earth current
density at the South Pole before and after a solar flare, Bal-

loonborne sensors were released at approximately 03W UT each
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FIGURE 8,9 Grouping or hourly means (percentage) of electric field
(top) and air-earth current (bottom) around flare days during 3 years
of generally low solar-activity levels (1964-1967) as measured at the
Zugspitze stations (Reiter, 1969),

day for five consecutive clays during the period November 22-
27, 1977, The measured air-earth currant density profiles are

shown in Figure 8,6. The first balloon was released at 0255 u7•
oil November 22, 1977, 7 hours before it solar flare occurred,
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and the measured air-earth current density was typical oi'other

balloon measurements made by Cobb (1977), The second bal-

loon was released about 17 hours after the solar Clare, laid
through the first 25 km the current was nearly identical with

the first flight, However, above 25 kin the measured air-earth

current was much higher. It is not clear whether the abrupt
increase was clue to a space charge encountered or to a temporaltempal

effect, as the balloon takes time to rise through the layer, The

following day the entire air-earth current density profile was

enhanced by 70 percent from preflare conditions, Two days

later the measured air-earth current density profile ecturned
to preflare conditions, M61ileisen (1971) also showed that the

Ionospheric potential difference inferred from measurements

made at widely separated mid- and low- latitude stations is gen-

erally small. However, during one strong solar event, he found

a 60-kV Ionospheric potential difference between two stations,
These measurements strongly suggest a solar influence on

the parameters of the global electrical circuit, Through the

years thus il'we also been many reports relating increased

thundcy'Ll tart teequency to solar flares (e,g,, Markson, 1978,

1379, ro, a review), The main question is: Can the observed

effects be caused by changes in electrical conductivity alone,

or is it necessary to Involve changes in the thunderstorin gen-

erators to account for the observed effects?
i

jr

SOLAR MACN>TIC- SL'CTOR BOUNDARY	 1=

CROSSINGS	 {"

Markson (1971) first called attention to the effects ofsolar mag-

netic-sector boundary crossings on atmospheric elect rical pa-

rameters and possible increases in thunderstorm frequencies.

Since then, Park (1976a) and ltoiter (1977) both reported var-
iations in the measured air-earth current and the potential

gradient at the ground during solar magnetic-sector boundary
crossings, Park's measurements of the atmospheric electric field
were made during the period March-November 1974 at Vostik,

Antarctica (78° S, 107° 1;), which is at the south geomagnetic
pole, Although he obtained only 17 measurements during solar

magnetic-sector boundary crossings, his results show that the

electric field is depressed by about 15 percent 1-3 days fol-
lowing the passage of solar magnetic-sector boundaries, and
the effect is more pronounced in the austral winter, when

Vostok is in continuous darkness (see Figure 8,7). Figure 8.7
also shows at large seasonal variation, with the field being much
stronger in winter than during equinoxes, No significant dif-
ference was found between the away-to-toward sector bound-

aries and the toward-to-away sector boundaries,

Reiter's (1977) measurements were indee from the high

mountain observatory at Zugspftze, West Germany, over a
period of one solar cycle. His results show that, in cases when

the magnetic-field polarity changes from toward the sun to away

from the sun, the Ionospheric, potential significantly decreases

on the day before and, on the day after the passage, it increases
by about 20 percent, If the magnetic polarity changes from

away from the sun to toward the sun, the ionospheric potential
is again observed to change; on the first and second days prior
to the passage it is clearly decreased, whereas on the day of

the passage it is already back to normal. The amplitude of the

variation for this case is 10 percent, Figure 8,8 summarizes the
F and i variations during a sector boundary passage, along with

several parameter variations determined from other studies
such as the beryllium-7 concentration at Zugspitze, the vor-
ticity area index, and the K,, variations inferred durhig passage

of magnetic-sector boundaries.

GGONIAGNETIC ACTIVITY

Cobb (1967) showed that the monthly variation of the air-earth
current from mean values tit Mauna Loa, Hawaii, is correlated

-6	-4	-2	0	2	4	6	with Bartel's magnetic character index, C " , Such a correlation

DAYS FROM BOUNDARY GROSSING	
for the period September 1960-September 1961 is shown in

Figure 8,9, There is good correlation between the most "mag-

FIGURE 8,7 Average behavior of the Vostok electric field at tike	
netically disturbed" months of October and July and the least

approximate times of solar magnetic-sector boundary crossings for win-	
Alisturbed months of January anti August. Cobb also compared

ter and equinox data. The numbers in parentheses indicate the number	the daily variation of C ^, and measured the air-earth current

of cases (from Park, 1976x, with permission of the American Geo-	density; although the overall correlation is not as good as for

physical Union).	 the monthly variations, there appear to he interesting upper-

111..
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FIGURE 13.8 Comparison of several superposed epoch analyses: con-
centration of beryllium-7 (Be-7) in air at 3 kin above sea level, key clay
-/+, peri^d 1973-1974; electric field, E, and air-earth current den-
sity, /, at 3 km above sea level, key day -/+, period 1967-1971 with
maximum solar activity; northern hemispheric vorticity area index, 11,
key day -/+, period 1964-1970; and planetary magnetic-field index,
K, sector-boundary passage, irrespective of polarity, period 1967-1969
(Reiter, 1977).

atmospheric effects influencing the electrical parameters at low

altitudes.
Marez (1976) also reported a measured increase of the ground

electric field for several days following high ionospheric ab-

sorption events associated with geomagnetic activity. Mea-
surements made from observatories near Nagycenk, Hungary,
and Swider, Poland, showed an increase of 12-46 percent (de-

pending on the time of day) in the potential for several days

following high-absorption events.
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equate and contradictory, During the Second International ho-
lar Year (1932-1933), Is-ail (1973) found that the potential
gradient and stir-earth current both experience a fluctuating
variation with all a peak of'approximately 155 percent
of the mean value occurs 6-8 minutes bcf*ore the aurora, and
a mininnun value of some 65 percent occurs 10 minutes after
onset, ;11orc recently, hreier (1961), Olson (1971), and Lobodin
and Paramonov (1972) reported auroral effects oil elec-
tric fields measured oil ground. In general.. they: reported
a decrease in the electric field that later recovers to pre auroral
conditions. Figure 8.10 shows the results of Lobodin anti Par-

atnonov (1972), who examined elect ric-field data from eight
high-latitude stations. Seven of the stations were in the north-
ern hemisphere between 41°41' N and 80°37' N, One station
was located in the southern hemisphere at 66°33' S. The results

from the northern hcntisplicre stations showed that appreciable
variations of electric field begin 3-1 hours before the onset of
an aurora and last up to 3 hours after its appearance, The mean

decrease in E during the aurora is 23-32 percent for continental

stations and 8 percentfor the eastern Siberia Sea, In the south-
ern hemisphere the potential gradient increased by 36 percent

of the mean, In the northern hern0phere the decrease averaged
4 percent for weak aurorae, 6 percent for medium aurorae, 1.1
percent for strong aurorae, and 20 percent for very strong

aurorae.

Shaw and Hunsucker (1977), oil other hand, analyzed
measurements of the ground electric field and found no auroral

effects at College, Alaska (65° N), even when the ionosphere
is disturbed and there is violent visual auroral activity.

DIFFERENCE BETS EEINt 111011 AND LOW
LATITUDES

Kasemir (1972) examined the atmospheric electric field, cur-
rent, and conductivity data recorded during the International

Geophysical Year in 1958 at Thule, Greenland (78° N), which
is near the north magnetic pole, He also examined atmospheric

electric-field measurements made during the International Year

-- C P Magnetic character-figure (8artels)
— I d Air-Forth current departure from
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On the whole, the available data on the influence of aurorae	from September 1964 to September 1961 (from Cobb, 1967, repro-

on ground potential gradient and air-earth current are inad-	duced with permission of the American Rleleorological Society).
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Paramonov, 1972).

Of the Quiet Sun in 1964 at the Amundsen—Scott station at the
South Pole. The diurnal uT variation averaged over the year
of the normalized current at Thule and the normalized field at

the South Pole show surprisingly good agreement. Compared
Mth the oceanic diurnal L IT variation at low and ntidlatitudes
measured during the cruises of the Carnegie Institution's ship,
the polar curve shows a similar shape hilt It nmch reduced
amplitude (see Figure 8,11). The maximum and minimum in
the polar regions are 1.07 and 0.92 of the meant, whereas tile:
corresponding; values oil oceans are 1.20 and 0.115. The
cause of the approximately 30 percent reduction fit

diurnal
amplitude is not known; however, Kasemir (1972) suggested
that there is a strong possibility that an agent other than world-
wide thunderstorm activity may modulate the c ivetrical circuit

at high latitudes.

Cobb (1967) also reported oil t;raadicottind air—earth
current densit y measurements at the South Pole station during
the period November 1972 through March 197 .1. The per-
ecntagc of variation of the air--earth current density measured
at the South Pole closely Followed the diurnal t'T percentage

of variation measured e trlicr at the Mauna Loa lows-latitude
station, although the mean values for the two stations arc dif-
Fcrew. The diurnal rr variation of the potential gradient at the
South Pole, however, is displaced by several hours compared
With the Manua l.ua 1110SUIemcutS.

Cobb (IW7) also made balloon measurements to as high its
35 kilt at the South Pole station. Two aspects ol'the soundings
emerge d. 'first, the ear r eat is usually hilt constant with altitude
even u) the • stratosphere; second, (ltc average current in the
stratosphere play vary by ,it) order of magnitude from day to
clay.

SOLAR- CYCIL L VARIATIO N'S

here is a_ loin!-period variation ill cosmic-ray radiation that is

inversely correlated with sonslx)tactivity(Forbush, lWi,Nehcr,

1971). At 15 kill the ioniza(ion rate may vary by 51 percent
(conductivity by 23 percent), while at 20 kill the  lunization rate
varies bs about 76 percent(condumivity by 33 percent) at High
latitudes At 20 kn1 the average conductivity variation through
a solar cycle is about 113 percent at mid)atitudes and about , 1.0
percent near the equator.

Miihleisen (1977) derived the ionospheric potential variation
of the global circuit over all solar cycle by balloon
radiosonde ascents, His results suggest a solar -cycle variation
of ionospheric potential opposite to solar activity as character-
Ized by the relative sunspot number. Duriog solar minimum

the ionospheric potential had values near 350 W, whereas it
decreased to 250 k!' Hear solar-cycle maximum,

GMT

FRAIIIIs S.11 Non nalixed (fit arnal va riatioo of 0te air--earth current
density and electric field' ill Arctic sand Antarctic, 1658 and 1961
(solid line). Normalized diurnal variation of the atmospheric electric
field on the oceans (dashed line) (K senor, 1972).
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Olson (1977) treasured tit(- variation of the air-carth con-
duction current density through the period of it sola r cycle (see
Figure 8,12), The maximum current density occurs near solar-
cycle minimum, as determined by the sunspot number, and
minimum current density occurs near solar-cycle maximum.
The data were divided into two sets: one f'm- the hours near
the maximum fit the cT diurnal variation and one for the min-
fnuum (Marksou, 1978). 'the scatter plots fit lower portion
of Figure 5.12 show a negative correlation between air-earth
current density and sunspot number firr both data sets,

Markson and Muir (1980) found all correlation Ile-
tween the solar-wind velocity and the Earth's ionospheric po-
tential. The solar-w ind velocity is known to be inversely cor-
related with the galactic cosmic radiation that maintains the
Earth's atmospheric el tetrical conductivity, The correlation be-
haven cosmic-ray radirion and ionospheric potential indicates

,I influence oil parameters of the global electrical
circuit,

NUMERICAL ODELINC OF THE GLOBAL
ELEC,TRiCAL CIRCUIT

Another method of determinin! possiblt solar-terrestrial ef=
fects oil global atmospheric electrical circuit is numerical
modeling. By imposing variations ofclectrical conductivity known
to occur during solar flares or variations in potential generated

by the upper atmospherie generators, it is possible to calculate

the ef'ccts oil global electrical circuit parameters, such as
changes in current density or potential gradient, and to cont-

pare the calculated variations to measurements, .Models of the
global electrical circuit have been constructed by hasentir (197-1),
Vollaud (1977), and (lays and Noble (1979). A schematic dia-
gram of .

I
	quasi-static model firrmulated by 1-lays and

Roble is shown fit 8.1. Within this model it is assumed
that thunderstorms act as dipole current generators, each with

.t positive center at the top of the cloud and it negative center
tt lew kilometers lower than the positive center. tit
regions far away from the storm centers, the distribution of the.
electrostatic potential above the Earth is determined  b )= the
current return from the sources to the Earth's surface. The
geometry ofthe model is based oil atmosphere broken into
four coupled regions. Region 0 represents the lower tropo-
sphere, which has a variable conductivity fn the horizontal and
vertical; it also includes the Earth's orography, Region 1 rep-
resents the upper trolmsphere below the negative current source
region within the thunderstorm, and Region 2 represents the
stratosphere and mesosphere above the positive current source
region of the thunderstorm. For regions 0, 1., and 2 the elec-
trical conductivity is assumed to be isotropic. Region 3 rep-
resents the ionosphere and magnetosphere above the dynamo

region, where the electrical conductivity is koisotrol)iC and
where magnetic conjugate regions are conducted along geo-
magnetic field lines through the, magnetosphere. The mathe-
matical details of the model, the boundary conditions, and the
matching between various regions are described by Flays and
Roble (1979). 13y specifying the latitudinal and height distri-
butions of electrical conductivity, established by cosmic-ray
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FIC1Jlt w 8.12 Variation of * the air-earth conduction current density
through the period ol'a solar cycle, tits determined Crow, balloon mea-
surements by Olson (1977). The data are divided into two sets, one
corresponding to the hours ol'the minimum electric field  of the "1111-
itary" diurnal variation. scatter diagrams showing the inverse corre-
lation between current density and sunspot moaher have been made
for each data set (from Alarkson, 1970, with permission of 1). ticidel
Publishing Co.),

activity, and it current output from thunderstorms, distributed
in accordance: with the known distribution 01 hourly thunder-

storm occurrence, Hays and Roble (1979) demonstrated that
meaty of the calculated features of the global circuit were con-
sistent with observed properties, ''hey also used the global
model to examine possible sola r-terrestrial perturbations to the
circuit caused b?, changes in electrical conductivity associated
with solar flares and Forbush dcerc ases. Their results showed
that changes fit cosmic-ray ion production rate that aflcct

the electrical conductivity of the lower troposphere are capable
of altering the global distribution ol `electric fields and currents,
The variations arise from small changes in the total columnar

resistance between the ground and ionosphere and, more im-
portantly, changes in conductivity that affect the current output

from the highly idealized thunderstorms within the model.
Perturbations of x-1(1-1.5 percent fit

	ionospheric potential
and total current flowing 

fit
	circuit were calculated for the

assumed electrical conductivity changes associated with solar-

c
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flare ionization increases and subsequent Forbush decreases.
These idealized numerical experiments suggest that perte-
Nations to the global electrical circuit are possible through changes

fn cosmic-ray !oil rates associated with solar-ter-
restrial everts. More realistic models are necessary to deter-
mine the magnitude and global. redistribution of electrical cur-

rent and field changes caused by solar-terrestrial perturbations
so that niodrl predictions can be compared with observations.

In addition to perturbations of the global electrical circuit
caused by variations of the cosmic-ray ionization rate, there are

also perturbations caused by the downward mapping of the

upper-atn ^ ospherie dynamo potentials. There are at least two
ionospheric electrical generators that can produce large pork

zontal-scale potential differences within  the ionosphere that
couple into the global electrical circuit. These are (1) the ion-
ospheric dynamo and (2) the magnetospheric dynamo associ-
ated with plasma convection at high latitudes.

10NU5PItL 11C DYNAMO

Below about 80 kill the mobility of ions  and electrons is donl-
inated by collisions with (lie neutral gas, and the electrical

conductivity is isotropic. Above 80 kill the electrons become
bound to the Earth's geomagnetic field line; for ions this process
happens above 140 km, This difference in behavior between
the electrons and ions makes the electrical conductivity an-
isotropic above 80 km. Clobal atmospheric tides are generated
in the tipper atmosphere by diurnal variations of solar heat
input and gravitational forces of the sun and inoou. Tile winds

in the dynamo region force plasina across the geomagnetic field
lines, and this interaction causes large-scale electrical currents
to flow,

The magnetic effects of these electrical currents, as observed

on the ground, are known as Sq (solar quiet) and L (lunar
gravitational) variations. An empirical model ofthe ionospheric

dynamo potential determined by Richmond (1976) from inco-

herent scattf-'- radar data is shown in Figure 8.13. The values
are valid batveen 0° and 60° latitude. At higher latitudes,

potentials from magnetospheric generators must be cont,^id-
ered. Volland (1972, 1977) showed that the large, horizontal-

scale potential differences (about 10 kV) generated in the ion-
ospheric dynamo region map downward into the lower atino-
sphere. The ionospheric dynamo perturbs the low-latitude po-
tential and electric field at the ground by about 6 percent of
the tropospheric Fair-weather potential and electric field es-

tablished by thunre,1storni charging. The pattern shown in

Figure 8.13 will rotate with the sun around the Earth, giving
a systematic pattern at ground level. Blanc and Richmond (1980)
showed that during geomagnetic storms thermospheric winds

acting in response to heating by auroral activity produce the
ionospheric disturbance dynamo. Large, horizontal-scale po-
tential differences of about 25 kV are generated by the iono-
spheric disturbance dynamo, and these potentials are super-

imposed on the quiet ionospheric dynamo, The combined
potentials map ink the lower ionosphere. Such potentials may

be responsible for the correlation between air-earth current
and geomagnetic activity, as observed by Cobb (1967) oil
Loa, Hawaii.
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FICURE 8.13 Quiet-day F region electrostatic potentisil pattern (k1')
In apex latitude-local time coordinates. Values above 65° latitude have
no significance (from Roble and Flays, 1979, with permission of the
American Ceoph) ,sical Union),

\IACNETOSPHERIC DYNAMO

The interaction of the solar wind with the Earth's geomagnetic
field and the magnetospheric effects of this interaction have
been described by hill and Wolf (1977) and Burch (1977),
respectively, This interaction gives rise to a large-scale flow of
plasma across both magnetically conjugate polar caps; this flow

is associated with la dawn-to-dusk potential drop across both
caps. Heppner (7.977 ,', using satellite data, constructed cu ^ pir-
ical models of the potential distribution around the polar mag-
nctie cap. Figure 8.14 shows the potential pattern for both a

geomagnetically quiet and a disturbed period. During quiet

times the potential drop is typically 5(}-70 kV, and the pattern
is generally confined to magnetic latitudes greater than 60°.
(hiring geomagnetic storms and substorms, and possibly dur-

ing solar-flare activity, this pattern expands equatorward and
the potential drop increases to 150.-250 kV, This potential pat-

tern is maintained by pairs of field-aligned current systems,
each carrying approximately a million amperes, with current
densities of 101' A/m-; it is also dependent oil ionospheric

conductivity. There are variations ofthis potential pattern with
the direction of the interplanetary magnetic field, and it appears

that the negative perturbation of the ionospheric potential on
the dusk side is greater than the positive perturbation oil

drown side of the polar cap. 'There is still much uncertainty
associated with the time-dependent behavior of the potential

pattern; however, it is anticipated to be highly variable. Park
(1976b) and Roble and Hays (1979) discussed the mapping of

the high-latitude magnetospheric potential pattern to the ground.
Calculations showed that the magnetospheric generator can

produce perturbations of a-20 percent in the air-earth current
and the ground electric field at high latitudes under the pattern

during geomagnetic quiet periods. During geomagnetic storms
the high-latitude perturbations may he much larger. Roble and

Hays (1979) examined the coupling of the high-latitude poten-

tial pattern into the global electrical circuit, including the ef-
fects of the Earth's orography and the tilted geomagnetic and

geographic poles. Because the magnetospheric potential pat-
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tern is sun aligned in geomagnetic coordinates,  it groamd station
will measure variations organized in magnetic local time (Fig

ore 8.15). For early magnetic local times the ionospheric po-
tential perturbations to the Earth's potential gradient are pos-

itive, For litter magnetic local times the perturbations are
negative, These variations are superimposed oil vi , varia-
tion of potential gradient at the Earth's surfiace because of' the
diurnal variation of thunderstorm frequency. Measurements at
high latitudes should he interpreted in terms of variations of
ionospheric potential, as well as in terms of thunderstorm-

frequency variations. The coupling of the magnetospberie gen-
erator and the electrical circuit at high latitudes needs to be
examined. Theoretically, such a coupling should occur; how-

ever, there tare no conclusive observations to support the the-
oretical predictions ofeffbets near the ground. aMozer and Serlin

(1969) and Mozer (1971) detected horizontal electric fields as-
sociated with the magnetospherie potential pattern penetrating
down to balloon altitudes. Kasctnir (1972) repo rted that the
diurnal UT variation of the potential gradient tit both the Thule,
Greenland, and South Pole stations is 30 percent less than the

global low-latitude UT variation attributed to variations in thun-
derstorm frequency, which may indicate the influence of the
ntagnetospheric generators. These observations are suggestive,

9h
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3h

Oh

FICURE 8.14 A Sun-aligned empirical model of the potential dis-
tribution across the magnetic polar cap, Shown at top is the geomag

netic quiet,model with it 72-kV dawn-to-dusk potential drop; at bottom

is the geomagnetic disturbed model with it 140-kV dawn-to-dusk po-
tential drop (from Neppner, 1977, with permission of the American
Geophysical Union).

FICUIIE 8,15 Calculated diurnal variation ol'ground electric field

(V/111) US U function of magnetic local time. The uppercurves are diurnal
variations in the effect of the ionospheric potential perturbation on the
ground electric field at various magnetic latitudes calculated by using
Ileppner's (1977) model liar a magnetically average period. The lower
curves are the diurnal (UT) variation of the ground electric field mea-

sured during the Carnegie expedition in magnetic local time I'or stations
in the Atlantic and Pacific sectors, The total potential gradient variation

is determined by the difference: between the upper and lower curves
its indicated.
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but a systematic observational program is needed to study the

possible coupling of magnetospherie processes with the lower

atmosphere.

POSSIBLE COUPLING TO CLOUD PHYSICS
AND 'I'11UNDERSTORM-CHARGING PROCESSES

Both the experimental evidence presented in the previous sec-
Lion and the theoretical studies made with it global mode) of
atmospheric electricity indicate that a solar—terrestrial coupling
through atmospheric elect ricity exists. The coupling is revealed
through observed changes in the global distribution of the air—
earth current and the elect r ic field that occur during solar—
terrestrial events.

Some of the observed changes 
call 

understood through
changes in electrical conductivity and the coupling of upper
atmospheric generators into the global electrical circuit, But

not all of the changes call be attributed to these eflects alone.
For example, the observed increases in ionospheric p0ential,

air—earth current, and electric fieldat the ground f'or several
days after it solar flare indicate all of the generator
power output into the global electrical circuit, If there was a

generally accepted theory of thunderstorm electrification, it
would he possible to examine such it coupling. However, in

the absence of a generally accepted model, it is not possible
to complete the link between the observed solar—terrestrial

effect (changes in current and electric field) and a sun—weather
effect (i.e., solar modulation of thundlerstoruis and possible
troposphericcirculation changes). Markson (1.971, 1978) and

Markson and Muir (1980) presented a thunderstorm model that

allows all current output from thunderstor ms into
the global electrical circuit due to increased ionization and

hence electrical conductivity between the cloud top and ion-

osphere. Willett (1979) presented it different nnodel in which

the current output daring similar solar—terrest rial events is not

a large as that predicted by Markson. Herman and Goldberg

(1978) suggested that the Forbush decrease, commonly asso-
ciated with solar Flares, enhances the fair-weather electric field

in the troposphere, which in turn enhances cloud microphysical
processes and thunderstorm development. Sartor (1965, 1980)
argued that changes in the fair-weather properties in the vi-

cinity of developing thunderstorms during solar—terrestrial events

are greatly amplified by the induction-charging mechanism,
thereby affecting thunderstorm growth and development. The

sensitivity of the thunderstorm to solar—terrestrial perturba-

tions is strongly model dependent. The construction of theo-

retical models of thunderstorm electrification is all and

controversial, area of cloud physics. Sonic thunderstorm models

are voltage generators, and others are current generators; until
more is known about the details of tine thunderstorm generator,
it will not be possible to properly assess the mechanism leading

to a possible sun—weather effect.

There are many cloud microphysical and cloud electrification
processes that are dependent on the electrical state of the

atmosphere (Pruppaeher and Klett, 1978), As the electrical
state of the atmosphere is altered during solar—terrestrial events,

tl' re is a probability that certain processes of thunderstorm

development 
call 

affected. If thunderstorm development

caul he shown to be affected during solar—terrestrial events,
such information may he useful in identifying the important

microphysical processes operating within the clouds, The prob-
ability of' 

all 
electrical coupling mechanism between cloud mi-

crophyscial and electrification processes during solar—terres-
trial events appears strong enough that further research in this

area is warranted.

DISCUSSION

Both experimental evidence and theoretical calculations made

with it model of global atmospheric electricity indicate that

there is a global redistribution of elect rical currents and fields

during solar—terrestrial events; such redistribution suggests an

electr ical coupling that could affect microphysical processes
clown through the atmosphcrc to the ground. But as yet there

are no generally accepted conclusive data to support the link
between solar activity and thunderstorms or cloud processes.

Model calculations suggest that it is necessary to consider

the entire electrical circuit from the niagnetopause to the ground
when analyzing ground-based, balloon, aircraft, and satellite
data. One segment of the classical picture of atmospheric elec-
tricity suggests that there is an equalizing layer at 60 kin, where

Upper-atmospheric electrical effects are shielded from lower-

atmospheric electrical effects; this needs to be modified to
account for the observed coupling.

'file observational evidence presented in the previous sec-
tions suggests solar—terrest r ial coupling, but a well-coordinated
observational program is necessary to establish the nature and

characteristics of the global response. Such it program should
include measurements from satellites, rockets, aircrafts, bal-
loons, and ground-based stations.

Whether atmospheric electricity represents a link between
the sun and weather is not clear, Several mechanisms by which

thunderstorm development and electrification might be af=
fected by changes in the properties of the global circuit have
been proposed, but geophysical data to support them are lack-

ing. Global satellite measurenents of lightning frequency and

optical-power output may be a key in identifying the response
of global thunderstorms to solar activity. If satellite measure-
ments of lightning activity call a statistically significant

increase or decrease in thunderstorm f equency correlated with
solar flares, solar magnetic-sector boundary crossing, geomag-

netic activity, aurorae, or the solar evele, then atmospheric
electricity is all 	possibility for the physical mecha-
nism in a sun-weather relationship. Measu rements that could
shed some information oil nature and extent of electrical
coupling during solar—terrestrial events have been proposed

by Markson (1979) and Markson and Muir (1980). By nnoni-
toring the ionospheric potential either through a teihered bal-
loon or a series of balloon flights it should be possible to derive

a global geoclectrical index that would be useful for identifying

important solar—terrestrial events that couple into the global
electrical circuit. There are many uncertainties in the chain of

physical processes leading to a change in weather systems but

the evidence appears to warrant further consideration, and
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insestigations in this area should I)c considered part of solar-
terrestrial ruitean'h

Finall y , it should he emphasized that progress in under-
stanclnet; solar-terrestrial coupling requires a collahoratke MI
fort hcttceen observation ,oil theorch(al mod, 111114 For ex-

ample. hs retlnirint;.tt;reentent het%%cun theor y and ohser%atiom,
it toav Ix • po%sthlc to derive information From it nnoclel,
such as the global distrihotioo of ' cicchical-conducti%th %art-
attons (luring it solar flare. IItat would he difficult and expensixe
to obtain exlx •rinu •ntal1%. Likewise, numerical exlx • rinu •nts with
it global theoretical 111(KIVI of aln o%phent , electricih nta% sug-
gest certain e\1wrimetital eflorts to examine solar-terre•;triad
coupintg owt le,utisnls. 11te scarc •h for solar-terrestrial coupling
ni•chanisins through atmospheric electric • ih should give its a
better understanding of the F.arth's natural electrical (-twit it-
nn • nt (Figur( S.16).
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