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Figure 1: Soli is the first millimeter-wave radar system designed end-to-end for ubiquitous and intuitive fine gesture interaction.

Abstract

This paper presents Soli, a new, robust, high-resolution, low-power,
miniature gesture sensing technology for human-computer interac-
tion based on millimeter-wave radar. We describe a new approach
to developing a radar-based sensor optimized for human-computer
interaction, building the sensor architecture from the ground up
with the inclusion of radar design principles, high temporal resolu-
tion gesture tracking, a hardware abstraction layer (HAL), a solid-
state radar chip and system architecture, interaction models and
gesture vocabularies, and gesture recognition. We demonstrate that
Soli can be used for robust gesture recognition and can track ges-
tures with sub-millimeter accuracy, running at over 10,000 frames
per second on embedded hardware.

Keywords: sensors, interaction, gestures, RF, radar

Concepts: •Human-centered computing → Interaction devices;
Gestural input; •Hardware → Sensor devices and platforms;

1 Introduction
This paper presents Soli, a new, robust, high-resolution, low-
power, miniature gesture sensing technology for interactive com-
puter graphics based on millimeter-wave radar. Radar operates on
the principle of reflection and detection of radio frequency (RF)
electromagnetic waves [Skolnik 1962]. The RF spectrum has sev-
eral highly attractive properties as a sensing modality for interactive
systems and applications: the sensors do not depend on lighting,
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noise or atmospheric conditions; are extremely fast and highly pre-
cise; and can work through materials, which allows them to be eas-
ily embedded into devices and environments. When implemented at
millimeter-wave RF frequencies, the entire sensor can be designed
as a compact solid-state semiconductor device: a radar chip that
is a miniature, low-power device having no moving parts and can
be manufactured inexpensively at scale. The resulting Soli sensor
delivers the promise of truly ubiquitous gesture interaction across a
very broad range of applications, including but not limited to vir-
tual reality (VR), wearables and smart garments, Internet of Things
(IoT) and game controllers, as well as more traditional devices such
as mobile phones, tablets and laptops.

It is important to point out that the first radar systems were devel-
oped as early as the 1930s [Watson-Watt 1945], and that RF sensing
has since become a well established and mature field of engineering
and applied science. The current radar hardware and computational
methods, however, were primarily developed for mainstream radar
applications, which usually involve detection and tracking of large
moving objects at large distances, such as air and terrestrial traffic
control, marine radar, aircraft anti-collision systems and outer space
surveillance, and geophysical monitoring, among many others. The
engineering requirements for such applications are not compatible
with modern consumer applications in which sensors must fit into
tiny mobile and wearable devices, run on limited computational re-
sources, work at ultra-short distances (i.e. less than 5 mm), con-
sume little power, and track the dynamic configuration of complex,
highly deformable elastic objects, such as a human hand as opposed
to a rigid airplane, at sub-millimeter accuracy. We are not aware of
any existing radar system that could satisfy the above requirements.
Our investigation suggests that developing a radar-based sensor op-
timized for human-computer interaction (HCI) requires re-thinking
and re-building the entire sensor architecture from the ground up,
starting with basic principles.

In this work, we present the first end-to-end radar sensing system
specifically designed for tracking and recognizing fine hand ges-
tures. Our work builds upon a large existing body of knowledge in
the radar domain and, for the first time, explores the comprehensive
design principles, implementation, and optimization of these tools
for scalable gesture sensing within the constraints and requirements
of modern HCI. We show that ubiquitous and intuitive gesture in-
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teraction is made possible through tailored, interdependent design
of the entire sensor architecture, from the radar sensing paradigm
(Sections 3 and 4) to hardware and solid-state radar chips (Section
5), interaction models (Section 6), gesture tracking techniques and
vocabularies (Figure 1 and Section 7), and software pipelines (Sec-
tion 8). The complete end-to-end design, development, and evalua-
tion of this new gesture sensing modality is the major achievement
and contribution of this work, opening new research frontiers in
non-imaging sensors for interaction.

2 Background and Related Work

Input is an essential, necessary and critical component of interac-
tive computer graphic systems. Exploration of novel input devices
and modes of interaction to allow an operator to control computer
generated objects stretches back decades to the first pen interfaces
by Ivan Southerland, the computer mouse by Engelbart, the “Put it
there” gesture interface by Bolt, PHIGS and GKS, Nintendo Power
Glove, GOMS and early multitouch capacitive screens by Lee and
Buxton, etc. [Sutherland et al. 1963; Bolt 1980; Shuey et al. 1986;
Barnes 1997; Lee and Buxton 1985; Card et al. 1983]. Despite
significant progress, the importance of creating new input devices
has not diminished; it remains a highly relevant, active and growing
area of research both in academia and industry.

The development of new input technologies is closely connected to
the changing context of the use of computing. One of the most im-
portant developments of the last decade is the explosive growth of
mobile computing, where mobile phones, tablets, hand-held game
devices, wearables and re-emerging VR have grown into a dom-
inant platform to access and interact with information. Indeed,
as of 2014, there are more people accessing content using mo-
bile devices than with desktop computers [Comscore Inc. 2014].
As mobile computing grows, new modes of interaction are emerg-
ing and becoming feasible, including touch and touchless gestures
using camera-based tracking or capacitive field sensors, voice and
gaze input, and a multitude of sensors embedded in various objects,
the human body, clothes and environments or distributed as 3D in-
terfaces (see for example [Kim et al. 2012; Harrison et al. 2010;
Rekimoto 2001; Saponas et al. 2009; Smith et al. 1998; Strickon
and Paradiso 1998; Dietz and Leigh 2001; Russell et al. 2005;
Gustafson et al. 2011; Holz and Wilson 2011; Yatani and Truong
2012; Cooperstock et al. 1997; Holleis et al. 2008; Chan et al.
2015].) The choice of particular input technologies is always appli-
cation driven and involves difficult tradeoffs between size, power
consumption, ease of integration into the devices and environment,
sensitivity to light and environmental noise, cost, update rate and
precision of tracking, and many other considerations.

With Soli, we were motivated by the emergence of applications
in wearable, mobile and ubiquitous computing where the tradi-
tional touch interaction is difficult if not impossible, and where free
air gestures emerge as a promising and attractive form of human-
computer interaction [Song et al. 2014; Kim et al. 2012]. In par-
ticular we are interested in gestures that involve highly precise and
controlled motions performed by small muscle groups in the wrist
and fingers. It has been well established over decades of research
that small muscle groups in the hands allow for fluid, effective and
rapid manipulation, resulting in precise and intuitive interaction
[Zhai et al. 1996]. The superior capabilities of fingers and small
muscle groups are particularly evident when we observe extremely
accurate and fluid expert interaction with hand tools, such as those
used by a watch maker. Creating input technology that can capture
similar precision of finger motion with free touchless gestures was
one of the important motivations of our work on the Soli sensor.

Designing interfaces that would allow the capture of precise and

fast hand motion in free space has proven to be challenging. Com-
puter vision techniques have achieved great progress over the last
decade [Kim et al. 2012] but still suffer from latency and difficulty
resolving overlapped fingers and objects, requiring instrumentation
of human hands [Wang and Popović 2009; Dorfmuller-Ulhaas and
Schmalstieg 2001]. Using depth information by employing either
multiple cameras or a single depth camera can significantly improve
precision [Sharp et al. 2015], but does not scale well to the small
form factor required by wearable and mobile devices. Capacitive
and field sensing scales well across applications, but does not allow
for high definition interaction in free space [Smith et al. 1998].

In this paper we explore the use of a new physical medium for
fine gesture interaction: millimeter-wave radar. Although radar has
been an active area of research and development since the 1940s,
its use in interactive systems has been episodic and rare. This is
probably due to the large size, high power consumption and signif-
icant computational demand required to generate and process radar
signals until recently. As the first miniature impulse radars were de-
veloped in the 1990s [Azevedo and McEwan 1996] and radar tech-
nology has become more accessible, driven primarily by the prolif-
eration of radar in automotive applications, there have been a few
explorations of radar for presence detection, recognizing walking
patterns, and detecting breathing and sleep patterns [Rahman et al.
2015; Zhuang et al. 2015; Otero 2005; Wang and Fathy 2011].

Existing work in RF gesture sensing is limited to tracking rigid sin-
gle targets such as single limb or body motion [Paradiso 1999; Par-
adiso et al. 1997; Pu et al. 2013; Kellogg et al. 2014], large scale
hand motion [Wan et al. 2014; Molchanov et al. 2015c], and a pen
[Wei and Zhang 2015]. We are not aware of any previous work
that attempted to use RF sensors to precisely track fine motions of
multiple fingers and recognize dynamic gestures expressed by com-
plex deforming hand configurations. As noted in [Wei and Zhang
2015], this problem is fundamentally different from tracking the
whole hand and presents unique challenges when the radar sensor
resolution is limited by application constraints such as size, power,
and computational load. In particular, we explore for the first time
scalable and ubiquitous gesture interaction systems made possible
by modern millimeter-wave radars, which allow for compact de-
sign, precise tracking at close range, and can be manufactured in-
expensively and at large volume.

The Soli radar sensor that we report in this paper has many applica-
tions that extend far beyond hand gestures, and opens many avenues
for designing exciting and effective user interfaces in various fields
of computing. In the current work however, we focus on gesture in-
teraction with applications in wearable, mobile computing as well
as in the emerging fields of IoT and ubiquitous computing.

3 Radar Fundamentals

The fundamental principles of radar sensing are straightforward
(see Figure 2). A modulated electromagnetic wave is emitted to-
ward a moving or static target that scatters the transmitted radiation,
with some portion of energy redirected back toward the radar where
it is intercepted by the receiving antenna. The time delay, phase or
frequency shift, and amplitude attenuation capture rich information
about the target’s properties, such as distance, velocity, size, shape,
surface smoothness, material, and orientation, among others. Thus
these properties may be extracted and estimated by appropriately
processing the received signal.

The goal of radar system design is to optimize radar functional per-
formance for the specified application, such as gesture tracking in
the case of Soli, within the application’s constraints. The design of
any radar system includes a) hardware, such as antennas and inter-
nal circuitry components, b) signal processing techniques to modu-
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late the transmitted waveform and extract information from the re-
ceived waveform, and c) radar control software that executes radar
operation and algorithms [Richards et al. 2010]. The design of all
these elements is strongly interconnected and cannot be specified
independently from each other or the specifics of the application.

Historically, radar system design was driven by applications such as
detecting, locating, and identifying aircraft, ships, and other rigid
targets [Skolnik 1962; Brown 1999]. These applications are signif-
icantly different from tracking and recognizing complex, dynamic,
deforming hand shapes and fine motions at very close range. In the
rest of this section, we briefly review existing radar techniques and
discuss challenges for applying them to the new realm of mobile
gesture sensing. We follow with a discussion of Soli radar design
principles in Section 4. For a comprehensive review of radar, we
refer interested readers to [Skolnik 1962; Richards et al. 2010].

3.1 Modeling radar targets

In traditional tracking radar systems, a target is modeled and ab-
stracted by a single parameter called radar cross section (RCS),
which represents its ability to reflect electromagnetic energy back
toward the radar [Knott 2012]. Note that RCS is a property of the
target, not of the radar system, and does not directly correspond to
the target’s actual physical cross section.

In gesture tracking applications where the hand is very close to the
sensor, abstracting the hand as a single radar cross section yields
extremely coarse discriminatory information, determined primarily
by the physical cross-section of its pose. For fine gesture recog-
nition, where overlapped motions of the individual figures must
be captured, RCS is insufficient. Thus, instead of using RCS, we
model the hand as a collection of dynamic scattering centers, as
described in the next section.

3.2 Range resolution of the radar

The classic approach for target identification with radar is to map
its measured reflectivity and dynamics to spatial coordinates [Smith
and Goggans 1993]. This technique relies on spatially resolving
multiple parts of the target. The range resolution of a radar sys-
tem refers to the minimum physical separation in the radar’s line-
of-sight between two distinguishable points. We note this metric is
different from accuracy or precision, which refer to the radar’s abil-
ity to measure the distance to a single point. The classic equation
that defines the radar’s spatial resolution in the range dimension is
as follows:

resr =
c

2BW
, (1)

where c is the speed of light and BW is the total bandwidth of
the transmitted waveform. Given that the largest bandwidth cur-

Figure 2: The fundamental principles of radar sensing are based
on transmission and reflection of RF waves.

rently allowed by FCC is 7 GHz in the 60 GHz band [FCC 2016],
the finest possible radar range resolution is approximately 2 cm.
Clearly this resolution is inferior to other gesture tracking tech-
niques, for example, see Microsoft Kinect sensor resolution mea-
surements [Khoshelham and Elberink 2012].

In order to overcome this limitation, we develop a novel paradigm
for radar sensing that eschews high spatial resolution for extremely
fine temporal resolution. This paradigm, which applies to any form
of signal modulation, is described in the next section.

3.3 Beam steering and beam width

By steering the radar beam either mechanically or digitally using
electronically steered antenna arrays, the radar can track not only
distance but also the target’s location in horizontal and vertical di-
mensions, e.g. in range and azimuth [Brookner 1985]. Beam steer-
ing has been used to recover target shape [Ralston et al. 2010]; thus
the brute force approach to gesture tracking would suggest design-
ing a narrow pencil beam and scanning it across the hand to spa-
tially resolve its skeletal structure and individual finger motion.

The challenge of using this classic technique for gesture sensing is
that it would require designing a very large radar antenna to achieve
the necessary angular resolution. Indeed, the angular resolution at
range r can be computed as [Skolnik 1962]:

resa = rb =
rλ

l
, (2)

where b is antenna beam width, λ is the wavelength and l is the
aperture size. Assuming that 1 cm angular resolution is needed to
discriminate hand poses, a 60 GHz radar at a 20 cm distance would
require an antenna aperture of 10x10 cm. This size is obviously
prohibitive for small interaction sensors meant to be used in wear-
able and mobile applications. Moreover, the heavy computational
burden required to infer the hand’s skeletal structure would not be
possible on power-constrained devices such as a smartwatch.

In Soli, we propose a novel approach where a broad antenna beam
illuminates the entire hand, capturing a complex reflected signal
that describes specific hand configurations. By using signal pro-
cessing and machine learning techniques we can identify the corre-
sponding hand gestures without spatial hand reconstruction.

3.4 Radar modulation and hardware agnostic design

The radar center frequency fc has critical implications for its sys-
tem design. Because antenna size is roughly proportional to wave-
length, lower center frequencies require much larger antenna aper-
tures. The choice of wavelength also defines RF propagation and
scattering characteristics, as well as FCC regulatory requirements
[FCC 2016]. Radar waveforms must then be modulated onto the
center frequency to enable ranging functionality and resolution. In-
deed, an unmodulated single tone radar such as a speed gun can-
not measure distance because there is no reference for determin-
ing the time delay between transmitted and received waveforms. A
wide variety of modulation techniques may be used, including pulse
modulation [Hussain 1998], frequency modulation [Stove 1992],
phase modulation [Levanon 2000], and pseudo-noise modulation
[Axelsson 2004].

The choice and design of modulation schemes for specific appli-
cations are driven by multiple factors. These include the hardware
and algorithmic complexity required to modulate the transmitted
waveform and process the received signal, transmission duration,
peak transmitted power, power efficiency, minimum and maximum
detectable range, and susceptibility to various types of noise and
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interference. Therefore, there is no modulation technique that is
universally optimal for every application and environment. For this
reason, a radar system has traditionally been designed as a single
purpose sensor, highly optimized for its intended application both
in hardware and software.

This high degree of specialization and integration between radar
software and hardware makes radar less scalable to broad consumer
market applications. To make radar a viable technology for ubiq-
uitous use, the sensing algorithms and software must be abstracted
from the low-level hardware details as well as specific signal mod-
ulation schemes. This abstraction allows running the same applica-
tion software on hardware from various manufacturers, which can
then be optimized for specific fields of use. In other words, as with
all software stacks, we would like the application-level software to
be independent from the hardware architecture and low-level signal
processing specific to the hardware architecture.

The concept of a hardware abstraction layer (HAL) is well estab-
lished in the sensor domain (e.g. cameras), but thus far has not been
implemented for radar. In this paper we propose a set of abstrac-
tions that are universal across all radar architectures. We demon-
strate this new radar HAL by implementing and running a single
piece of gesture sensing software on three different radar architec-
tures: FMCW, phase modulated spread spectrum, and impulse radar
all operating at different center frequencies.

3.5 Solid-state radar devices

Electronic hardware design for high frequency radar can be chal-
lenging, requiring highly specialized equipment and skill. In par-
ticular, antenna and waveguide design for wideband, super-GHz
frequencies can present a significant barrier to cost-efficient, ubiq-
uitous sensing. We overcome this challenge by designing an all-
in-one radar IC that integrates all radar functionality onto a single
chip, including antennas and preprocessing that interface directly
to a standard microprocessor that can be found in a normal mobile
phone or a smart watch.

4 Soli Radar Design Principles

In this section, we present the fundamental design principles of the
Soli radar. These principles circumvent the limitations of traditional
techniques by employing new paradigms of radar sensing, specifi-
cally designed to track fine hand gestures in consumer applications.

The overall approach behind Soli radar design can be understood
on an intuitive level as follows (see Figure 3). We illuminate the
hand with a broad 150 degree radar beam with pulses repeated
at very high frequency (1-10 kHz). The reflected signal is a su-
perposition of reflections from multiple dynamic scattering cen-
ters that represent dynamic hand configurations. We then process
the received signal into multiple abstract representations (that we
call transformations), which allow us to extract various instanta-
neous and dynamic characteristics of the moving hand and its parts,
which we call features. These features are insufficient to reconstruct
the skeletal structure of the hand; however, their combinations can
uniquely identify various hand configurations and motions that we
can identify by comparing them to a priori captured sets of train-
ing data using machine learning techniques. In combination, these
steps form the Soli Processing Pipeline (Soli PP). In the rest of this
section we dive into specific details of various parts of the Soli PP.

4.1 Scattering center model of human hand

We model the RF response of the hand as a superposition of re-
sponses from discrete, dynamic scattering centers (see Figure 3

Figure 3: Soli illuminates the entire hand and measures a superpo-
sition of reflections from multiple dynamic scattering centers.

above). Scattering center models are consistent with the geomet-
rical theory of diffraction when the wavelength is small in compar-
ison to the target’s spatial extent [Keller 1962], an assumption that
holds for millimeter-wave sensing of the hand. In Equation 3 be-
low, we propose a generalized time-varying scattering center model
that accounts for non-rigid hand dynamics.

Each scattering center is parameterized by complex reflectivity pa-
rameter ρi(T ) and radial distance ri(T ) from the sensor, which
vary as a function of time T :

y(r, T ) =

NSC
∑

i=1

ρi(T )δ(r − ri(T )), (3)

where NSC is the number of scattering centers and δ(.) is the Dirac

delta function. 1 The complex reflectivity parameter ρ is frequency-
dependent and varies with the local hand geometry, orientation with
respect to the radar, surface texture, and material composition. This
parametric description of the millimeter-wave scattering response
for a dynamically reconfiguring hand presents a tractable model for
gesture parameter estimation and tracking.

4.2 High temporal resolution

Unlike classic radar techniques that rely on high spatial resolution
for target discrimination, Soli proposes a sensing paradigm based
on high temporal resolution. In this paradigm we detect subtle and
complex hand motions and gestures by measuring the hand’s re-
sponse to radar at extremely high frame rates, then extracting fine
temporal signal variations corresponding to those hand motions
and gestures. We implement this concept by transmitting a peri-
odic modulated waveform,

str(t, T ) = u(t− T ) exp(j2πfct), T = 0, RRI, 2RRI, ..., (4)

where fc is the center frequency, u(t) is the complex envelope
defining one period of the modulation scheme, and RRI is the
radar repetition interval indicating the time from the start of one
modulation period to the start of the next. For each transmis-
sion period, a corresponding received waveform srec(t, T ) is mea-
sured. This transmission scheme defines two distinct time scales
with which to analyze the reflected hand signals.

1We note that the linear relationship between time delay and range al-

lows Equation 3 to be expressed in terms of either variable; with appropriate

scaling, they are interchangeable for practical purposes.
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Figure 4: The Soli received signal is measured as a function of
slow time and fast time.

In slow time, denoted by T , received signals are collected at the
radar repetition frequency of RRF = 1

RRI
. For Soli radar, RRF

varies between 1 kHz and 10 kHz. Within a single modulation pe-
riod RRI , the transmitted waveform varies as a function of fast
time, denoted by t, and the corresponding received signal is sam-
pled at the analog-to-digital sampling rate (Figure 4).

High radar repetition frequency is the fundamental design paradigm
linking the scattering center hand model to the Soli signal process-
ing approach. For sufficiently high radar repetition frequency, we
can assume that the scattering center properties are approximately
constant over a single radar repetition interval due to the relatively
slow motion of the human hand. Consequently, the scattering cen-
ter range and reflectivity vary only as a function of slow time T , as
indicated above in Equation 3.

The received radar signal within one repetition interval provides
information about instantaneous scattering center range and reflec-
tivity, while variations in the received radar signal over multiple
repetition intervals result from scattering center dynamics; for ex-
ample, velocity and change in geometry. We therefore extract char-
acteristics describing the hand’s instantaneous pose and orientation
by processing srec(t, T ) as a function of fast time t, while track-
ing gesture dynamics by processing as a function of slow time T
as shown in Figure 5. The hand motions and characteristics that we
extract in fast and slow time are then used to estimate hand gestures.
We discuss some of these characteristics below.
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Figure 5: The combination of slow time and fast time process-
ing produces several signal transformations, including the range-
Doppler, range profile, Doppler profile, and spectrogram.

4.3 Wide antenna beam, fast time processing

Rather than designing a narrow antenna beam to spatially resolve
the hand’s scattering centers, the Soli radar illuminates the entire
hand in a single wide beam during each transmission period. Be-
cause all scattering centers on the hand are simultaneously illumi-
nated, the measured waveform sraw(t, T ) consists of reflections
from each scattering center, superimposed in fast time:

sraw(t, T ) = str(t, T ) ∗ y(
ct

2
, T ) =

NSC
∑

i=1

si,raw(t, T ). (5)

Each individual reflected waveform si,raw(t, T ) is modulated by
the associated scattering center’s instantaneous reflectivity ρi(T )
and range ri(T ) (see Figure 3 above) 2:

si,raw(t, T ) =
ρi(T )

r4i (T )
u(t−

2ri(T )

c
) exp(j2πfc(t−

2ri(T )

c
)).

(6)

We note that the 1
r4

path loss model is idealized, but because we do
not rely on received signal strength for distance measurement, our
pipeline is not sensitive to inaccuracies in this model.

After RF demodulation and modulation-specific filtering (for ex-
ample, matched filtering or pulse compression), the preprocessed
received signal represents a superposition of responses si,rec(t, T )
from each of the hand’s scattering centers:

srec(t, T ) =
∑

i

si,rec(t, T ). (7)

The response from the i-th scattering center is given by

si,rec(t, T ) =
ρi(T )

r4i (T )
exp(j

4πri(T )

λ
)h(t−

2ri(T )

c
), (8)

where λ is the wavelength within the propagation medium, and h(t)
is the radar system point target response. The shape of the point tar-
get response function determines the range resolution and depends
on the particular modulation scheme, transmission parameters, and
preprocessing steps.

Equations 7-8 show that the instantaneous properties ri(T ) and
ρi(T ) of all scattering centers i = 1, . . . , NSC are contained in
the received signal srec(t, T ). Each scattering center produces a
point target response h(t) that is delayed in fast time by the round-
trip propagation time, scaled in amplitude by the scattering center’s
reflectivity ρi(T ), and modulated in phase by the scattering center’s
range ri(T ). If two scattering centers i and j are separated in range
by a distance greater than the range resolution, i.e.

|ri(T )− rj(T )| >
c

2BW
, (9)

then their responses si,rec(t, T ) and sj,rec(t, T ) are resolvable in
the fast time dimension.

A variety of characteristics for the hand as a whole can also be ex-
tracted in fast time. For example, RF scattering properties and elec-
tromagnetic characteristics of the human hand can provide rich in-
formation about the hand shape, size, pose, texture, and any cover-
ing material [Baum et al. 1991]. In order to analyze the RF spectral

2For brevity, we ignore amplitude scaling factors that do not depend

explicitly on scattering center parameters, e.g. antenna gain.
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response of hand, we compute a fast time-frequency spectrogram
decomposition of the raw received signal as follows (see Figure 5):

SP (t, f, T ) =

∫ t+twin

t

sraw(t
′
, T ) exp(−j2πft′)dt′. (10)

For Soli’s relaxed range resolution constraints, the properties and
dynamics of each individual scattering center on the hand, e.g.
speed or displacement, are usually not immediately resolvable in
fast time. Instead, Soli relies on fine motion resolution to resolve
the individual scattering center responses in slow time.

4.4 Fine motion resolution, slow time processing

High radar repetition frequency enables Soli to capture fine phase
changes in the received signal srec(t, T ) corresponding to scatter-
ing center dynamics over slow time. These motion-induced tem-
poral signal changes are used to resolve the individual scattering
center responses from their complex superposition.

Soli’s exceptional motion sensitivity results from the phase of each
scattering center response si,rec(t, T ). As scattering center i moves
from ri(T1) to ri(T2), the relative displacement produces a corre-
sponding phase shift ∆φi(T1, T2) proportional to λ:

∆φi(T1, T2) =
4π

λ
(ri(T2)− ri(T1)) mod 2π. (11)

At 60 GHz, this relationship dictates that a range displacement of
1 mm produces 0.8π radians of phase change. With an observable
phase jitter of about 0.25π radians, the Soli radar can theoretically
measure displacement of an ideal point target with up to 0.3 mm
accuracy, which is very high when compared to other sensors.

The phase change dependence on displacement enables Soli to re-
solve scattering centers in slow time based on their phase histories.
We assume that the velocity vi(T ) of each scattering center i is
approximately constant over some coherent processing time Tcpi

greater than the radar repetition interval, i.e.

dri(T )

dT
= vi(T ) ≈ vi for Tcpi > RRI. (12)

The phase history over the coherent processing time then produces
a Doppler frequency

fD,i(T ) =
1

2π

dφi(T )

dT
=

2vi(T )

λ
. (13)

The Doppler frequencies of multiple scattering centers moving at
different velocities can thus be resolved by computing the spectrum
of srec(t, T ) in each fast time bin over the coherent processing slow
time window Tcpi:

S(t, f, T ) =

∫ T+Tcpi

T

srec(t, T
′) exp(−j2πfT ′)dT ′

. (14)

Functionally, this is achieved by buffering Ncpi = TcpiRRF con-
secutive preprocessed radar returns srec(t, T ) in a fast time versus
slow time array, and then applying an FFT to each fast time row
across the slow time columns. The resulting fast time-frequency
mapping S(t, f, T ) is easily converted to range and velocity using
the transformation

RD(r, v, T ) = S(
2r

c
,
2v

λ
, T ). (15)

Figure 6: Scattering center positions and dynamics can be re-
solved and differentiated in the range-Doppler signal transforma-
tion. (Left) Two stationary hands resolvable in range. (Middle)
Two fingers moving at different velocities within the range resolu-
tion limit but resolvable in velocity. (Right) Multiple fingers moving
at different resolvable velocities.

The signal processing parameters Tcpi and RRF can be finely
tuned for the expected hand dynamics and desired sensing perfor-
mance in terms of SNR, velocity resolution, and Doppler aliasing.

The resulting three-dimensional range-Doppler array RD(r, v, T )
maps the reflected energy from each scattering center to its range
ri(T ) and velocity vi(T ) at time T. The energy return from distinct
scattering centers are thus resolvable if any of the following criteria
are met (see Figure 6 above for examples):

1. their separation in range is greater than the range resolution,
determined by c

2BW
,

2. their difference in velocity is greater than the Doppler velocity
resolution, determined by λ

2Tcpi
, or

3. they are detectable only in disjoint coherent processing time
windows.

It is important to emphasize that the Soli sensing paradigm does not
require large bandwidth or high spatial resolution for gesture track-
ing. In fact, the achievable spatial resolution for a wearable radar
form factor is coarser than the scale of most fine finger gestures,
hence Criterion 1 above rarely applies. Instead, our fundamental
sensing principles rely mostly on motion-based resolution, analyz-
ing scattering center dynamics by processing temporal changes in
the raw signal over slow time.

It is worth noting that range-Doppler processing is an initial step
for many synthetic aperture radar (SAR) and inverse SAR rigid tar-
get imaging and discrimination techniques [Park and Kim 2010].
While an SAR imaging pipeline can be built on top of the Soli
range-Doppler signal processing, we believe this approach is cur-
rently inappropriate for computationally constrained, real time ges-
ture sensing applications. Not only is the rigid target assumption in-
valid for hand gestures with fine finger motions, but the algorithms
required to infer spatial structure from Doppler measurements add
significant computational overhead. We show that this additional
processing is unnecessary for fine gesture recognition by extracting
and tracking gesture signatures directly from the motion space.

4.5 Gesture motion profiles

Unlike image-based gesture sensors, Soli directly captures gesture
motion profiles and temporal variations in scattering center proper-
ties as motion signatures for gesture recognition. Rather than de-
ducing the hand’s skeletal structure or spatial orientation of fingers,
these motion patterns themselves can be input to machine learn-
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ing techniques, along with more traditional features encoding the
instantaneous hand properties. This approach reduces the compu-
tational load, making real time radar-based gesture recognition fea-
sible even on low power devices such as smart watches and IoT.

The scattering center dynamics are captured by the location and
trajectory of scattering center responses in the range-Doppler map-
ping, as well as its lower dimensional projections: the range profile,

RP (r, T ) =
∑

v

RD(r, v, T ) (16)

and Doppler profile, also known as micro-Doppler,

DP (v, T ) =
∑

r

RD(r, v, T ). (17)

The range profile and Doppler profile show the distribution of re-
flected energy over distance and velocity, respectively, as a function
of slow time. These signals thus provide rich visualizations of hand
dynamics over the temporal course of a full gesture.

4.6 Feature extraction

From the signal transformations described above, we extract a vari-
ety of low-dimensional features loosely classified as follows:

• explicit scattering center tracking features,

• low level descriptors of the physical RF measurement, and

• data-centric machine learning features.

The combination of these techniques allows Soli to capture gesture
dynamics as well as instantaneous properties of the hand in low-
dimensional features. We describe some of these features below.

4.6.1 Explicit tracking of scattering centers

Soli achieves robust hand and finger detection and tracking when
the relevant scattering centers are resolvable according to the cri-
teria in Section 4.4. We utilize constant false alarm rate (CFAR)
detection to isolate individual scattering center responses in the
range-Doppler image and track the trajectories of these responses
over time. For each resolvable scattering center i we can contin-
uously estimate its range ri(T ), i.e. the radial distance from the

sensor, velocity vi(T ) and acceleration
dvi(T )

dT
in the radial direc-

tion, as well as reflectivity ρi(T ), i.e. a measure of energy reflected
from the scattering center and intercepted by the radar (see Equa-
tions 3 and 12). Finally, a number of resolvable scattering centers

ÑSC(T ) can also be extracted.

4.6.2 Low level descriptors of RF measurement

Fundamental radar sensing and resolution limits often prevent the
multiple fingers’ scattering centers from being fully distinguishable
in the range-Doppler image. For fine, fast, and fluid gestures, in-
dividual scattering centers are frequently unresolvable in velocity
because the fingers are moving at similar speeds or their response
is blurred over multiple Doppler bins due to acceleration during the
coherent processing interval. We found that in such cases, low level
abstract features characterizing the energy distribution across the
signal transformation space can sufficiently describe relative finger
dynamics.

Velocity profile centroid: The centroid of the range-gated Doppler

profile correlates well with the relative motion of fingers:

vcentroid(T ) =

r1
∑

r=r0

∑

v

vRD(r, v, T ) (18)

where the boundaries r0 and r1 are determined by simple range
estimation or hand tracking techniques described above.

Relative displacement: Relative finger displacement from time T1

to T2 can be estimated by integrating the range-gated velocity cen-
troid:

disp(T1, T2) =

T2
∑

T=T1

vcentroid(T ). (19)

Velocity profile dispersion: The dispersion of energy over the
Doppler space describes the distribution of velocities during the co-
herent processing interval:

vdispersion(T ) =

√

∑r1
r=r0

∑

v
RD(r, v, T )(v − vcentroid(T ))2

∑r1
r=r0

∑

v
RD(r, v, T )

.

(20)

Range profile dispersion: The energy spread over the range space
describes the spatial extent of the targets in the radar’s field of view.

rdispersion(T ) =

√

∑

r
RP (r, T )(r − ri∗(T ))2

∑

r
RP (r, T )

, (21)

where i∗ is the index of the resolvable scattering center with maxi-
mum reflectivity:

i
∗ = arg

ÑSC
max
i=1

ρi(T ). (22)

Total instantaneous energy: The total energy of the received signal
encodes various properties of the targets:

Einstantaneous(T ) =
∑

r

RP (r, T ). (23)

Total time-varying energy: The energy in the coherent difference
between the received signal from frame to frame provides a mea-
sure of target fluctuation and movement.

Etime−varying(T ) =
∑

r

|R̃P (r, T )− R̃P (r, T − 1)|. (24)

where R̃P (r, T ) is the complex-valued range profile.

4.6.3 Data-centric machine learning features

A number of features are extracted directly from the Soli transfor-
mation data specifically for the purpose of input to the Soli machine
learning algorithms (see Section 7). Prior to computing data-centric
features, the transformations data is normalized to the unit scale and
a region of interest (ROI) is defined in Soli transformations. For
example, that could mean tracking the main energy centroid in the
normalized range-Doppler transformation and extracting a rectan-
gular ROI that is centered on the range bin of the energy centroid.
Using ROI significantly reduces the dimensionality of the search
over using the entire transformation data. Some of the following
data-centric features are then extracted within this ROI.
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Figure 7: The Soli Processing Pipeline implements algorithmic stages of increasing data abstraction from raw radar signal to application-
specific gesture labels.

Range Doppler Multichannel Integration (RDMI): The RDMI ma-
trix combines data from the ROIs of K virtual channels. To further
reduce the dimensionality, the RDMI data can be downsampled, re-
sulting in an 1

Mds
ROIrows,

1
Nds

ROIcols matrix. Each element in

this matrix at time T is given by:

RDMI
(T )
ij =

1

MdsNdsK

Mds
∑

m=1

Nds
∑

n=1

K
∑

k=1

RD
(T,k)
rc , (25)

where RDMI
(T )
ij is the i’th row and j’th column of the RDMI ma-

trix at time T , and RD
(T,k)
rc represents the r’th row and c’th column

from the k’th channel of range Doppler from the Soli transforma-
tions at time T . Here r and c are given by: r = x+ i ∗Mds +m,
and c = j ∗ Nds + n, where x is an offset to ensure the range-
Doppler centroid is in the center of the ROI. Mds and Nds control
the downsample factor for the rows and columns respectively.

Range Doppler Multichannel Derivative (RDMD): The RDMD ma-
trix extracts differences between two channels of range Doppler:

RDMD
(T )
ij =

1

MdsNds

Mds
∑

m=1

Nds
∑

n=1

[

RD
(T,0)
rc −RD

(T,1)
rc

]

1

δT
,

(26)
where δT represents the sample rate of the system to normalize the
derivative across varying sample rates.

Range Doppler Temporal Derivative (RDTD): The RDTD matrix
extracts changes in the RDMI matrices over two consecutive time
steps, which describes how the signal is changing over time:

RDTD
(T )
ij =

[

RDMI
(T )
ij − RDMI

(T−1)
ij

]

1

δT
. (27)

The RDMI, RDMD, and RDTD matrices improve the quality of the
signal and extract spatial and temporal differences between virtual
channels, while simultaneously reducing the dimensionality of the
feature space.

I/Q derivative vector: The I/Q derivative vector describes how each
complex value in the I/Q vector is changing over time:

iq
′(T )

i =
iq

(T )
i − iq

(T−1)
i

δT
. (28)

I/Q derivative sum: The I/Q derivative sum scalar describes how

the entire I/Q vector is changing over time:

ˆiq′
(T )

=

|iq|
∑

i=1

iq
′(T )

i . (29)

I/Q maximum channel angle: The I/Q max channel angle describes
the angle between the complex value in each channel with the max-
imum magnitude:

īq
(T )

= arccos(
αβ

|α||β|
), (30)

where α and β are the complex values with the maximum magni-
tude in the first and second virtual channels.

In combination, these I/Q features are particularly useful for detect-
ing micro gestures, as even the smallest sub-millimeter movement
of the hand or fingers results in a detectable change in I/Q.

The Soli spectrogram contains information on how much of the sig-
nal is reflected back to each antenna, which frequencies are attenu-
ated, and which frequencies are resonating in a specific frame. Like
the range-Doppler, most information in the spectrogram is located
within an ROI that correlates with the range bin of the main target.

Spectrogram Multichannel Integration (SPMI): The SPMI matrix
combines spectrogram data from the ROI of K virtual channels:

SPMI
(T )
ij =

1

MdsNdsK

Mds
∑

m=1

Nds
∑

n=1

K
∑

k=1

SP
(T,k)
rc . (31)

4.7 3D spatial hand tracking

The novel Soli sensing paradigms described above enable fine fin-
ger and gesture tracking in constrained mobile applications. We can
easily augment these capabilities with traditional radar spatial posi-
tioning to track the hand as a whole without significantly increasing
hardware or computational complexity. The Soli sensor uses a 2x2
element receive antenna array and two switched transmitters that
allow 2D digital beamforming and 3D localization. Discussion of
large scale hand tracking is beyond the scope of the current paper.

4.8 Soli Processing Pipeline and HAL

The Soli principles discussed above define a Soli Processing
Pipeline (SPP) summarized in Figure 7. In the signal preprocess-
ing stage, hardware-dependent analog and digital preprocessing de-
modulates the raw received signal and forms the point target re-
sponse h(t). The specific preprocessing steps, implementation,
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Figure 8: The Soli hardware architecture features a highly inte-
grated chip with antennas-in-package, RF front end, and baseband
processing.

and point target response form differ by radar modulation schemes,
transmission parameters, and hardware architectures. Nevertheless,
the representation of the output srec(t, T ) is the same (Equations
7-8): though the specific wavelength λ and form of h(t) affect per-
formance metrics such as resolution and accuracy, the rest of the
SPP is functionally agnostic to radar modulation, hardware, and
transmission parameters.

After the preprocessing stage, a set of signal representations, i.e.
transformations, are computed using algorithms and techniques de-
scribed for fast and slow time measurements earlier in the paper.
We currently compute I/Q, range-Doppler, range profile, micro-
Doppler, fast time spectrogram and three-dimensional spatial pro-
file. These representations provide high-level intuitive insight into
the hand’s radar response and are agnostic to specific hardware and
modulation schemes. In other words, any application or algorithm
developed on top of these transformations will theoretically work
on any radar. Thus these transformations constitute a radar HAL.

Once the transformations are computed, a set of low-dimensional
features are extracted from the transformation data. The features
include, but are not limited to, fine displacement, total measured
energy, measured energy from moving scattering centers, scatter-
ing center range, velocity centroid, and many others. The design of
features that enable robust gesture tracking is a combination of art
and science, requiring creative analysis of the data, as well as do-
main knowledge about the radar and gestures to be captured. Due
to the novelty of the current work, we are not aware of any prior art
in selection of these features.

Finally, in the last step of the Soli PP, the features are submitted
to various machine learning classifiers that are used to identify the
exact gesture the user is performing, as well as continuous parame-
ters that define this gesture. Note that the Soli PP does not suggest
recovering hand structure or identifying individual fingers. The ges-
ture identification is based on radar gesture signatures that are ob-
served in radar transformation space and described through features
computed to reflect these gestures. We review gesture recognition
algorithms in Section 7 of this paper.

5 Soli Chip and System Architecture

The Soli system architecture is presented in Figure 8. Through
the course of our hardware development, we iterated through sev-
eral implementations of Soli hardware architecture, progressively
shrinking the system from a desktop-sized radar box down to a sin-
gle chip. Our early FMCW radar prototype (Figure 9, top left)
was a custom 57-64 GHz radar built out of discrete components
using Infineon’s BGT60 backhaul communication IC with multi-
ple narrow-beam horn antennas. In parallel, we developed ultra-
wideband (UWB) 3-10 GHz impulse radar prototypes based on
Novelda’s XeThru NVA620x IC [Novelda ] (Figure 9, top right),
including the design of multiple incorporated coherent receive an-
tennas, such as a hybrid Archimedean Power Spiral.

It quickly became apparent that the form factors and power require-
ments of these prototypes could not support our ultimate vision of
the radar gesture sensor integrated into mobile and wearable de-
vices. Furthermore, in the case of the UWB radar, the centimeter-
scale wavelength did not allow for sufficient phase sensitivity re-
quired for fine gesture interaction, and the size of the antennas could
not be reduced any further while maintaining wide bandwidth and
sufficient gain.

Figure 9: Top: Early prototypes of Soli FMCW and impulse radars.
Bottom: Soli radar 60 GHz chips with antennas-in-package (AiP).

Recent advancements in semiconductor technology made it possi-
ble for us to dramatically miniaturize the radar hardware from our
initial prototypes. The increased availability of new CMOS, BiC-
MOS, and SiGe process technologies with ever-shrinking technol-
ogy nodes enables high-frequency RF circuitry (>30 GHz) neces-
sary for millimeter-wave radar. Furthermore, modern silicon die
packaging technologies allow the placement of antennas directly
on the package, either by stacking them vertically on top of the sil-
icon die or by placing then horizontally on the same plane. These
technologies allow for complete integration of the sensing radar,
including antennas and computation, into a single chip.

In addition to physical miniaturization, the complete integration of
radar electronics onto a single semiconductor device allowed us to
significantly improve power efficiency and reduce cost. The single
chip solution drastically simplifies end-system design by remov-
ing the need for GHz-frequency RF development, e.g. antenna and
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waveguide design, and expensive materials such as Rogers PCBs
with tuned RF properties. In essence, radar becomes a component
that can be easily integrated into consumer devices, much like ac-
celerometers, touch sensors and CMOS cameras.

5.1 Soli radar chip

Based on performance evaluation of our early radar prototypes, we
developed two fully integrated Soli radar gesture chips, shown at
the bottom of Figure 9:

• A 12×12 mm, FMCW SiGe radar chip manufactured by In-
fineon using embedded Wafer Level Ball Grid Array (eWLB)
technology [Brunnbauer et al. 2008].

• A 9×9 mm, direct-sequence spread spectrum (DSSS) CMOS
chip manufactured by SiBeam with on-die antennas.

The different process technology used in manufacturing the two
chips (SiGe versus CMOS) results in different signal quality, power
consumption, and integration capabilities. For example, CMOS
allows integration of standard digital logic blocks, mixed-signal
blocks and radar technology on the same die, while SiGe does not.
The SiGe chip is based on an FMCW modulation scheme common
in traditional tracking and imaging radars; the CMOS chip utilizes
binary phase-coded DSSS modulation used in communication. De-
spite these differences, the Soli radar HAL (Section 4.8) allows us
to use both chips interchangeably. Detailed discussion of the Soli
radar chip is beyond the scope of this paper; see [Nasr et al. 2015;
Nasr et al. 2016] for more details of the FMCW radar chip design.
Below we highlight the main hardware design principles and fea-
tures critical for gesture sensing applications:

High level of integration of radar components. Soli radar chips
are drop-in sensors that can be integrated into consumer electronic
devices with minimal effort. Antennas, RF front end, baseband pro-
cessing, VCOs and serial communication to program the chip are
all integrated on the chip (Figure 8). The CMOS die also includes
on-board A/D and digital interfaces. In the future, we plan to fur-
ther increase the level of component integration.

V-band operation. Both ICs operate at the 60 GHz band, which al-
lows for small antennas, 7 GHz bandwidth utilization, and potential
integration with 802.11ad and Wi-Gig standard [Hansen 2011] with
minor hardware modifications.

Broad beam antenna-in-package design. Both chips have antenna-
in-package (AiP) patch array designed to form a broad 150-degree
beam, which allows illumination of hand and fingers at close dis-
tance.

Multichannel 2Tx-4Rx for beamforming. The two transmit and
four receive antenna elements allow digital beamforming for three-
dimensional tracking and coarse spatial imaging. The receive an-
tennas are arranged in a 2×2 pattern optimized for 60 GHz central
frequency, enabling classic phased-array beamforming with min-
imal grating lobes. In both chips we implement beamforming at
the receive end. For the SiGe FMCW IC, the beamforming is fully
digital without analog phase shifters that are used on CMOS chip.

Low noise and low power. The chip design is optimized for low 1/f
noise, phase noise and jitter, which is critical for precise tracking
of fine gestures. The power consumption of the radar chips is cur-
rently 300 mW with adaptive duty cycling that shuts down the chip
during computation. Average power consumption can be further
reduced by using application-level duty cycling. We plan to con-
tinue optimizing the Soli chip design, e.g. switching to BiCMOS,
in order to further decrease power consumption.

Figure 10: The Soli chip is easily integrated into development
boards as shown here, as well as consumer devices.

5.2 Soli system design

The Soli chips are designed to be easily integrated into a wide va-
riety of consumer electronics devices. Figure 10 shows an example
development board based on the Soli FMCW chip.

The architecture for acquiring and transferring raw radar data varies
between the Soli chips. The FMCW chip provides an analogue out-
put and requires an external ADC. Therefore, for data acquisition
we used an Infineon XMC4500 Cortex M4 microprocessor with
quad 12-bit ADCs running at 1.79 Msample/sec. The acquired data
is then streamed over the USB interface to the application proces-
sor, e.g. a standard PC or embedded processor executing the Soli
Processing Pipeline. In the case of the Soli DSSS radar, data con-
version occurs directly on the chip and is then streamed to the ap-
plication processor via an SPI bus. For both chips, an SPI bus and
microprocessor are required to configure and control chip parame-
ters.

Soli chip operation was tested with multiple embedded micropro-
cessors, e.g. 500 MHz dual core Intel Atom and 1.6 GHz Quad-A7
on Snapdragon 400, as well as desktop PCs, including Mac and
Linux computers. The performance of the signal processing varies
between microprocessors due to differences in architecture and sig-
nal processing libraries. Using a standardized range-Doppler trans-
formation test, we measured performance ranging from 1830 trans-
formations per second for a 500 MHz dual-core Intel Edison, to
1200 for a 900 MHz quad-core ARMv7 Cortex-A7, to 49000 for a
Linux PC with a 3.4 GHz quad-core Intel i7-4770 microprocessor.

5.3 Soli radar performance evaluation

We validated Soli’s fundamental tracking precision by comparing
Soli radar displacement measurements with a laser range finder. A
metallic plate was mounted perpendicularly to the radar line of sight
at an initial position of 50 centimeters from the colocated radar and
laser range finder. A robotic arm then moved the plate toward the
sensors at varying velocities as displacement data was collected.
The Soli radar was operated at RRF = 1 kHz using a single trans-
mitter and single receiver. The radar data was first calibrated using
standard distance measurements using the laser range finder.

Figure 11 (a) overlays the displacement trajectories measured by
both sensors, while the RMS error between Soli and the laser is
shown as a function of velocity in Figure 11 (b). Across twelve
different velocities ranging from 20 mm/sec to 200 mm/sec, the
average RMS displacement error is 0.43 mm. This number vali-
dates Soli’s theoretical sub-mm displacement accuracy and indeed
approaches the limit of 0.3 mm for an ideal point target, as deter-
mined by the Soli radar’s phase jitter specification.
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Figure 11: (a) Comparison of robotic arm displacement measure-
ments for four velocities: 21.146 mm/s, 38.401 mm/s, 51.472 mm/s,
and 73.053 mm/s. (b) The average RMS error between the two
sensors over twelve different velocities validates Soli’s theoretical
sub-mm displacement accuracy.

6 Soli Interaction Design

Gesture interactions for Soli must build on the strengths of the radar
sensor while recognizing human ergonomic and cognitive needs.
We found that technical qualities and human needs overlap in a de-
sign space we call micro gestures: hand-scale finger gestures per-
formed in close proximity to the sensor. These micro gestures ex-
ploit the speed and precision of the sensor and avoid the fatigue and
social awkwardness associated with the arm- and body-scale ges-
ture interactions enabled by popular camera-based gesture tracking
techniques [Khoshelham and Elberink 2012].

6.1 Action Gestures

Gesture recognition with camera-based systems typically interprets
image and depth data to build and track a skeletal model of the hu-
man body [Shotton et al. 2013] or hand [Weichert et al. 2013]. Soli
does not lend itself to this approach because our sensing paradigm
proposes tracking in temporal rather then spatial domain. This
makes it difficult, though not impossible, to reconstruct object’s
spatial configurations, such as body postures or static hand shapes,
e.g. an open hand or a fist.

Instead of static shapes, the key to Soli interaction is motion, range
and velocity, where the sensor can accurately detect and track com-
ponents of complex motions caused by a user hand moving and
gesturing within sensing field. We therefore focus on using gestures
with a clear motion component, that we refer to as Action Gestures,
rather than gestures that are expressed as static hand shapes, or Sign
Gestures (Figure 12). As a side note, this quality of the Soli radar
sensor also alleviates the privacy concerns of using networked video
cameras to track user interactions.

This focus on Action Gestures leads to gestures that are easy to
perform, but difficult to interpret and describe, such as the gesture
that comprises an action of the fingertips of thumb and index finger
rubbing against each other. There are no accepted terms that would
allow us to communicate such gestures to the users in clear and
unambiguous terms. Our solution to this problem is to relate our

Figure 12: Sign Gestures (left) describe static hand shapes, while
Action Gestures (right) relate to the use of tools and devices.

design language not to symbolic gestures, but to the use of familiar
physical tools and devices (Figure 12).

6.2 Virtual Tools

Many small, hand-scale physical tools and control mechanisms
share qualities that speak to the strengths of both radar sensor and
user. Indeed, their operation involves physical motion, requiring
users to perform coordinated finger motions at hand-scale. The
associated motions are memorable and familiar, easily understood
across cultures and can be easily described by referring to the oper-
ated tool. At the same time they work at a small scale that will not
tire the user and that speak to the strengths of human motor control
system that allows very precise, fast and effortless manipulations
when small muscles of the hand and fingers are primary actors (see
[Zhai et al. 1996]).

The theme of Virtual Tools is central to Soli gesture language de-
sign, leading to gestures such as a Virtual Button, i.e. pressing index
finger and a thumb (Figure 15(a)), a Virtual Slider, i.e. moving a
thumb along the side of the index finger of the same hand (Figure
15(b)) and a Virtual Dial, an invisible dial operated between thumb
and index finger (Figure 13).

The Soli sensor is capable of recognizing more traditional types of
gestures, such as swipes (Figure 15(c,d)). We are evaluating these
gestures and believe that they are complementary to the Virtual Tool
theme that has been instrumental in guiding interaction design and
defining the unique Soli gesture language, which has qualities not
easily available in other gesture interfaces. We describe some of
these qualities in the rest of this section.

6.2.1 Haptic Feedback

Because the hand both embodies and acts on each Virtual Tool,
haptic feedback is generated by the the hand acting on itself. There-
fore, unlike other touchless gesture interaction system, e.g. camera-
based systems, Soli interaction does not suffer from the lack of hap-
tic feedback, which is an important component of physical controls.
Soli interactions can feel tactile even when no actual physical de-
vices are present and no active haptic feedback is generated by the
system.
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Figure 13: Virtual Dial Tool

6.2.2 Proprioception

Virtual Tool interactions rely on the hand and fingers moving in re-
lation to themselves. In this scenario, gesture interaction benefits
from proprioception - the sense of one’s own body’s relative po-
sition in space and parts of the body relative to each other. When
operating a Virtual Slider between index finger and thumb, for ex-
ample, interactions can be accurately controlled without relying on
hand-eye coordination. As long as the hand’s position in relation
to the sensor is established, a user does not need to look at the in-
terface they are controlling; the feedback from his or her own hand
should be sufficient.

Zone 1 Zone 2

Figure 14: Virtual Slider Tool in two zones

6.2.3 Interaction Zones

Because radar can track range independently of motion, most Vir-
tual Tools can be mapped to different interface features depending
on where they are performed in relation to the sensor, a concept
that is sometimes referred to as spatial multiplexing. For example,
a Virtual Button gesture performed close to the sensor may cause
a map to zoom in, while the same gesture performed further away
from the sensor may cause the map to zoom out (Figure 14). The
combination of Virtual Tools and Interaction Zones makes it pos-
sible to design interfaces where a complex set of features can be
controlled by a minimal set of gestures.

6.3 Feedback

Visual or audio feedback is a crucial component of any user inter-
face, and even more so for Soli because interactions happen in-air,
in an invisible field. This feedback can be thought of as a rollover
effect in desktop GUIs, but mapped to the unique states of the Soli
interactive system. Among others, these states include the con-
cepts of presence, i.e. indicating when a hand is inside the sensing
field, proximity or spatial multiplexing described above, and activ-
ity, such as when a Virtual Dial interaction starts and stops.

6.4 Virtual Toolkits

Due to the nature of the Soli gesture recognition pipeline (Sec-
tion 7.1), Soli interactions are defined as a finite set of gestures.
It is generally the case that the reliability of gesture recognition
decreases as the number of gestures in a given set increases. This
characteristic of gesture recognition is matched by a human require-
ment to minimize the number of new gestures and interactions that
must be learned in order to operate a system. Building on the idea
of Virtual Tools, we organize Soli interactions into Virtual Toolk-
its: small sets of gestures which, in combination, are easy to detect,
easy for users to remember and sufficiently complex to support the
control of everyday user interfaces.

7 Gesture Recognition with Soli

The fundamental approach to gesture recognition with Soli is to ex-
ploit the temporal accuracy of radar. Therefore, we recognize ges-
tures directly from temporal variations in the received radar signal
by extracting and recognizing motion signatures in the Soli trans-
formations. This is contrary to many existing gesture sensing ap-
proaches that are primarily spatial and explicitly estimate a hand
pose or skeletal model prior to recognizing gestures [Romero et al.
2013; Keskin et al. 2013]. In addition to exploiting the temporal
accuracy of radar, Soli’s gesture recognition was designed to (i)
maintain the high throughput of the sensor to minimize latency; (ii)
exploit advantages of using multiple antennas to maximize SNR
and improve recognition accuracy; (iii) provide both discrete and
continuous predictions3; (iv) be computationally efficient to work
on miniature, low-power devices, e.g. smart watches.

Meeting these design goals is far from trivial and requires various
trade-offs, such as the balance between recognition accuracy, de-
tection latency, and computational efficiency. In this section, we
describe these challenges and present the basic building blocks of
the Soli gesture recognition pipeline that can be used to build a va-
riety of radar-based gesture systems.

To evaluate our approach, we implemented one possible gesture
recognition pipeline based on classic Random Forest classifier
[Breiman 2001] for a basic gesture set. This exemplar pipeline
demonstrates one of many possible gesture pipeline implementa-
tions and validates the premise that Soli can be used for computa-
tionally efficient, real-time gesture recognition that can potentially
run on devices with low computational power, e.g. wearables.

7.1 Soli Gesture Recognition Pipeline

Soli’s exemplary gesture recognition pipeline consists of the fol-
lowing three blocks:

3An example of a discrete Soli gesture is the event triggered by a vir-

tual button. Alternatively, an example of a continuous Soli gesture is the

continuous value output by a virtual slider movement.
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(a) Virtual Button. (b) Virtual Slider. (c) Horizontal Swipe (d) Vertical Swipe

Figure 15: The four gestures recognized in the gesture evaluation.

1. Feature Extraction: Low-dimensional and gesture-specific
features are computed from the transformations;

2. Gesture Inference: Gesture recognition is performed using
appropriate machine learning classifiers; and

3. Filtering: Temporal and contextual filtering is performed to
improve the quality of recognition.

We discuss these three blocks of the Soli gesture recognition
pipeline in the rest of this section.

7.1.1 Feature Extraction

Like many machine learning tasks, extracting salient features from
the radar signals is a critical step for building robust gesture recog-
nition pipeline [Guyon and Elisseeff 2003]. This is particularly im-
portant for recognition of temporal gestures, where temporal fea-
tures provide information on gesture evolution over time. It is
important to emphasize that the choice of features is entirely ap-
plication and gesture dependent: although some generic features,
e.g. target range, velocity of scattering centers or velocity centroid
discussed earlier in the paper (Section 4.5) can be effective across
multiple gestures, they are usually not sufficient. Narrowly tuned
gesture-specific features are almost always necessary to achieve ro-
bust gesture recognition. Due to absence of prior art on gesture
recognition with mm-wave radars, feature discovery is an impor-
tant part of the development process.

There is no single approach for feature discovery. In our work, we
combine signal observation and intuition with domain knowledge
about radar operation and constraints imposed by interaction. In
addition we heavily employ a machine learning perspective, where
the most relevant features are automatically detected and selected
during the learning phase. For example, when using a Random
Forest algorithm, the features selected by the classifier during the
learning phase can be analyzed to provide a feature importance for
a specific gesture set. Similar techniques are available for other
machine learning algorithms [Storcheus et al. 2015; Bishop 2006].

In Soli we focus on temporal, dynamic hand gestures, as opposed
to static hand postures. This makes it challenging to recognize a
gesture by using features from a single sample of radar data taken
at time T . To mitigate this issue, some of the features in Soli ges-
ture recognition pipeline are extracted over a sliding temporal win-
dow. Here, features are collected in a temporal buffer and with
each new sample the contents of the buffer is concatenated into a
feature vector. Furthermore, meta features can be computed from
the contents of the temporal buffer, such as basic statistics of fea-
ture evolution over time, including the mean, standard deviation,
root mean squared deviation, frequency and others. The resulting
features extracted from the temporal window by both approaches

are then combined to build a feature vector that forms the input to a
machine learning algorithm for gesture classification.

7.1.2 Gesture Inference

There are a number of powerful classification algorithms that can
be used for temporal gesture recognition, such as Hidden Markov
Models [LoPresti et al. 2015; Kurakin et al. 2012], Dynamic Time
Warping [Wu et al. 2013; Gillian et al. 2011], Support Vector
Machines [Dardas and Georganas 2011; Gillian 2011], or Con-
volutional Neural Networks [Ji et al. 2013; Duffner et al. 2014;
Molchanov et al. 2015b]. These algorithms are computationally ex-
pensive and are not suited for real time operation on low-power em-
bedded platforms at high frame rates and small memory footprint.
By benchmarking and comparing various algorithms we converged
on a Random Forest classifier.

Random Forests have proven fast and effective multi-class classi-
fiers [Shotton et al. 2013; Song et al. 2014] and found preferable
for Soli gesture recognition pipeline due its computational speed,
low memory footprint, and generalization ability. Indeed, in our
evaluations in Section 7.2.2, Soli gesture recognition pipeline runs
at up to 2080 classifications per second on Qualcomm Snapdragon
application processor that is commonly used in smart watches. Fur-
thermore, the size of the model produced by the Random Forest is a
small percentage of that of other classifiers, such as Support Vector
Machines, which produced equivalent classification results in our
prior classification benchmarking.

The small model footprint and efficient real-time classification are
important factors for choosing Random Forests for Soli pipeline. In
scenarios where memory, power and computation are not restricted,
other powerful classification approaches can be also applied.

7.1.3 Filtering

To improve the accuracy of the predictions made by the classifier,
the raw predictions are improved using a Bayesian filter. We take
advantage of the high frame rate of our pipeline and the temporal
correlation in neighboring predictions. Indeed, even fast gestures
occur over dozens or even hundreds of frames. We exploit this tem-
poral coherency to filter the raw predictions made by the classifier
using a Bayesian filter, which significantly reduces sporadic false-
positive gesture errors, while maintaining a minimal prediction la-
tency for the end application (Figure 16). In fact, with temporal
filtering, some of the temporal gestures can be recognized before
the gesture has been completed. Figure 16 for instance shows how
the classification probabilities for a swipe gesture start to rapidly
increase at the very start of the gesture, peaking at the end.

Unlike other temporal filters that simply average predictions over
time, the Soli Bayesian gesture filter takes into account two impor-
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tant priors: (1) a temporal prior based on a weighted average of the
most recent predictions; (2) a contextual prior, consisting of infor-
mation passed to the Soli library from the end application listening
for gesture events.

The Bayesian filtered posterior probability for gesture k at time T
with feature vector x is given by

P (gk|x) =
P (x|gk)P (gk)

∑

j
P (x|gj)P (gj)

, (32)

where the likelihood P (x|gk) is the raw prediction likelihood out-
put by the classifier at time T . The prior P (gk) consists of the tem-
poral prior, combined through a weighted average over the previous
N predictions from the classifier, and contextual prior zg . The con-
textual prior is passed from the end application to the Soli library to
indicate how likely (or unlikely) a specific gesture might be in the
current state of the application at time T :

P (g
(T )
k ) = z

(T )
k

N
∑

n=1

wnP (x(T−n)|g
(T−n)
k )(T−n)

, (33)

where wn is the filter weight, set to increase weight of more recent
predictions. The filtered prediction at time T is given by

g
∗ = argmax

k

P (gk|x), 1 ≤ k ≤ K. (34)

7.1.4 Gesture Spotting & Temporal Variation

When we combine the feature extraction, gesture inference and
temporal filtering, the result is the general structure of a Soli ges-
ture recognition pipeline. To apply this pipeline to real-time ges-
ture recognition on a continuous stream of unsegmented data, the
following two challenges must be addressed: gesture spotting and
temporal gesture variation.

To address gesture spotting for Soli, we explicitly provide both pos-
itive and negative examples (i.e., valid gestures and background
movements) to the machine learning algorithms for training. In ad-
dition, we use a continuous stream of time series data as input to the
classification pipeline, combined with the Bayesian filter to smooth
predictions over time and remove sporadic false positive detection
errors. This is further improved with design constraints placed on
the system, as described in Section 6.

To account for temporal gesture variation we provide a large num-
ber of gesture examples performed by multiple different users. Us-
ing this data, we train our machine learning model to be as invariant
to the gesture as possible.

7.2 Recognizing Button, Slider and Swipe Gestures

In this section, we evaluate a Soli gesture recognition pipeline on
the following four gestures: Virtual Button, Virtual Slider, Horizon-
tal Swipes and Vertical Swipes (see Figure 15). A Virtual Button is
a double-tap gesture between the thumb and index finger. A Virtual
Slider is a continuous gesture that consists of the thumb ‘sliding’
horizontally along the index finger to create a continuous controller.
This is combined with a ‘select’ gesture consisting of the thumb
tapping the index finger in a vertical direction. Finally, Swipes are
hand swipes performed in two directions above the sensor: 1) swip-
ing horizontally from right-to-left across the sensor; and 2) swiping
vertically up-and-away from the sensor.

7.2.1 Configuring Gesture Recognition Pipeline

We configured a Soli sensor to sample raw radar frames at 2500
frames per second using two virtual channels. We elected to use
two virtual channels to improve the SNR and extract inter-channel
features. Transformations were computed for both channels every
10 frames, resulting in 250 transformations per second. The raw
sample rate was set as high as possible to capture precise veloc-
ity information for the virtual tool gestures and to mitigate velocity
aliasing for the larger swipe gestures. While the sensor can capture
data at significantly higher rates, our sample rate was constrained
by the radar frame size and the number of active channels. Addi-
tionally, instead of computing the Soli transformations on a 1:1 ratio
for each raw radar frame, we computed them on a 1:10 ratio. This
significantly reduced the computational load, while maintaining a
high sample rate to mitigate velocity aliasing. The Soli software
library (Section 8) enables a developer to easily tune these param-
eters to balance the responsiveness of the system with performance
and efficiency.

To recognize four test gestures and the background class we used
nine low-dimensional features: range, acceleration, velocity, ve-
locity centroid, total energy, moving energy, movement index, fine
displacement and target detection (Section 4.8). In addition we
computed the RDMI, RDMD, and RDTD matrices from the range-
Doppler ROI that was set to 20% of the original height and 100%
width. This resulted in matrices sizes of 6x32 which were further
down-sampled to the size of 3x8. In addition to the range-Doppler-
centric features, we used the I/Q derivative sum and I/Q maximum
channel angle features.

The features above all corresponded to one frame of transforma-
tion data at time T . To account for the temporal nature of the
gestures, the features from each frame were buffered into a slid-
ing window. The size of the temporal window was set to 10 frames,
which covered approximately 40 milliseconds. For each of the low-
dimensional tracking features, we computed five meta-features:
mean, standard deviation, root mean squared, integrated sum and
integrated delta. At each new update to the temporal buffer, the fea-
tures above were computed and concatenated into one main feature
vector used as input to the Random Forest classifier. The resulted
feature vector included 785 features: 3x8x3x10 RD ROI features,
2x10 I/Q features and 9x5 tracking meta features.

An advantage of combining the data-centric features, tracking fea-
tures, RF energy features, and meta features in one feature vector
was that the Random Forest classifier automatically detected and
selected relevant features during the learning phase. This allowed
us to disable the computation of irrelevant features and improve
speed of classification.

7.2.2 Gesture Recognition Evaluation

We recorded five users performing 50 repetitions of the four ges-
tures shown in Figure 15 at various locations within a 30 cm range
of the sensor. This was in addition to generic background move-
ments performed over the sensor and natural transitions in and out
of valid gestures. Participants were seated in front of a station-
ary sensor, instructed in how to perform each gesture, and given
several minutes to practice until they were comfortable with each
gesture. Each participant performed the 50 repetitions of each ges-
ture twice, with a break in between the two sessions. The first time
series recording for each user was grouped into a single data set
for training the evaluation model. The second time series recording
for each user was grouped into an independent data set for test-
ing the evaluation model. We opted for an independent test data
set over leave-N -out, cross validation, or other random sampling
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Figure 16: Ground truth labels (top), raw likelihoods from the random forest classifier (middle), and filtered predictions from the Bayesian
filter (bottom) for a small subset of the test data set containing nine vertical swipe gestures. The square wave in the ground truth labels
indicates sections in the time series containing valid swipe gestures.

per-sample accuracy per-gesture accuracy

raw 73.64% 86.90%

filtered 78.22% 92.10%

Table 1: The accuracy for the per-sample and per-gesture results
for 1000 test gestures (308,335 test samples) for five users. Raw in-
dicates the direct estimation of the Random Forest classifier, filtered
indicates the estimation of the Bayesian filter.

techniques, as we noted unrealistically high results with these vali-
dation techniques that did not translate to real-time generalization.
This was due to the strong correlation in samples because of the
high frame rates of the sensor and the time series nature of the data.

In total, the training and test data sets resulted in 2000 gesture ex-
amples (5 participants x 4 gestures x 50 repetitions x 2 sessions) or
approximately 6 million raw data frames giving 600,000 Soli trans-
formations. A Random Forest classifier was trained using a forest
size of 50 with a maximum depth of 10. The trained model was then
tested using the 1000 test gestures. We used the following metrics:
1) the accuracy of the system per-sample; and 2) the accuracy per-
gesture. They were further evaluated for the raw prediction, i.e.
the direct output of the Random Forest classifier, and the filtered
prediction, i.e. the output of the Bayesian filter.

The results are presented in Table 1 and demonstrate a filtered per-
gesture accuracy of 92.10% over the 1000 test gestures. Figure
16 shows the raw and filtered predictions for a small subset of the
test data set. This illustrates a significant improvement between the
raw and filtered predictions for both the per-sample and per-gesture
analysis. This directly translates to real-time prediction accuracy, as
the Bayesian filter significantly reduces the number of false-positive
gesture errors. Figure 16 also explains a majority of the 7.9% error
in the test data set, as there was a number of samples at the start
and/or end of a gesture that were classified incorrectly as the back-
ground class, reducing the overall accuracy of the prediction. In
Section 8, we show that this entire pipeline can be run in real-time
on embedded platforms using the Soli Software Pipeline.

8 Performance of Soli Software Pipeline

The Soli Software Pipeline (SSP) supports real-time gesture recog-
nition using multiple radar hardware architectures and can be op-

timized for embedded application processors to allow high frame
rates with minimized latency for improved temporal resolution. The
SSP can be modularized into the following main stages:

1. Capturing raw radar data from a Soli sensor or from a pre-
recorded file.

2. Processing the raw radar data using Soli DSP algorithms out-
lined in Section 4.8 and computing transformations. The re-
sulting DSP transformations are hardware agnostic at the out-
put of the Soli HAL.

3. Computing custom features from the Soli transformations,
such as tracking the position of a user’s hand.

4. Recognizing gestures using machine learning classifiers.

5. Triggering callbacks to pass data and notifications to the main
application.

The entire SSP was tested and benchmarked on various embedded
platforms such as the Raspberry Pi2 running at 900 MHz and the
Qualcomm Snapdragon 400 (APQ8028) running at 1.6 GHz. A test
program utilized the Soli library to process 10 seconds of captured
data for one channel, 64 samples per channel, at a total of 8422
frames. Throttling was turned off to measure the maximum frame
rate, running one thread at 100% CPU utilization.

We measured the SSP performance for two test implementations:
1) fine displacement computation as described in Equation 19, and
2) full gesture recognition pipeline as described in Section 7.2.2.
The pipelines were tested on the following system configurations:
Raspberry Pi2 with no NEON optimized DSP functions; Rasp-
berry Pi2 with NEON optimized DSP functions and the FFTS open
source FFT library optimized for ARM SIMD; and Qualcomm
Snapdragon with NEON optimized DSP functions and the FFTS li-
brary. The ARM versions were built using the GCC 4.9 open source
compiler.

The results of the performance evaluation demonstrated that with
no optimizations, the Soli fine displacement pipeline runs on the
order of 10,000 fps unthrottled on the Raspberry Pi2. With embed-
ded optimizations, the Soli gesture recognition pipeline can run at
greater than 2,800 fps on the Qualcomm Snapdragon 400. These
large frame rates ensure temporal resolution and minimized latency
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Platform Fine Displacement GR

RPi2 (no NEON-opt) 8000 fps 669 fps

RPi2 (NEON-opt) 11500 fps 1480 fps

Snapdragon (NEON-opt) 18000 fps 2880 fps

Table 2: Performance of SSPs on embedded platforms for fine
displacement computation (”Fine Displacement”) and the gesture
recognition pipeline outlined in Section 7.2.2 (”GR”). The max-
imum frames per second (fps) is measured while consuming one
thread at 100% CPU utilization.

to enable fine gesture control. Furthermore, these optimizations en-
able the Soli pipeline to run at lower frame rates when applicable
and consume a small percentage of a single CPU resources.

Overall, this performance evaluation demonstrates that the SSP is
lightweight and its efficient implementation enables touchless ges-
ture interaction on low-power embedded platforms used in wear-
able, mobile and IoT applications.

9 Applications and Future Work

Soli proposes a new category of gesture sensors based on physi-
cal principles of millimeter-wave RF radiation that were not previ-
ously explored in interactive applications. This paper demonstrated
that radars are indeed a viable, powerful and attractive technology
that can enhance and improve user interaction. We presented an
RF silicon sensor uniquely designed for fine hand gesture interac-
tion, based on new principles of radar hardware design and sig-
nal processing. Furthermore, our gesture recognition and software
pipelines demonstrated that we can achieve fast and fluid gestures
at high update and recognition rates running on light-weight em-
bedded systems such as smart watches.

9.1 Applications of Soli

There are numerous applications of this new technology. Due to
the small form factor, low power consumption and low cost of RF-
based gesture sensors, we can envision use of this technology in
wearable and mobile interaction, smart appliances and Internet of
Things, mobile VR and AR systems, interactive robots and drones,
game controls, smart objects and garments, massively interactive
physical environments, as well as novel techniques for scanning and
imaging physical environment, way finding, accessibility and secu-
rity, mobile spectroscopy, and many other exciting applications.

Among all of these possibilities, we chose to focus on close
range sensing of fine and fluid gestures based on the Virtual Tools
metaphor that we proposed in this paper. We envision that the same
vocabulary of simple touchless gestures can control a broad range
of devices across multiple application categories. For example, the
same gesture that allows one to navigate a map on a smart watch
can be used to control music on a radio, manipulate graphics on
a tablet, or simply set an alarm clock. Thus Soli could lead to a
truly ubiquitous gesture language that, once mastered, would allow
a user to control smart computing devices with one, universal ges-
ture set, without relying on physical controls. The interface would
disappear and the user’s hand would become the only input device
he or she would ever need.

In many ways, the vision behind Soli is similar to the computer
mouse, which brought universality of interaction to desktop com-
puting, expanding users’ access to technology. It paved the way for
the Internet, mobile applications and the current expansion of com-
puting, dramatically increasing our access to information, content
and services, bringing new quality and enjoyment to our lives.

9.2 Challenges and Future Work

Soli technology is in a very early stage of development. There is
very little prior art available and this paper reports only initial steps
in exploring this new sensing modality, leaving open a wide field
for exploration and novel research.

A significant amount of future work is required to address many
fundamental challenges intrinsic to all radar sensing, including
radar clutter, signal coupling, multi-path, fading, interference, and
occlusion, among others. The effects of these phenomena on radar
gesture sensing are not yet well understood and present several new
avenues for research and technical development. Further experi-
mental characterization of the Soli sensor is also needed, along with
quantitative understanding of the effect of various radar parameters,
e.g. frame rate and bandwidth among many others, on fine gesture
tracking and recognition performance.

One of the most important and uncharted directions for future re-
search lies in exploring new machine learning and gesture recog-
nition approaches that can exploit the fundamental strengths of the
Soli sensor. Our current work demonstrated the validity of Soli
by designing a basic gesture recognition pipeline for a small set of
gestures, evaluated for a limited number of test users. We anticipate
alternative and improved gesture recognition approaches that allow
for robust gesture interaction across larger gesture sets and many
users. In particular, we look forward to future work that would
fully implement the Virtual Tools paradigm proposed in this paper,
extending the initial steps we have taken in this direction.

Yet another important area of future research on Soli is the human
factors implications of these new interaction modalities. There are
also many exciting opportunities to discover and develop novel in-
teraction techniques, applications and use cases of this technology.

With this paper, we hope to inspire a broad and diverse commu-
nity of researchers, scientists and practitioners to explore this new
and exciting technology. We believe the full potential of Soli and
RF as a new sensing paradigm for human computer interaction and
interactive graphics of the future has yet to be realized.
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