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Solution of a linear

difference equation

A. Brown

A solution is given for u in terms of u and u , where

the elements of the sequence [u } satisfy the linear difference

equation

H{n)un+1 + G(n)un + F(n)un_1 = 0 , (n = 1 , 2 , . . . ) .

Two linearly independent solutions of the equation are written as

determinants and relations are given which can be used to check

the evaluation of these determinants.

1 . So lu t ion of a p a r t i c u l a r case

To i l l u s t r a t e the procedure that wi l l tie used for the general case,

consider the equation

(1.1) un+1 + n1/2un + un_1 = 0 , (n = 1, 2 , . . . ) .

If uQ and u are specified, then «2, u , u,, ... can in turn be

calculated in terms of uQ and w. , although after seven or eight steps

the expressions for u become messy and it is hard to see how the pattern

of the solution will generalise. To obtain a general expression for the

Received h June 197'*- This work arose from conversations with
Professor J.T. Stuart during the 1971* Summer Research Institute of the
Australian Mathematical Society at Monash University. The author is
grateful to Professor Stuart for drawing his attention to the problem in
Section 1. (It will be seen that the solution to the more general problem
in Section 3 is a straightforward extension of the method used in Section
1.)
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32 6 A. Brown

solution we introduce the determinant

n,1/2 1 0

(1.2) Am

1 (W4-l)1/2 1

1/2

where the diagonal elements are m ' , (m-l) ' , . . . , n ' and the

diagonal is bordered with l ' s , with all other elements zero. (We shall

take tn and n as positive integers, with n 2 m .) If the determinant

is expanded in terms of i t s last row and column, then

(l«3) A = [n )A -A , (w > rrn-2) ,

and in the same way, expanding the determinant in terms of i ts first row

and column gives

( i . U ) A" =

In terms of these determinants, the solution for M is given toy

(1.5) = 2 , 3, . . . ) .

This can he proved by induction, using equation (1.3). If we assume that

equation (1.5) holds for n 2 N-l , then

.N-l .N-2\
2 "i42 /

= (-1)

I t is easy to verify that equation (1.5) holds for n = 2 and n = 3 and

the induction argument extends the result to the general case.

https://doi.org/10.1017/S0004972700043951 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972700043951


A difference equation 32 7

2. Comments on the above solution

Taking u = 0 and u. = 1 gives (-l)nA as a particular solution

of equation (l.l), with (-1) A as a. linearly independent solution

(corresponding to the initial conditions M_ = 1 , w, = 0 ) . There is a

relation between these linearly independent solutions, namely,

(2.1) - 2 , 3, .-.) .

and this relation can be used as a check in evaluating them numerically.

Equation (2.1) can be obtained by using equation (1.3) to show that

(2.2)
n

2 = A n ' \ \ - 4 * ; - 1 , („ = 3 , k, . . . ) .

By successive use of this reduction formula

A An+1 - An+1An = A2A3 - A3A2 = 1i p i p " 1 2 1 ? *

/2 , /6 , = /2 .

The solution (1.5) arises from writing the set of equations ( l . l ) in

matrix form. If we use the first four of these equations to illustrate the

procedure, we have

/2

/3

A l

uh

Vo

This gives a set of equations for «„, u , w. , M_ in terms of M and IL.

and the solution for u , say, can be written down from Cramer's rule as
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1
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0

1
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1
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0

0

1

A

Brown

""I

0

0

wi4 =

since A - A = A from equation (l.U). In equation (2.3) the matrix of

coefficients on the left-hand side is triangular, with determinant 1 , and

this makes i t easier to apply Cramer's rule.

3. Extension to general case

For the difference equation

(3-1) un+1 + f(n)un + MJJ_1 = 0 , (n = 1, 2, . . . ) ,

a similar form of solution can be used. If we introduce determinants B

m

of the same type as A but with f(m), f(m*-l) f(n) as the diagonal

1/2 »l/2 1/2
elements instead of m , (wKL) , . . . , n , then
(3.2)

As before, (-1) B and (-1) El are linearly independent solutions, with

(3 3) ^B*1*1 - Bn+^~Bn = 1 (n = 2 3 )

and the determinants satisfy recurrence relations

(3-U)

un+1 = {-l)n\uQBn
2+UlB^ , ( n = 2 , 3 , . . . ) .

(3.5)
tn /7H"1 /7

, (n >

If we now move to the equation

( 3 . 6 ) HMu
n+1

 + GMu
n
 + F ( " ) " n _ l = ° ' ( " = 1 ' 2 ' " • ) '

we can assume that /7(n) ^ 0 for a l l n , otherwise the step-by-step
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deterinination of {u } will break down. Also, if we are to obtain a

solution in terms of u and M , F(l) must be non-zero, since u

only comes into the set of equations through the term F(l)u in the

equation corresponding to n = 1 . As before, we can write the solution in

terms of tri-diagonal determinants U , defined for m = 1, 2, ... ,

n = 1, 2, ... , and n 5 m by

G(m) H(m) 0

(3.7)
0 F(m+2)

... G(n-l) ff(n-l)

As for A and B , a l l the elements of V are zero except on themm m

principal diagonal and the two bordering diagonals. These determinants

satisfy recurrence relations (obtained in the same way as before), namely,

for n ^ m+2 ,

(3 .8 )

(3 .9 )

Cj = GMC*-1 - FMHin-l)^-2 ,

(

If we put L = | T H(r) , then the solution for
r=l

u can be written

in the form

(3.10) (n = 2, 3, ...

As in Section 1, this can be proved by induction, using equation (3.8) to

obtain the solution for w»r+1 from the solution for «„ and u« . and

establishing the result for u and u, by direct methods. (Cramer's

rule can again be used without difficulty.) Since uQ and u. can be

given arbitrary values, <(-l) £?[/£ an^- j(-l) £pf/£ a r e linearly

independent solutions of equation (3-6).
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In evaluating <7? and C , relationships which can be used as checks

(3.11)

(3.12)

These relationships, which hold for n = 3, h, . . . , can be verified by-

using equation (3.8) to express C7 and dl in terms of Cv, C ,̂ CJ~

and (7l In place of equation (3.11), an alternative form can be

obtained by using this equation repeatedly, as a reduction formula, to give

(3.13) F(l){^+ 1-^+ 1^}

= F(l){H(n)H(n-l) . . . H(3)}{F(n+l)F(n) . . .

Now

C^ = G(1)G(2) - F(2)H(1) ,

(% = C(2) ,

c | = C(2)ff(3) - F(3)ff(2) ,

- G(1)5(2)F(3) ,

Equation (3.13) now gives

(3.1U) F( l ){^ + 1 -C^ + 1 ^} = Jn+1Ln , (n = 2, 3,

where

(3.15)

Combining equation (3.12) and equation (3.11*) gives
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( 3 . 1 6 ) m ) j C ^ V 2 - C ^ X , / = G { n + 1 ) J n L n - l ' ( « = 3 , * , . . . ) •

If i t should happen that F(k+l) = 0 for a particular value of k ,

equation (3.11*) gives
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