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#### Abstract

In this paper, the cubic and quintic diffusion equation under stochastic non homogeneity is solved using Wiener- Hermite expansion and perturbation (WHEP) technique, Homotopy perturbation method (HPM) and Pickard approximation technique. The analytic solution of the linear case is obtained using Eigenfunction expansion .The Picard approximation method is used to introduce the first and second order approximate solution for the non linear case. The WHEP technique is also used to obtain approximate solution under different orders and different corrections. The Homotopy perturbation method (HPM) is also used to obtain some approximation orders for mean and variance. Using mathematica-5, the methods of solution are illustrated through figures, comparisons among different methods and some parametric studies.
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## 1. Introduction

The study of random solutions of partial differential equations was initiated by Kampe de Feriet in 1955 [1]. In his valuable survey on the theory of random equations, Bharucha-Reid showed how a stochastic heat equation of Cauchy type can be solved using the stochastic integrals theory[2]. In 1973, Lo Dato V. [3] considered the stochastic velocity field and the Navier-Stokes equation and discussed the mathematical problems associated with it. Becus A. Georges [4] introduced a general solution for the heat conduction problem with a random source term and random initial and boundary conditions. Many authors investigated the stochastic diffusion equation under different views, see [5-11].

El-Tawil M. used the Wiener-Hermite expansion together with perturbation theory (WHEP technique) to solve a perturbed nonlinear stochastic diffusion equation [12]. The technique has been then developed to be applied on non-perturbed differential equations using the homotopy perturbation method and is called Homotopy WHEP [13,14]. El-Tawil M. and Noha A. El-Molla.[15] solved the quadratic and cubic non-linear stochastic diffusion equation using Pickard approximation and homo-
topy WHEP technique [16].
The diffusion equation with cubic and quintic nonlinear losses and stochastic non homogeneity are solved using different techniques, mainly the Pickard approximation, the WHEP technique and HPM. The main goal of the paper is to compare among these different techniques. Some statistical moments are obtained, mainly the ensemble average, covariance and variance of the solution processes. In Sections 2.1 and 3.1, the Pickard approximation technique is used in solving the cubic and quintic nonlinear diffusion problems respectively. WHEP technique is processed in Sections 2.2 and 3.2, while HPM is used in Sections 2.3 and 3. 3. Some comparisons are illustrated in different sections.

## 2. The Cubic Nonlinear Stochastic Diffusion Equation

Let us consider the following stochastic nonlinear-diffusion equation with cubic nonlinear losses, $\varepsilon \cdot u^{3}$ :

$$
\begin{aligned}
& \frac{\partial u(x, t)}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}-\varepsilon \cdot u^{2}+\sigma \cdot n(x) \\
& (x, t) \in(0, L) \times(0, \infty), u(0, t)=0, u(L, t)=0
\end{aligned}
$$

$$
\begin{equation*}
\text { and } u(x, 0)=\varphi(x) . \tag{1}
\end{equation*}
$$

Where $\varepsilon$ is a deterministic scale for the nonlinear term. The in homogeneity term $\sigma \cdot n(x ; \omega)$ is space white noise scaled by $\sigma$.

Three methods are used in the next subsections, mainly the Pickard approximations, the WHEP technique and Homotopy perturbation method.

### 2.1. Using Pickard Approximation

In this technique, the linear part of the differential operator is kept in the left hand side of the equation whereas the rest of the nonlinear terms are moved to the right part. The successive Pickard approximations are processed according to letting the L.H.S. as the $n+1$ approximation for the solution process depending on the $n^{\text {th }}$ approximation in the R.H.S, $n \geq 0$ Following this routine and applying it on to (1), we get the following iterative equations:

$$
\begin{align*}
& \frac{\partial u_{0}}{\partial t}-\frac{\partial^{2} u_{0}}{\partial x^{2}}-\sigma n(x ; \omega)=0  \tag{2}\\
& u_{0}(0, x)=\varphi(x), u_{0}(t, 0)=u_{0}(t, L)=0 \\
& \frac{\partial u_{n+1}}{\partial t}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}-\sigma n(x ; \omega)=-\varepsilon u_{n}, n \geq 0  \tag{3}\\
& u_{n+1}(0, x)=\varphi(x), u_{n+1}(t, 0)=u_{n+1}(t, L)=0
\end{align*}
$$

Using Eigen function expansion, the following general solutions are got

$$
\begin{equation*}
u_{0}(t, x)=\sum_{n=0}^{\infty} T_{n 0} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}} \sin \frac{n \pi}{L} x+\sum_{n=0}^{\infty} I_{n 0}(t) \sin \frac{n \pi}{L} x \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{n_{0}}(t)=\frac{2 \sigma}{L} \int_{0}^{L} n(x) \sin \frac{n \pi}{L} x \mathrm{~d} x  \tag{5}\\
& I_{n_{0}}(t)=\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} F_{n_{0}}(\tau) \mathrm{d} \tau \tag{6}
\end{align*}
$$

Also,

$$
\begin{equation*}
u_{n+1}(t, x)=\sum_{m=0}^{\infty} T_{n_{n+1}} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2} t} \sin \frac{m \pi}{L} x+\sum_{m=0}^{\infty} I_{n_{n+1}}(t) \sin \frac{m \pi}{L} x \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
F_{n_{n+1}}(t)= & \frac{2 \sigma}{L} \int_{0}^{L} n(x) \sin \frac{m \pi}{L} x \mathrm{~d} x  \tag{8}\\
& -\frac{2 \varepsilon}{L} \int_{0}^{L} u_{n}^{3}(t, x) \sin \frac{m \pi}{L} x \mathrm{~d} x
\end{align*}
$$

$$
\begin{align*}
& I_{n_{n+1}}(t)=\int_{0}^{t} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}(t-\tau)} F_{n_{n+1}}(\tau) \mathrm{d} \tau  \tag{9}\\
& T_{n_{n+1}}=\frac{2}{L} \int_{0}^{L} \varphi(x) \sin \frac{m \pi}{L} x \mathrm{~d} x . \tag{10}
\end{align*}
$$

If the convergence of the process is insured, one can obtain the solution as

$$
\begin{equation*}
u(t, x)=\lim _{n \rightarrow \infty} u_{n}(t, x) \tag{11}
\end{equation*}
$$

One can notice that all order of approximations are stochastic processes. The ensemble average of the zero order approximation is obtained as

$$
\begin{equation*}
\mu_{u_{0}}(t, x)=\sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} x . \tag{12}
\end{equation*}
$$

The covariance of $u_{0}$ is given by

$$
\begin{align*}
\operatorname{Cov}\left(u_{0}\left(t, x_{1}\right), u_{0}\left(t, x_{2}\right)\right)= & \frac{4 \sigma^{2}}{L^{2}} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} I_{n, m} \\
& \left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mathrm{d} \tau\right)\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mathrm{d} \tau\right) \\
& \sin \frac{n \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2} \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
I_{n, m}=\int_{0}^{L} \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \mathrm{~d} x \tag{14}
\end{equation*}
$$

The variance is

$$
\begin{align*}
\sigma_{u_{0}}^{2}(t, x)= & \frac{4 \sigma^{2}}{L^{2}} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} I_{n, m}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mathrm{d} \tau\right) \\
& \left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x . \tag{15}
\end{align*}
$$

The following results for the first order approximation are obtained:

$$
\begin{align*}
u_{1}(t, x)= & \sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} x  \tag{16}\\
& +\sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} F_{n_{1}}(\tau) \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x \\
F_{n_{1}}(t)= & \frac{2 \sigma}{L} \int_{0}^{L} n(x) \sin \frac{n \pi}{L} x-\frac{2 \varepsilon}{L} \int_{0}^{L}\left[u_{0}(t, x)\right]^{3} \sin \frac{n \pi}{L} x \mathrm{~d} x \tag{17}
\end{align*}
$$

where

$$
\begin{align*}
{\left[u_{0}(t, x)\right]^{3}=} & \mu_{u_{0}}^{3}(t, x)+3 \mu_{u_{0}}^{2}(t, x) \sum_{n=0}^{\infty} I_{n_{0}}(t) \sin \frac{n \pi}{L} x \\
+ & 3 \mu_{u_{0}}(t, x) \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} I_{n_{0}}(t) I_{m_{0}}(t) \sin \frac{n \pi}{L} x \\
& \sin \frac{m \pi}{L} x  \tag{18}\\
+ & \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) \sin \frac{n \pi}{L} x \\
& \sin \frac{m \pi}{L} x \sin \frac{l \pi}{L} x \\
\mu_{u_{1}}(t, x)= & \sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(-\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} x \\
+ & \sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mu_{F_{r_{1}}}(\tau) \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
& \mu_{F_{n_{1}}}(t)=\frac{-2 \varepsilon}{L} \int_{0}^{L}\left(\mu_{u_{0}}^{3}(t, x)+3 \mu_{u_{0}}(t, x) \sigma_{u_{0}}^{2}(t, x)\right)  \tag{20}\\
& \quad \sin \frac{n \pi}{L} x \mathrm{~d} x \\
& \operatorname{Cov}\left(u_{1}\left(t, x_{1}\right), u_{1}\left(t, x_{2}\right)\right) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{1}}(t) I_{m_{1}}(t) \sin \frac{n \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2} \\
& -\sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} E F_{n_{1}}(\tau) \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x_{2} \\
& \quad \cdot \sum_{m=0}^{\infty} E I_{m_{1}}(t) \sin \frac{m \pi}{L} x_{1}  \tag{21}\\
& -\sum_{m=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}(t-\tau)} E F_{m_{1}}(\tau) \mathrm{d} \tau\right) \sin \frac{m \pi}{L} x_{1} \\
& \cdot \\
& \quad \sum_{n=0}^{\infty} E I_{n_{1}}(t) \sin \frac{n \pi}{L} x_{2} \\
& \quad+\sum_{n=0}^{\infty} E I_{n_{1}}(t) \sin \frac{n \pi}{L} x_{1} \cdot \sum_{m=0}^{\infty} E I_{m_{1}}(t) \sin \frac{m \pi}{L} x_{2}
\end{align*}
$$

where $E$ denotes the ensemble average operator and

$$
\begin{align*}
& E I_{n_{1}}(t)=\int_{0}^{t} \mathrm{e}^{-\left(-\frac{n}{L}\right)^{2}(t-\tau)} E F_{n_{1}}(\tau) \mathrm{d} \tau  \tag{22}\\
& E I_{n_{1}}(t) I_{m_{1}}(t) \\
& =\int_{0}^{t} \int_{0}^{t} \mathrm{e}^{-\left(\frac{n}{L}\right)^{2}\left(t-\tau_{1}\right)} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(t-\tau_{2}\right)} E F_{n_{1}}\left(\tau_{1}\right) F_{m_{1}}\left(\tau_{2}\right) \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \tag{23}
\end{align*}
$$

In which
$E F_{n_{1}}\left(\tau_{1}\right) F_{m_{1}}\left(\tau_{2}\right)$
$=\frac{4 \sigma^{2}}{L^{2}} \int_{0}^{L} \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \mathrm{~d} x$
$-\frac{4 \varepsilon \sigma}{L^{2}} \int_{0}^{L} \int_{0}^{L} \sin \frac{n \pi}{L} x_{3} \sin \frac{m \pi}{L} x_{4} \operatorname{En}\left(x_{3}\right) u_{0}^{3}\left(\tau_{2}, x_{4}\right) \mathrm{d} x_{3} \mathrm{~d} x_{4}$
$-\frac{4 \varepsilon \sigma}{L^{2}} \int_{0}^{L} \int_{0}^{L} \sin \frac{n \pi}{L} x_{3} \sin \frac{m \pi}{L} x_{4} \operatorname{En}\left(x_{4}\right) u_{0}^{3}\left(\tau_{1}, x_{3}\right) \mathrm{d} x_{3} \mathrm{~d} x_{4}$
$+\frac{4 \varepsilon^{2}}{L^{2}} \int_{0}^{L} \int_{0}^{L} \sin \frac{n \pi}{L} x_{3} \sin \frac{m \pi}{L} x_{4} E u_{0}^{3}\left(\tau_{1}, x_{3}\right) u_{0}^{3}\left(\tau_{2}, x_{4}\right) \mathrm{d} x_{3} \mathrm{~d} x_{4}$
where

$$
\begin{align*}
& \operatorname{En}(x) u_{0}^{3}(t, y) \\
&= 3\left(\sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} y\right)^{2} \sum_{n=0}^{\infty} \sin \frac{n \pi}{L} y \operatorname{En}(x) I_{n_{0}}(t) \\
&+\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} E n(x) I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) \sin \frac{n \pi}{L} x \\
& \sin \frac{m \pi}{L} x \sin \frac{l \pi}{L} x \tag{25}
\end{align*}
$$

In which

$$
\begin{align*}
& E n(x) I_{n_{0}}(t)=\frac{2 \sigma}{L} \sin \frac{n \pi}{L} x \int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mathrm{d} \tau  \tag{26}\\
& E n(x) I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) \\
& =\int_{0}^{t} \int_{0}^{t} \int_{0}^{-\left(\frac{n \pi}{L}\right)^{2}\left(t-\tau_{1}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(t-\tau_{2}\right)} \mathrm{e}^{-\left(-\frac{l \pi}{L}\right)^{2}\left(t-\tau_{3}\right)}  \tag{27}\\
& E n(x) F_{n_{0}}\left(\tau_{1}\right) F_{m_{0}}\left(\tau_{2}\right) F_{l_{0}}\left(\tau_{3}\right) \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \mathrm{~d} \tau_{3}
\end{align*}
$$

And

$$
\begin{aligned}
& E u_{0}^{3}\left(\tau_{1}, x_{3}\right) u_{0}{ }^{3}\left(\tau_{2}, x_{4}\right) \\
& =\phi^{3}\left[\tau_{1}, x_{3}\right] \phi^{3}\left[\tau_{2}, x_{4}\right]+3 \phi^{3}\left[\tau_{1}, x_{3}\right] \phi\left[\tau_{2}, x_{4}\right] \\
& \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{0}}\left(\tau_{2}\right) I_{m_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{4} \sin \frac{m \pi}{l} x_{4} \\
& +3 \phi^{3}\left[\tau_{2}, x_{4}\right] \phi\left[\tau_{1}, x_{3}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) \\
& \quad \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \\
& +9 \phi^{2}\left[\tau_{1}, x_{3}\right] \phi^{2}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) \\
& \quad \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{4} \\
& \quad+3 \phi^{2}\left[\tau_{1}, x_{3}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) I_{l_{0}}\left(\tau_{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& \quad I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{4} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \\
& + \\
& +3 \phi^{2}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) \\
& \\
& \quad I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \sin \frac{k \pi}{l} x_{4} \\
& + \\
& +9 \phi\left[\tau_{1}, x_{3}\right] \phi\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) \\
& \\
& I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3}  \tag{28}\\
& \\
& \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \\
& + \\
& +\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) \\
& \\
& I_{k_{0}}\left(\tau_{2}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \\
& \\
& \sin \frac{k \pi}{l} x_{4} \sin \frac{v \pi}{l} x_{4} \sin \frac{w \pi}{l} x_{4}
\end{align*}
$$

In which

$$
\begin{align*}
& \phi(t, x)=\sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} x,  \tag{29}\\
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) \\
& =\frac{4 \sigma^{2}}{L^{2}} I_{n, m} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4}  \tag{30}\\
& E I_{n_{0}}\left(\tau_{2}\right) I_{m_{0}}\left(\tau_{2}\right) \\
& =\frac{4 \sigma^{2}}{L^{2}} I_{n, m} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{4}\right)} \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4}  \tag{31}\\
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) \\
& =\frac{4 \sigma^{2}}{L^{2}} I_{n, m} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{1}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{4}\right)} \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4}  \tag{32}\\
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{2}\right) \\
& =\int_{0}^{\tau_{2}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1} \tau_{1}} \int_{0} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{l \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{5}\right)} \mathrm{e}^{-\left(\frac{k \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{6}\right)} \\
& E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6},
\end{align*}
$$

$$
\begin{equation*}
E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \tag{33}
\end{equation*}
$$

$$
=\int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{1}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{l \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{5}\right)} \mathrm{e}^{-\left(\frac{h \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{6}\right)}
$$

$$
\begin{equation*}
E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6} \tag{34}
\end{equation*}
$$

$$
\begin{align*}
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \\
& =\int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \mathrm{e}^{-\left(-\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{l \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{5}\right)} \mathrm{e}^{-\left(\frac{k \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{6}\right)} \\
& E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6},  \tag{35}\\
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{2}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) \\
& =\int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{l \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{5}\right)} \mathrm{e}^{-\left(\frac{k \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{6}\right)} \\
& \mathrm{e}^{-\left(-\frac{v \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{7}\right)} \mathrm{e}^{-\left(\frac{w \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{8}\right)} \\
& E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) F_{v_{0}}\left(\tau_{7}\right) \\
& F_{w_{0}}\left(\tau_{8}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6} \mathrm{~d} \tau_{7} \mathrm{~d} \tau_{8}, \tag{36}
\end{align*}
$$

where

$$
\begin{align*}
& E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) \\
&= \frac{16 \sigma^{4}}{L^{4}} \int_{0}^{L} \int_{0}^{L} \sin \frac{n \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{1} \sin \frac{l \pi}{L} x_{2} \sin \frac{k \pi}{L} x_{2} \mathrm{~d} x_{1} \mathrm{~d} x_{2} \\
&+\frac{16 \sigma^{4}}{L^{4}} \int_{0}^{L} \int_{0}^{L} \sin \frac{n \pi}{L} x_{1} \sin \frac{l \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2} \sin \frac{k \pi}{L} x_{2} \mathrm{~d} x_{1} \mathrm{~d} x_{2} \\
&+\frac{16 \sigma^{4}}{L^{4}} \int_{0}^{L} \int_{0}^{L} \sin \frac{n \pi}{L} x_{1} \sin \frac{k \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2} \sin \frac{l \pi}{L} x_{2} \mathrm{~d} x_{1} \mathrm{~d} x_{2} . \tag{37}
\end{align*}
$$

Using mathematica-5, the previous huge computations were performed and the following sample results are obtained:

Figures 1 and 2 illustrates the change of the first order mean and variance under the change of some illustrated parameters.


Figure 1. The change of the mean of first order approximation $u_{1}$ with time $t$ at $x=0.1$ with different $\varepsilon$ values, $(L=1$, $M=1, \sigma=1, \Phi(x)=x)$.


Figure 2. The change of the variance of the first order approximation $u_{1}$ with time $t$ and space variable $x$ at $x=0.5$ at different $\varepsilon$ values, $(L=1, M=1, \sigma=1, \Phi(x)=x)$.

One can notice that the mean diminishes with time for all $\varepsilon$ while the variance decreases with the increase of $\varepsilon$.

Following similar computation procedure, the following results for the second order approximations of the mean is illustrated in Figures 3, 4, 5 and 6.


Figure 3. The change of the mean of second order approximation $u_{2}$ with time $t$ at $\boldsymbol{x}=0.1$ with different $\varepsilon$ values, $(L=$ $1, M=1, \sigma=1, \Phi(x)=x)$.


Figure 4. The change of the mean of zero, first and second order approximation ( $u_{0}, u_{1}, u_{2}$ ) with time $t$ at $x=0.1, \varepsilon=10$, $(L=1, M=1, \sigma=1, \Phi(x)=x)$.


Figure 5. The change of the mean of zero, first and second order approximation ( $u_{0}, u_{1}, u_{2}$ ) with time $t$ at $x=0.1, \varepsilon=50$, $(L=1, M=1, \sigma=1, \Phi(x)=x)$.


Figure 6. The change of the mean of zero, first and second order approximation $\left(u_{0}, u_{1}, u_{2}\right)$ with time $t$ at $x=0.1, \varepsilon=$ $100,(L=1, M=1, \sigma=1, \Phi(x)=x)$.

### 2.2. Using WHEP Technique

Since Meecham and his co-workers [25] developed a theory of turbulence involving a truncated Wiener-Hermite expansion (WHE) of the velocity field, many authors studied problems concerning turbulence [26-27]. A lot of general applications in fluid mechanics was also studied in [28]. Scattering problems attracted the WHE applications through many authors [29]. The nonlinear oscillators were considered as an opened area for the applications of WHE as can be found in [30]. There are a lot of applications in boundary value problems [31] and generally in different mathematical studies [32].

The application of the WHE aims at finding a truncated series solution to the solution process of differential equations. The truncated series composes of two major parts; the first is the Gaussian part which consists of the first two terms, while the rest of the series constitute the non-Gaussian part. In nonlinear cases, there exist always difficulties of solving the resultant set of deterministic integro-differential equations got from the applications of a set of comprehensive averages on the stochastic integro-differential equation obtained after the direct application of WHE. Many authors introduced different methods to face these obstacles. Among them, the WHEP technique was introduced in [33] using the perturbation technique to solve perturbed nonlinear problems.

The WHE method utilizes the Wiener-Hermite polynomials which are the elements of a complete set of statistically orthogonal random functions [34]. The WienerHermite polynomial $H^{(i)}\left(t_{1}, t_{2}, \cdots t_{i}\right)$ satisfies the following recurrence relation:

$$
\begin{align*}
& H^{(i)}\left(t_{1}, t_{2}, \cdots t_{i}\right) \\
& =H^{(i-1)}\left(t_{1}, t_{2}, \cdots t_{i-1}\right) \cdot H^{(1)}\left(t_{i}\right)  \tag{38}\\
& \quad-\sum_{\mathrm{m}=1}^{\mathrm{i}-1} H^{(i-2)}\left(t_{1}, t_{2}, \cdots t_{i-2}\right) \cdot \delta\left(t_{i-m}-t_{i}\right), i \geq 2
\end{align*}
$$

where

$$
\begin{align*}
& H^{(0)}=1, \\
& H^{(1)}(t)=n(t), \\
& \begin{aligned}
& \mathrm{H}^{(2)}\left(t_{1}, t_{2}\right)=H^{(1)}\left(t_{1}\right) \cdot H^{(1)}\left(t_{2}\right)-\delta\left(t_{1}, t_{2}\right), \\
& H^{(3)}\left(t_{1}, t_{2}, t_{3}\right)= \mathrm{H}^{(2)}\left(t_{1}, t_{2}\right) \cdot H^{(1)}\left(t_{3}\right)-H^{(1)}\left(t_{1}\right) \\
& \cdot \delta\left(t_{2}-t_{3}\right)- H^{(1)}\left(t_{2}\right) \cdot \delta\left(t_{1}-t_{3}\right), \\
& H^{(4)}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=H^{(3)}\left(t_{1}, t_{2}, t_{3}\right) \cdot H^{(1)}\left(t_{4}\right) \\
&-\mathrm{H}^{(2)}\left(t_{1}, t_{2}\right) \cdot \delta\left(t_{3}-t_{4}\right) \\
&-\mathrm{H}^{(2)}\left(t_{1}, t_{3}\right) \cdot \delta\left(t_{2}-t_{4}\right) \\
&-\mathrm{H}^{(2)}\left(t_{2}, t_{3}\right) \cdot \delta\left(t_{1}-t_{4}\right),
\end{aligned}
\end{align*}
$$

In which $n(t)$ is the white noise as noted with the following statistical properties

$$
\begin{align*}
& \operatorname{En}(t)=0, \\
& \operatorname{En}\left(t_{1}\right) \cdot n\left(t_{2}\right)=\delta\left(t_{1}-t_{2}\right), \tag{40}
\end{align*}
$$

Where $\delta(-)$ is the Dirac delta function and. The Wie-ner-Hermite set is a statistically orthogonal set, i.e.

$$
\begin{equation*}
E H^{(i)} \cdot H^{(j)}=0 \quad \forall i \neq j \tag{41}
\end{equation*}
$$

The average of almost all H functions vanishes, particularly,

$$
\begin{equation*}
E H^{(i)}=0 \text { for } i \geq 1 \text {. } \tag{42}
\end{equation*}
$$

Due to the completeness of the Wiener-Hermite set, any random function $G(t ; \omega)$ can be expanded as

$$
\begin{align*}
G(t ; \omega)= & G^{(0)}(t)+\int_{-\infty}^{\infty} G^{(1)}\left(t ; t_{1}\right) H^{(1)}\left(t_{1}\right) \mathrm{d} t_{1}  \tag{43}\\
& +\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G^{(2)}\left(t ; t_{1}, t_{2}\right) H^{(2)}\left(t_{1}, t_{2}\right) \mathrm{d} t_{1} \mathrm{~d} t_{2}+\cdots
\end{align*}
$$

Where the first two terms are the Gaussian part of $G(t ; \omega)$.The rest of the terms in the expansion represent the non-Gaussian part of $G(t ; \omega)$. The average of $G(t ; \omega)$ is:

$$
\begin{equation*}
\mu_{G}=E G(t ; \omega)=G^{(0)}(t) \tag{44}
\end{equation*}
$$

The covariance of $G(t ; \omega)$ is

$$
\begin{align*}
& \operatorname{Cov}(G(t ; \omega), G(\tau ; \omega)) \\
& =E\left(G(t ; \omega)-\mu_{G}(t)\right)\left(G(\tau ; \omega)-\mu_{G}(\tau)\right) \\
& =\int_{-\infty}^{\infty} G^{(1)}\left(t ; t_{1}\right) G^{(1)}\left(\tau, t_{1}\right) \mathrm{d} t_{1}  \tag{45}\\
& \quad+2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G^{(2)}\left(t ; t_{1}, t_{2}\right) G^{(2)}\left(\tau ; t_{1}, t_{2}\right) \mathrm{d} t_{1} \mathrm{~d} t_{2}
\end{align*}
$$

The variance of $G(t ; \omega)$ is

$$
\begin{align*}
\operatorname{Var} G(t ; \omega) & =E\left(G(t ; \omega)-\mu_{G}(t)\right)^{2} \\
& =\int_{-\infty}^{\infty}\left[G^{(1)}\left(t ; t_{1}\right)\right]^{2} \mathrm{~d} t_{1}  \tag{46}\\
& +2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[G^{(2)}\left(t ; t_{1}, t_{2}\right)\right]^{2} \mathrm{~d} t_{1} \mathrm{~d} t_{2}
\end{align*}
$$

The WHEP technique can be applied on linear or nonlinear perturbed systems described by ordinary or partial differential equations. The solution can be modified in the sense that additional parts of the WienerHermite expansion can always be taken into considerations and the required order of approximations can always be made depending on the computing tool. It can be even run through a package if it is coded in some sort
of symbolic languages. The technique was successfully applied to several nonlinear stochastic equations, see [20-25].

The first order solution can be obtained when considering only the Gaussian part of the solution process, i.e $u(t, x)$ can be expanded as:

$$
\begin{equation*}
u(t, x)=u^{(0)}(t, x)+\int_{0}^{t} u^{(1)}\left(t, x ; x_{1}\right) H^{(1)}\left(x_{1}\right) \mathrm{d} x_{1} . \tag{47}
\end{equation*}
$$

Substituting in the original Equation (1) and taking the necessary averages, we get the following two sets of deterministic equations:

$$
\begin{align*}
& \text { i) } \begin{aligned}
\frac{\partial u^{(0)}(t, x)}{\partial t}= & \frac{\partial^{2} u^{(0)}}{\partial x^{2}}-\varepsilon\left[u^{(0)}(t, x)\right]^{2} \\
& -3 \varepsilon u^{(0)}(t, x) \int_{0}^{x}\left[u^{(1)}\left(t, x ; x_{1}\right)\right]^{2} \mathrm{~d} x_{1},
\end{aligned} \\
& u^{u^{(0)}(t, 0)=0, u^{(0)}(t, L)=0 \text { and } u^{(0)}(0, x)=\varphi(x),} \begin{aligned}
& \text { ii) } \frac{\partial u^{(1)}\left(t, x ; x_{1}\right)}{\partial t} \\
&= \frac{\partial^{2} u^{(1)}\left(t, x ; x_{1}\right)}{\partial x^{2}}-3 \varepsilon\left[u^{(0)}(t, x)\right]^{2} u^{(1)}\left(t, x ; x_{1}\right) \\
&-3 \varepsilon u^{(1)}\left(t, x ; x_{1}\right) \int_{0}^{x}\left[u^{(1)}\left(t, x ; x_{1}\right)\right]^{2} \mathrm{~d} x_{1}+\sigma \delta\left(x-x_{1}\right), \\
& u^{(1)}\left(t, 0 ; x_{1}\right)=0, u^{(1)}\left(t, L ; x_{1}\right)=0 \text { and } u^{(1)}\left(0, x ; x_{1}\right)=0 .
\end{aligned} \tag{48}
\end{align*}
$$

Applying WHEP technique, the deterministic kernels can be represented in first order approximation as:

$$
\begin{align*}
& u^{(0)}=u_{0}^{(0)}+\varepsilon \cdot u_{1}^{(0)},  \tag{50}\\
& u^{(1)}=u_{0}^{(1)}+\varepsilon \cdot u_{1}^{(1)} . \tag{51}
\end{align*}
$$

Substituting in the previous set of Equations (48) and (49), we get the following four sets of equations:

$$
\begin{align*}
& \frac{\partial u_{0}^{(0)}(t, x)}{\partial t}=\frac{\partial^{2} u_{0}^{(0)}}{\partial x^{2}}  \tag{52}\\
& u_{0}^{(0)}(t, 0)=0, u_{0}^{(0)}(t, L)=0 \text { and } u_{0}^{(0)}(0, x)=\varphi(x), \\
& \frac{\partial u_{1}^{(0)}(t, x)}{\partial t}=\frac{\partial^{2} u_{1}^{(0)}(t, x)}{\partial x^{2}}-\left[u_{0}^{(0)}(t, x)\right]^{3} \\
&  \tag{53}\\
& -3 u_{0}^{(0)}(t, x) \int_{0}^{x}\left[u_{0}^{(1)}(t, x)\right]^{2} \mathrm{~d} x_{1}, \\
& u_{1}^{(0)}(t, 0)=0, u_{1}^{(0)}(t, L)=0 \text { and } u_{1}^{(0)}(0, x)=0,  \tag{54}\\
& \frac{\partial u_{0}^{(1)}\left(t, x ; x_{1}\right)}{\partial t}=\frac{\partial^{2} u_{0}^{(1)}\left(t, x ; x_{1}\right)}{\partial x^{2}}+\sigma \cdot \delta\left(x-x_{1}\right) \\
& u_{0}^{(1)}\left(t, 0 ; x_{1}\right)=0, u_{0}^{(1)}\left(t, L ; x_{1}\right)=0 \text { and } u_{0}^{(1)}\left(0, x ; x_{1}\right)=0,
\end{align*}
$$

$$
\begin{align*}
\frac{\partial u_{1}^{(1)}\left(t, x ; x_{1}\right)}{\partial t}= & \frac{\partial^{2} u_{1}^{(1)}\left(t, x ; x_{1}\right)}{\partial x^{2}} \\
& -3\left[u_{0}^{(0)}(t, x)\right]^{2} \cdot u_{0}^{(1)}\left(t, x ; x_{1}\right)  \tag{55}\\
& -3 u_{0}^{(1)}\left(t, x ; x_{1}\right) \int_{0}^{x}\left[u_{0}^{(1)}\left(t, x ; x_{1}\right)\right]^{2} \mathrm{~d} x_{1} \\
u_{1}^{(1)}\left(t, 0 ; x_{1}\right)=0, & u_{1}^{(1)}\left(t, L ; x_{1}\right)=0 \text { and } u_{1}^{(1)}\left(0, x ; x_{1}\right)=0 .
\end{align*}
$$

The algorithm of solution is evaluating $u_{0}^{(0)}$ and $u_{0}^{(1)}$ first using the separation of variables and the Eigen function expansion respectively and then computing the other two kernels independently using the Eigenfunction expansion. The final results are:

$$
\begin{align*}
E u(x, t)= & u_{0}^{(0)}(x, t)+\varepsilon \cdot u_{1}^{(0)}(x, t),  \tag{56}\\
\operatorname{Var} u(t, x)= & \int_{0}^{x}\left[u_{0}^{(1)}\left(t, x ; x_{1}\right)\right]^{2} \mathrm{~d} x_{1} \\
& +2 \varepsilon \int_{0}^{x} u_{0}^{(1)}\left(t, x ; x_{1}\right) u_{1}^{(0)}\left(t, x ; x_{1}\right) \mathrm{d} x_{1}  \tag{57}\\
& +\varepsilon^{2} \int_{0}^{x}\left[u_{1}^{(1)}\left(t, x ; x_{1}\right)\right]^{2} \mathrm{~d} x_{1}
\end{align*}
$$

The result can be made better using the second correction as the following formula:

$$
\begin{gather*}
u^{(0)}=u_{0}^{(0)}+\varepsilon \cdot u_{1}^{(0)},  \tag{58}\\
u^{(1)}=u_{0}^{(1)}+\varepsilon_{1}^{(1)} u_{1}^{(1)} . \tag{59}
\end{gather*}
$$

The following are some sample results.

### 2.2.1. First Order Approximation and Different Corrections Results

Figures 7 and 8 illustrate the change of the first order mean and variance under different correction levels.

We can notice the stable results for the different corrections.


Figure 7. Mean comparison between first order with zero, first, second and third corrections at $\varepsilon=50$ at $x=0.1,(L=1$, $M=1, \sigma=1, \Phi(x)=x)$.

### 2.2.2. Second Order Approximation and Different Corrections Results

Figures 9 and 10 illustrate the change of the second order mean and variance under different correction levels.

### 2.2.3. Mean and Variance Comparisons between First and Second Order Approximations with Different Corrections Results

Figures 11 and 12 illustrate in a comparative way, the mean and variance under first and second orders with some correction levels.


Figure 8. Variance comparison between first order with zero, first, second and third corrections at $x=0.1$ at $\varepsilon=50$, $(L=1, M=1, \sigma=1, \Phi(x)=x)$.


Figure 9. Mean comparison between second order with zero, first and second corrections at $x=0.1, \varepsilon=50,(L=1, M=1$, $\sigma=1, \Phi(x)=x)$.


Figure 10. Variance comparison between second order with zero, first and second corrections at $x=0.1, \varepsilon=50,(L=1$, $M=1, \sigma=1, \Phi(x)=x)$.


Figure 11. Mean comparison between first order with zero, first, second and third corrections, second order with first and second corrections at $x=0.1$ at $\varepsilon=30,(L=1, M=1, \sigma=$ $1, \Phi(x)=x)$.


Figure 12. Variance comparison between first order with zero, first and second corrections at $x=0.1$ at $\varepsilon=30(L=1$, $M=1, \sigma=1, \Phi(x)=x)$.

### 2.3. Using Homotopy Perturbation Technique (HPM)

In homotopy Perturbation method (HPM) [18-21], a parameter $p \in[0,1]$ is embedded in a homotopy function $v(r, p): \phi \times[0,1] \rightarrow \mathfrak{R}$ which satisfies

$$
\begin{equation*}
H(v, p)=\left[L(v)-L\left(u_{0}\right)\right]+p[A(v)-f(r)]=0 \tag{60}
\end{equation*}
$$

Where $u_{0}$ is an initial approximation to the solution of the equation:

$$
\begin{equation*}
A(u)-f(r)=0, r \in \phi \tag{61}
\end{equation*}
$$

With boundary condition

$$
\begin{equation*}
B\left(u, \frac{\partial u}{\partial n}\right)=0, r \in \phi \tag{62}
\end{equation*}
$$

In which $A$ is a nonlinear differential operator which can be decomposed into a linear operator $R$ and anon linear operator $N, B$ is a boundary operator, $f(r)$ is a known analytic function and $\Gamma$ is the boundary of $\Phi$.the homotopy introduces a continuously deformed solution for the case $p=0, R(v)-L\left(u_{0}\right)=0$, which is the original equation .this is the basic idea of the homotopy method which is to deform continuously a simple problem (and easy to solve)into the difficult problem under study.

The basic assumption of the (HPM) method is that the solution of the original equation can be expanded as a power series in p as:

$$
\begin{equation*}
v=v_{0}+p v_{1}+p^{2} v_{2}+p^{3} v_{3}+\cdots \tag{63}
\end{equation*}
$$

Now, setting $p=1$, the approximation solution is obtained as:

$$
\begin{equation*}
u=\lim _{p \rightarrow 1} v=v_{0}+v_{1}+v_{2}+v_{3}+\cdots \tag{64}
\end{equation*}
$$

The rate of convergence of the method depends greatly on the initial approximation $u_{0}$ which is considered as the main disadvantage of HPM. The idea of imbedded parameter can be utilized to solve nonlinear problems by imbedding this parameter to the problem and then forcing it to be unity in the obtained approximate solution if convergence can be assured .it is a simple technique which enables the extension of the applicability of the perturbation method from small value applications to general ones.

Applying HPM on Equation (1), we can get the following results w.r. $t$ homotopy perturbation:

$$
\begin{align*}
& A(u)=R(u)+\varepsilon u^{3}  \tag{65}\\
& R(u)=\frac{\partial u(t, x ; \omega)}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}  \tag{66}\\
& N(u)=\varepsilon u^{3}  \tag{67}\\
& f(r)=\sigma \cdot n(x ; \omega) \tag{68}
\end{align*}
$$

The homotopy function takes the following form:

$$
\begin{equation*}
H(\omega, p)=\left[R(\omega)-R\left(z_{0}\right)\right]+p[A(\omega)-f(r)]=0 \tag{69}
\end{equation*}
$$

Or equivalently,

$$
\begin{equation*}
R(\omega)-R\left(z_{0}\right)+p\left[R\left(z_{0}\right)+\varepsilon \omega^{3}-\sigma \cdot n(x ; \omega)\right]=0 \tag{70}
\end{equation*}
$$

Where $z_{0}$ is an initial solution.The approximate solution can then be obtained using

$$
\begin{equation*}
\omega=\omega_{0}+p \omega_{1}+p^{2} \omega_{2}+p^{3} \omega_{3}+\cdots \tag{71}
\end{equation*}
$$

Now, setting $p=1$, the approximation solution is obtained as:

$$
\begin{equation*}
u=\lim _{p \rightarrow 1} \omega=\omega_{0}+\omega_{1}+\omega_{2}+\omega_{3}+\cdots \tag{72}
\end{equation*}
$$

Using equation (86) in equation (85) and equating the equal powers of $p$ in both sides of the equation, one can get the following results:
i) $R\left(\omega_{0}\right)=R\left(z_{0}\right)$, in which one may consider the following simple solution:

$$
\begin{align*}
& \omega_{0}=z_{0}, \quad z_{0}(t, 0)=z_{0}(t, L)=0, \\
& \text { and } z_{0}(0, x)=\phi(x) \tag{73}
\end{align*}
$$

ii) $\begin{aligned} R\left(\omega_{1}\right) & =\sigma \cdot n(x ; \omega)-R\left(\omega_{0}\right)-\varepsilon \omega_{0}^{3} \\ \omega_{1}(t, 0) & =\omega_{1}(t, L)=0, \text { and } \omega_{1}(0, x)=0\end{aligned}$
iii) $R\left(\omega_{2}\right)=-3 \varepsilon \omega_{0}^{2} \omega_{1}$ $\omega_{2}(t, 0)=\omega_{2}(t, L)=0$, and $\omega_{2}(0, x)=0$
iv) $R\left(\omega_{3}\right)=-3 \varepsilon\left(\omega_{0} \omega_{1}^{2}+\omega_{0}^{2} \omega_{2}\right)$ $\omega_{3}(t, 0)=\omega_{3}(t, L)=0$, and $\omega_{3}(0, x)=0$
vi) $R\left(\omega_{4}\right)=-\varepsilon\left(\omega_{1}^{3}+6 \omega_{0} \omega_{1} \omega_{2}+3 \omega_{0}^{2} \omega_{2}\right)$

$$
\begin{equation*}
\omega_{4}(t, 0)=\omega_{4}(t, L)=0, \text { and } \omega_{4}(0, x)=0 \tag{77}
\end{equation*}
$$

As before we have many choices in guessing the initial approximation together with its initial conditions which greatly affects the consequent approximation .the choice $\omega_{0}$ is a design problem which can be taken as follows:

$$
\begin{align*}
& \omega_{0}(t, x)=\sum_{n=0}^{\infty} A_{n} e^{\beta_{n} t} \sin \frac{n \pi}{L} x \\
& A_{n}=\int_{0}^{L} \phi(x) \sin \frac{n \pi}{L} x \mathrm{~d} x \tag{78}
\end{align*}
$$

One can notice that the selected value function satisfies the initial and boundary conditions and it depends on the parameter $\beta_{n}$ which is totally free .One can also notice that $\beta_{n}$ selection could control the solution convergence.

The first order approximation can be obtained using Eigen function expansion as follows:

$$
u^{(1)}(t, x ; \omega)=\omega_{0}+\omega_{1}=\omega_{0}+\sum_{n=0}^{\infty} j_{n_{1}}(t) \sin \frac{n \pi}{L} x
$$

where

$$
\begin{align*}
& j_{n_{1}}(t)=\int_{0}^{t} \mathrm{e}^{\left(\frac{-n \pi}{L}\right)^{2}(t-\tau)} G_{n_{1}}(\tau) \mathrm{d} \tau  \tag{79}\\
& G_{n_{1}}(t)=\frac{2}{L} \int_{0}^{L}\left[\sigma \cdot n(x ; \omega)-R\left(\omega_{0}\right)-\varepsilon \omega_{0}^{3}\right] \mathrm{d} x
\end{align*}
$$

The ensemble average is

$$
\mu_{u^{(1)}}(t, x ; \omega)=\omega_{0}+\sum_{n=0}^{\infty} E j_{n_{1}}(t) \sin \frac{n \pi}{L} x
$$

where

$$
\begin{align*}
& E j_{n_{1}}(t)=\int_{0}^{t} \mathrm{e}^{\left(\frac{-n \pi}{L}\right)^{2}(t-\tau)} E G_{n_{1}}(\tau) \mathrm{d} \tau  \tag{80}\\
& E G_{n_{1}}(t)=\frac{-2}{L} \int_{0}^{L}\left[R\left(\omega_{0}\right)+\varepsilon \omega_{0}^{3}\right] \sin \frac{n \pi}{L} x \mathrm{~d} x
\end{align*}
$$

The covariance is obtained from the following final expression

$$
\begin{align*}
& \operatorname{Cov}\left(u^{(1)}\left(t, x_{1}\right), u^{(1)}\left(t, x_{2}\right)\right) \\
& =\frac{4 \sigma^{2}}{L^{2}} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sin \frac{n \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2}\left(\int_{0}^{L} \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \mathrm{~d} x\right) \\
& \left(\int_{0}^{t} \int_{0}^{t} \mathrm{e}^{\left(\frac{-n \pi}{L}\right)^{2}\left(t-\tau_{1}\right)} \mathrm{e}^{\left(\frac{-m \pi}{L}\right)^{2}\left(t-\tau_{2}\right)} \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}\right) \tag{81}
\end{align*}
$$

The variance can then be obtained from equation (81) by setting $x_{1}=x_{2}=x$.

Any higher order approximations can be obtained in a similar way. The following sample results using the same data in the cubic case.

Computing the consequent errors $E r_{i}$ by using the following expression

$$
\begin{equation*}
E r_{i-1, i}=\mid \text { mean }_{i}-\text { mean }_{i-1} \mid, i=2,3,4 \tag{82}
\end{equation*}
$$

We obtain the following results. Figures 13 illustrates different mean approximations using homotopy method (HPM) with computing their corresponding decreasing errors in Figure 14.

Figures 15 illustrates different variance approximations using homotopy method (HPM) with computing their corresponding decreasing errors in Figure 16.


Figure 13. The mean at different homotopy orders, cubic case.


Figure 14. The error differences, cubic case.


Figure 15. The variance (-1: first and-2: second) at different $\varepsilon$, HPM, cubic nonlinear case.


Figure 16. The error difference of first and second error at different $\varepsilon$, cubic case.

### 2.4. Mean and Variance Comparisons of the Solution of Stochastic Cubic Nonlinear Diffusion Problem Using WHEP, Pickard and HPM Methods with Different Orders and Corrections

Figures 17, 18, 19 and 20 illustrate some useful comparisons among the three used methods in this paper.

## 3. The Quintic Nonlinear Stochastic Diffusion Equation

Let us consider the following stochastic nonlinear-diffusion equation

$$
\begin{align*}
& \frac{\partial u(t, x ; \omega)}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}-\varepsilon \cdot u^{5}+\sigma \cdot n(x ; \omega) \\
& (t, x) \in(0, \infty) \times(0, L), u(t, 0)=0, u(t, L)=0  \tag{83}\\
& \text { and } u(0, x)=\varphi(x)
\end{align*}
$$

Where $\varepsilon$ is a deterministic scale for the nonlinear term. Two methods are used in the next subsections, mainly the Pickard approximations and the HPM technique.

### 3.1. Using the Pickard Approximation

The following results for the first order approximation
are obtained


Figure 17. Mean comparison between Picard first order, Homotopy first order and WHEP first order with zero, first, second and third corrections at $x=0.1, \varepsilon=50,(L=1, M=1$, $\sigma=1, \Phi(x)=x)$.


Figure 18. Variance comparison between Picard first order, Homotopy second order and WHEP first order with zero, first, second and third corrections at $x=0.1, \varepsilon=30,(L=1$, $M=1, \sigma=1, \Phi(x)=x)$.


Figure 19. Mean comparison between Picard second order, Homotopy fourth order and WHEP second order with zero, first, second and third corrections at $x=0.5, \varepsilon=50,(L=1$, $M=1, \sigma=1, \Phi(x)=x)$.


Figure 20. Variance comparison between Picard first order, Homotopy second order and WHEP second order with zero, first and second corrections at $x=0.1, \varepsilon=50,(L=1, M=1$, $\sigma=1, \Phi(x)=x)$.

$$
\begin{align*}
u_{1}(t, x)= & \sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} x \\
& +\sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} F_{n_{1}}(\tau) \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x  \tag{84}\\
F_{n_{1}}(t)= & \frac{2 \sigma}{L} \int_{0}^{L} n(x) \sin \frac{n \pi}{L} x-\frac{2 \varepsilon}{L} \int_{0}^{L}\left[u_{0}(t, x)\right]^{3} \sin \frac{n \pi}{L} x \mathrm{~d} x \tag{85}
\end{align*}
$$

where

$$
\begin{align*}
& {[ }\left.u_{0}(t, x)\right]^{5} \\
&= \mu_{u_{0}}^{5}(t, x)+5 \mu_{u_{0}}^{4}(t, x) \sum_{n=0}^{\infty} I_{n_{0}}(t) \sin \frac{n \pi}{L} x \\
&+10 \mu_{u_{0}}^{3}(t, x) \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} I_{n_{0}}(t) I_{m_{0}}(t) \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \\
&+10 \mu_{u_{0}}^{2}(t, x) \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) \sin \frac{n \pi}{L} x \\
& \sin \frac{m \pi}{L} x \sin \frac{l \pi}{L} x  \tag{86}\\
&+5 \mu_{u_{0}}(t, x) \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) I_{k_{0}}(t) \\
& \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \sin \frac{l \pi}{L} x \sin \frac{k \pi}{L} x \\
& \quad+\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) I_{k_{0}}(t) I_{v_{0}}(t) \\
& \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \sin \frac{l \pi}{L} x \sin \frac{k \pi}{L} x \sin \frac{v \pi}{L} x
\end{align*}
$$

First order mean

$$
\begin{align*}
\mu_{u_{1}}(t, x)= & \sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} x \\
& +\sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} \mu_{F_{n_{1}}}(\tau) \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x \tag{87}
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{F_{F_{1}}}(t)=\frac{-2 \varepsilon}{L} \int_{0}^{L} E\left[u_{0}(t, x)\right]^{5} \sin \frac{n \pi}{L} x \mathrm{~d} x \tag{88}
\end{equation*}
$$

$$
\begin{align*}
E & {\left[u_{0}(t, x)\right]^{5} } \\
= & \mu_{u_{0}}^{5}(t, x)+10 \mu_{u_{0}}^{3}(t, x) \sigma_{u_{0}}^{2}(t, x)+5 \mu_{u_{0}}(t, x) \\
& \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) I_{k_{0}}(t)  \tag{89}\\
& \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \sin \frac{l \pi}{L} x \sin \frac{k \pi}{L} x \\
& \operatorname{Cov}\left(u_{1}\left(t, x_{1}\right), u_{1}\left(t, x_{2}\right)\right) \\
= & \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{1}}(t) I_{m_{1}}(t) \sin \frac{n \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2} \\
& -\sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} E F_{n_{1}}(\tau) \mathrm{d} \tau\right) \sin \frac{n \pi}{L} x_{2} \\
& \left.\cdot \sum_{n=0}^{\infty} E I_{n_{1}}(t) \sin \frac{n \pi}{L} x_{1}-\sum_{n=0}^{\infty}\left(\int_{0}^{t} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}(t-\tau)} E F_{n_{1}}(\tau) \mathrm{d} \tau\right)\right) \\
& \sin \frac{n \pi}{L} x_{1} \cdot \sum_{n=0}^{\infty} E I_{n_{1}}(t) \sin \frac{n \pi}{L} x_{2} \\
& +\sum_{n=0}^{\infty} E I_{n_{1}}(t) \sin \frac{n \pi}{L} x_{1} \cdot \sum_{n=0}^{\infty} E I_{n_{1}}(t) \sin \frac{n \pi}{L} x_{2} \tag{90}
\end{align*}
$$

where

$$
\begin{align*}
& \operatorname{En}(x) u_{0}^{5}(t, y) \\
& =5\left(\sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} y\right)^{5} \sum_{n=0}^{\infty} \sin \frac{n \pi}{L} y E n(x) I_{n_{0}}(t) \\
& \quad+10\left(\sum_{n=0}^{\infty} T_{n_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2} t} \sin \frac{n \pi}{L} y\right)^{2} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} E n(x) I_{n_{0}}(t) \\
& \quad I_{m_{0}}(t) I_{l_{0}}(t) \sin \frac{n \pi}{L} y \sin \frac{m \pi}{L} y \sin \frac{l \pi}{L} y  \tag{91}\\
& \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} E n(x) I_{n_{0}}(t) I_{m_{0}}(t) I_{l_{0}}(t) \\
& \quad I_{k_{0}}(t) I_{v_{0}}(t) \sin \frac{n \pi}{L} y \sin \frac{m \pi}{L} y \sin \frac{l \pi}{L} y \\
& \quad \sin \frac{k \pi}{L} y \sin \frac{v \pi}{L} y
\end{align*}
$$

$$
E u_{0}^{5}\left(\tau_{1}, x_{3}\right) u_{0}^{5}\left(\tau_{2}, x_{4}\right)
$$

$$
=\phi^{5}\left[\tau_{1}, x_{3}\right] \phi^{5}\left[\tau_{2}, x_{4}\right]+10 \phi^{5}\left[\tau_{1}, x_{3}\right] \phi^{3}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{0}}\left(\tau_{2}\right) I_{m_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{4} \sin \frac{m \pi}{l} x_{4}
$$

$$
+10 \phi^{5}\left[\tau_{2}, x_{4}\right] \phi^{3}\left[\tau_{1}, x_{3}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3}
$$

$$
+25 \phi^{4}\left[\tau_{1}, x_{3}\right] \phi^{3}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{4}
$$

$$
\begin{align*}
& +5 \phi\left[\tau_{1}, x_{3}\right] \phi\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{2}\right) I_{m_{0}}\left(\tau_{2}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{4} \sin \frac{m \pi}{l} x_{4} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \\
& +50 \phi^{4}\left[\tau_{1}, x_{3}\right] \phi^{2}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{4} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \\
& +50 \phi^{2}\left[\tau_{1}, x_{3}\right] \phi^{4}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{i=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \sin \frac{k \pi}{l} x_{4} \\
& +50 \phi^{4}\left[\tau_{1}, x_{3}\right] \phi^{2}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{4} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \\
& +100 \phi^{3}\left[\tau_{1}, x_{3}\right] \phi^{3}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \\
& +5 \phi^{4}\left[\tau_{1}, x_{3}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{2}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) \\
& \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{4} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \sin \frac{v \pi}{l} x_{4} \sin \frac{w \pi}{l} x_{4} \\
& +50 \phi^{3}\left[\tau_{1}, x_{3}\right] \phi\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{2}\right) I_{k_{0}}\left(\tau_{2}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) \\
& \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{4} \sin \frac{k \pi}{l} x_{4} \sin \frac{v \pi}{l} x_{4} \sin \frac{w \pi}{l} x_{4} \\
& +100 \phi^{2}\left[\tau_{1}, x_{3}\right] \phi^{2}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{2}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) \\
& \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \sin \frac{k \pi}{l} x_{4} \sin \frac{v \pi}{l} x_{4} \sin \frac{w \pi}{l} x_{4} \\
& +25 \phi\left[\tau_{1}, x_{3}\right] \phi\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{i=0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} \sum_{z=0}^{\infty} \sum_{q=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{1}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) I_{z_{0}}\left(\tau_{2}\right) I_{q_{0}}\left(\tau_{2}\right) \\
& \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \sin \frac{k \pi}{l} x_{3} \sin \frac{v \pi}{l} x_{4} \sin \frac{w \pi}{l} x_{4} \sin \frac{z \pi}{l} x_{4} \sin \frac{q \pi}{l} x_{4} \\
& +10 \phi^{2}\left[\tau_{2}, x_{4}\right] \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{==0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} \sum_{z=0}^{\infty} \sum_{q=0}^{\infty} E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{1}\right) I_{v_{0}}\left(\tau_{1}\right) I_{w_{0}}\left(\tau_{2}\right) I_{z_{0}}\left(\tau_{2}\right) I_{q_{0}}\left(\tau_{2}\right) \\
& \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \sin \frac{k \pi}{l} x_{3} \sin \frac{v \pi}{l} x_{3} \sin \frac{w \pi}{l} x_{4} \sin \frac{z \pi}{l} x_{4} \sin \frac{q \pi}{l} x_{4} \\
& +\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{==0}^{\infty} \sum_{k=0}^{\infty} \sum_{v=0}^{\infty} \sum_{w=0}^{\infty} \sum_{z=0}^{\infty} \sum_{q=0}^{\infty} I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{1}\right) I_{v_{0}}\left(\tau_{1}\right) I_{w_{0}}\left(\tau_{2}\right) I_{z_{0}}\left(\tau_{2}\right) I_{q_{0}}\left(\tau_{2}\right) I_{h_{0}}\left(\tau_{2}\right) I_{j_{0}}\left(\tau_{2}\right) \\
& \sin \frac{n \pi}{l} x_{3} \sin \frac{m \pi}{l} x_{3} \sin \frac{l \pi}{l} x_{3} \sin \frac{k \pi}{l} x_{3} \sin \frac{v \pi}{l} x_{3} \sin \frac{w \pi}{l} x_{4} \sin \frac{z \pi}{l} \pi x_{4} \sin \frac{q \pi}{l} x_{4} \sin \frac{h \pi}{l} x_{4} \sin \frac{j \pi}{l} x_{4} \tag{92}
\end{align*}
$$

In which

$$
\begin{align*}
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{1}\right) I_{v_{0}}\left(\tau_{1}\right) I_{w_{0}}\left(\tau_{1}\right) \\
& =\int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{j \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{5}\right)} \mathrm{e}^{-\left(\frac{k \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{6}\right)} \mathrm{e}^{-\left(\frac{v \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{7}\right)} \mathrm{e}^{-\left(\frac{w \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{8}\right)}  \tag{93}\\
& E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) F_{v_{0}}\left(\tau_{7}\right) F_{w_{0}}\left(\tau_{8}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6} \mathrm{~d} \tau_{7} \mathrm{~d} \tau_{8} \\
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{2}\right) I_{v_{0}}\left(\tau_{2}\right) I_{w_{0}}\left(\tau_{2}\right) I_{z_{0}}\left(\tau_{2}\right) I_{q_{0}}\left(\tau_{2}\right) \\
& =\int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{\left(\frac{\pi}{L}\right)^{2}\left(\tau_{1}-\tau_{5}\right)}{} \mathrm{e}^{-\left(\frac{k \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{6}\right)} \mathrm{e}^{-\left(\frac{v \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{7}\right)}\right.}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{e}^{-\left(\frac{w \pi}{L}\right)^{2}\left(\tau 2-\tau_{8}\right)} \mathrm{e}^{-\left(\frac{z \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{9}\right)} \mathrm{e}^{-\left(\frac{q \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{10}\right)} E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) F_{v_{0}}\left(\tau_{7}\right)  \tag{94}\\
& F_{w_{0}}\left(\tau_{8}\right) F_{z_{0}}\left(\tau_{9}\right) F_{q_{0}}\left(\tau_{10}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6} \mathrm{~d} \tau_{7} \mathrm{~d} \tau_{8} \mathrm{~d} \tau_{9} \mathrm{~d} \tau_{1_{0}} \\
& E I_{n_{0}}\left(\tau_{1}\right) I_{m_{0}}\left(\tau_{1}\right) I_{l_{0}}\left(\tau_{1}\right) I_{k_{0}}\left(\tau_{1}\right) I_{v_{0}}\left(\tau_{1}\right) I_{w_{0}}\left(\tau_{2}\right) I_{z_{0}}\left(\tau_{2}\right) I_{q_{0}}\left(\tau_{2}\right) I_{h_{0}}\left(\tau_{2}\right) I_{j_{0}}\left(\tau_{2}\right) \\
&= \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{0} \int_{0}^{\tau_{2}} \int_{0}^{\tau_{2}} \int_{2} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{0}} \mathrm{e}^{-\left(\frac{n \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{3}\right)} \mathrm{e}^{-\left(\frac{m \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{4}\right)} \mathrm{e}^{-\left(\frac{l \pi}{L}\right)^{2}\left(\tau_{1}-\tau_{5}\right)} \mathrm{e}^{-\left(\frac{k \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{6}\right)} \mathrm{e}^{-\left(\frac{v \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{7}\right)}  \tag{95}\\
& \mathrm{e}^{-\left(\frac{w \pi}{L}\right)^{2}\left(\tau 2-\tau_{8}\right)} \mathrm{e}^{-\left(\frac{z \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{9}\right)} \mathrm{e}^{-\left(\frac{q \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{10}\right)} \mathrm{e}^{-\left(\frac{h \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{11}\right)} \mathrm{e}^{-\left(\frac{j \pi}{L}\right)^{2}\left(\tau_{2}-\tau_{12}\right)} E F_{n_{0}}\left(\tau_{3}\right) F_{m_{0}}\left(\tau_{4}\right) \\
& F_{l_{0}}\left(\tau_{5}\right) F_{k_{0}}\left(\tau_{6}\right) F_{v_{0}}\left(\tau_{7}\right) F_{w_{0}}\left(\tau_{8}\right) F_{z_{0}}\left(\tau_{9}\right) F_{q_{0}}\left(\tau_{10}\right) F_{h_{0}}\left(\tau_{11}\right) F_{j_{0}}\left(\tau_{12}\right) \mathrm{d} \tau_{3} \mathrm{~d} \tau_{4} \mathrm{~d} \tau_{5} \mathrm{~d} \tau_{6} \mathrm{~d} \tau_{7} \mathrm{~d} \tau_{8} \mathrm{~d} \tau_{9} \mathrm{~d} \tau_{10} \mathrm{~d} \tau_{11} \mathrm{~d} \tau_{12},
\end{align*}
$$

Figures 21 and 22 illustrate the change of the mean and variance under the nonlinear scale parameter.

### 3.2. Using HPM Technique

Applying HPM on Equation (38), one can get the following results w.r. $t$ homotopy perturbation:

$$
\begin{align*}
& A(u)=R(u)+\varepsilon u^{5}  \tag{96}\\
& R(u)=\frac{\partial u(t, x ; \omega)}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}  \tag{97}\\
& N(u)=\varepsilon u^{5}  \tag{98}\\
& f(r)=\sigma \cdot n(x ; \omega) \tag{99}
\end{align*}
$$

The homotopy function takes the following form:

$$
\begin{equation*}
H(s, p)=\left[R(s)-R\left(q_{0}\right)\right]+p[A(s)-f(r)]=0 \tag{100}
\end{equation*}
$$

Or equivalently,

$$
\begin{equation*}
R(s)-R\left(q_{0}\right)+p\left[R\left(s_{0}\right)+\varepsilon s^{5}-\sigma \cdot n(x ; \omega)\right]=0 \tag{101}
\end{equation*}
$$

Where $z_{0}$ is an initial solution .The approximate solution can then be obtained using

$$
\begin{equation*}
s=s_{0}+p s_{1}+p^{2} s_{2}+p^{3} s_{3}+\cdots \tag{102}
\end{equation*}
$$



Figure 21. The change of the mean of the first order approximation $u_{1}$ with time $\boldsymbol{t}$ at $\boldsymbol{x}=\mathbf{0 . 1}$ For different $\varepsilon$ values, $(L=1, M=1, \sigma=1, \Phi(x)=x)$.

Now, setting $p=1$, the approximation solution is obtained as:

$$
\begin{equation*}
u=\lim _{p \rightarrow 1} s=s_{0}+s_{1}+s_{2}+s_{3}+\cdots \tag{103}
\end{equation*}
$$

Using Equation (102) in equation (101) and Equating the equal powers of $p$ in both sides of the equation, one can get the following results:
i) $R\left(s_{0}\right)=R\left(q_{0}\right)$, in which one may consider the following simple solution:

$$
\begin{align*}
& s_{0}=q_{0} \quad q_{0}(t, 0)=q_{0}(t, L)=0, \\
& \text { and } q_{0}(0, x)=\phi(x)  \tag{104}\\
& \text { ii) } R\left(s_{1}\right)=\sigma \cdot n(x ; \omega)-R\left(s_{0}\right)-\varepsilon s_{0}^{5}  \tag{105}\\
& s_{1}(t, 0)=s_{1}(t, L)=0, \text { and } s_{1}(0, x)=0 \\
& \text { iii) } R\left(s_{2}\right)=-5 \varepsilon s_{0}^{4} s_{1}  \tag{106}\\
& s_{2}(t, 0)=s_{2}(t, L)=0, \text { and } s_{2}(0, x)=0 \\
& \text { iv) } R\left(s_{3}\right)=-5 \varepsilon\left(s_{0}^{4} s_{2}+2 s_{0}^{3} s_{1}^{2}\right)  \tag{107}\\
& s_{3}(t, 0)=s_{3}(t, L)=0, \text { and } s_{3}(0, x)=0 \\
& \text { vi) } R\left(s_{4}\right)=-5 \varepsilon\left(s_{0}^{4} s_{3}+2 s_{0}^{2} s_{1}^{3}+4 s_{0}^{3} s_{1} s_{2}\right) \\
& s_{4}(t, 0)=s_{4}(t, L)=0, \text { and } s_{4}(0, x)=0 \tag{108}
\end{align*}
$$

As before we have many choices in guessing the initial approximation together with its initial conditions which


Figure 22. The change of the variance of the first order approximation $u_{1}$ with time $t$ and space variable $x$ at different $\varepsilon$ values, $(L=1, M=1, \sigma=1, \Phi(x)=x)$.
greatly affects the consequent approximation. The choice $s_{0}$ is a design problem which can be taken as follows:

$$
\begin{align*}
& s_{0}(t, x)=\sum_{n=0}^{\infty} A_{n} e^{\beta_{n} t} \sin \frac{n \pi}{L} x \\
& A_{n}=\int_{0}^{L} \phi(x) \sin \frac{n \pi}{L} x \mathrm{~d} x \tag{109}
\end{align*}
$$

First order approximation can be obtained using Eigenfunction expansion as follows:

$$
u^{(1)}(t, x ; s)=s_{0}+s_{1}=s_{0}+\sum_{n=0}^{\infty} K_{n_{1}}(t) \sin \frac{n \pi}{L} x
$$

where

$$
\begin{align*}
K_{n_{1}}(t) & =\int_{0}^{t} \mathrm{e}^{\left(\frac{-n \pi}{L}\right)^{2}(t-\tau)} M_{n_{1}}(\tau) \mathrm{d} \tau  \tag{110}\\
M_{n_{1}}(t) & =\frac{2}{L} \int_{0}^{L}\left[\sigma \cdot n(x ; s)-R\left(s_{0}\right)-\varepsilon s_{0}^{5}\right] \mathrm{d} x
\end{align*}
$$

The ensemble average is:

$$
\mu_{u^{(1)}}(t, x ; s)=s_{0}+\sum_{n=0}^{\infty} E K_{n_{1}}(t) \sin \frac{n \pi}{L} x
$$

where

$$
\begin{align*}
E K_{n_{1}}(t) & =\int_{0}^{t} \mathrm{e}^{\left(\frac{-n \pi}{L}\right)^{2}(t-\tau)} E M_{n_{1}}(\tau) \mathrm{d} \tau  \tag{111}\\
E M_{n_{1}}(t) & =\frac{-2}{L} \int_{0}^{L}\left[R\left(s_{0}\right)+\lambda s_{0}^{5}\right] \sin \frac{n \pi}{L} x \mathrm{~d} x
\end{align*}
$$

The covariance is obtained from the following final expression

$$
\begin{align*}
& \operatorname{Cov}\left(u^{(1)}\left(t, x_{1}\right), u^{(1)}\left(t, x_{2}\right)\right) \\
& =\frac{4 \sigma^{2}}{L^{2}} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sin \frac{n \pi}{L} x_{1} \sin \frac{m \pi}{L} x_{2}\left(\int_{0}^{L} \sin \frac{n \pi}{L} x \sin \frac{m \pi}{L} x \mathrm{~d} x\right) \\
& \left(\int_{0}^{t} \int_{0}^{t} \mathrm{e}^{\left(\frac{-n \pi}{L}\right)^{2}\left(t-\tau_{1}\right)} \mathrm{e}^{\left(\frac{-m \pi}{L}\right)^{2}\left(t-\tau_{2}\right)} \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}\right) \tag{112}
\end{align*}
$$

The variance can then be obtained from Equation (112) by setting $x_{1}=x_{2}=x$.

Any higher order approximations can be obtained in a similar way. The following sample results using the same data in the cubic case.

### 3.3. Mean and Variance Comparisons of the Solution of Stochastic Quintic Nonlinear Diffusion Problem Using Pickard and HPM Methods with Different Orders and Corrections

Figures 23, 24 and 25 illustrate the change of the mean
and variance for Picard and HPM approximations.

## 4. Conclousion

Comparisons among results of the computations of mean illustrates that the results of three methods are very close from each other, but in variance the results of HPM and WHEP are semi-simillar while some results of Pickard are different in magnitude, may be due to the inability of computing high order approximations. It seems that the WHEP technique is more complex, in computations sense, than HPM which is more general since it can be


Figure 23. Mean comparison between Picard first order at $\varepsilon$ $=30$ and HPM first order at different $\varepsilon$ values, $\left(u^{1}, w^{1}\right)$ at $x$ $=0.1,(L=1, M=1, \sigma=1, \Phi(x)=x)$.


Figure 24. Mean comparison between Picard first order and HPM first, second, third and fourth order at $\varepsilon=10,\left(u^{1}\right.$, $\left.w^{1}, w^{2}, w^{3}, w^{4}\right)$ at $x=0.1,(L=1, M=1, \sigma=1, \Phi(x)=x)$.


Figure 25. Variance comparison between Picard zero and first order, HPM first and second order, $\left(u^{0}, u^{1}, w^{1}, w^{2}\right)$ at $x$ $=0.1, \varepsilon=10,(L=1, M=1, \sigma=1, \Phi(x)=x)$.
applied to a non-perturbative problems as well as perturbative ones. The WHEP technique has the advantage of making different corrections for each order of approximation. The HPM seems easier in computations sense but it is very sensitive to initial guess solution. Symbolic computations with higher computations abilities will lead to better approximate solutions in the future.
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