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Abstract

The Menshutkin reaction is a methyl transfer reaction relevant in fields ranging from

biochemistry to chemical synthesis. In the present work, energetics and solvent distri-

butions for NH3+MeCl and Pyr+MeBr reactions were investigated in the gas-phase, in

water, methanol, acetonitrile, benzene, and in cyclohexane by means of reactive molec-

ular dynamics simulations. For polar solvents (water, methanol, and acetonitrile) and

benzene, strong to moderate catalytic effect for both reactions is found whereas apolar

and bulky cyclohexane interacts weakly with the solute and does not show pronounced

barrier reduction. Calculated barrier heights for the Pyr+MeBr reaction in acetonitrile

and cyclohexane are 23.2 and 28.1 kcal/mol compared with experimentally measured

barriers of 22.5 and 27.6 kcal/mol, respectively. The 2-dimensional solvent distribu-

tions change considerably between reactant and TS but comparatively little between

TS and product conformations of the solute. The simulations also suggest that as the

system approaches the transition state, correlated solvent motions that destabilize the

solvent-solvent interactions are required to surmount the barrier. Finally, the average

solvent-solvent interaction energies in the reactant, TS, and product state geometries

are correlated with changes in the solvent structure around the solute.
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1 Introduction

Solvation is essential in chemistry and directly influences properties such as reaction rates

or spectroscopic responses of solutes.1–12 Depending on the nature of the solvent (e.g. polar

or apolar) the potential energy surface underlying the nuclear dynamics changes and affects

mechanistic aspects of the dynamics.13–15 As an example, for the Claisen rearrangement the

reaction barrier in polar solvent decreases compared to the gas phase16–19 whereas it increases

for SN2 reactions in going from the gas phase into solution.20–27

Figure 1: Schematic representation for A) the Menshutkin reaction of ammonia with
chloromethane and B) the Menshutkin reaction of pyridine with bromomethane.

The Menshutkin reaction28,29 is an important methyl transfer reaction and plays an essential

role in many fields of chemistry ranging from biochemical processes (histone methylation,30

methyltransferases31,32) to chemical synthesis.33 Methyl-transfer reactions in biological sys-

tems are catalyzed by methyltransferases for which the most prominent enzymatic cofactor

is S-adenosyl-L-methionine (SAM).31 SAM is derived from ATP by the enzyme methionine

synthase34 and serves as a regulator of a variety of processes including DNA, tRNA, and

rRNA methylation as well as immune response.35 DNA methylation is governed by DNA

methyltransferase (DNMTs) enzymes such as DNMT1, DNMT3A, and DNMT3B.36 More

recent findings suggest that DNA and histone methylation cooperate to maintain the cel-

lular epigenomic landscape.37 Finally, histone methylation has been found to be undone by
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histone demethylases.38

Common examples of methylation reactions that have been studied extensively in the past

are SN2 reactions23,39–47 such as Cl− + MeBr→ MeCl + Br− 26 or F− + MeI→ MeF + I− 46

and the Menshutkin reaction.25,48–54 The SN2 and Menshutkin reactions are of particular

interest because of their importance in chemical synthesis.55 The main difference between a

standard SN2 reaction and a Menshutkin reaction is that for an SN2 reaction the reactant

state is charged whereas it is neutral for a Menshutkin reaction, e.g. NH3 + NH2-C6H4-Br

→ NH2-C6H4-NH+
3 +Br− or Pyr+MeCl → [Pyr-Me]++Cl−.52,54 The Menshutkin reaction

proceeds via a dipolar transition state (TS) to an ionic product and the TS is stabilized in

polar solvents.50,54

The Menshutkin reaction is also a characteristic example for studying the effect of solvation

on reactions53 since it displays pronounced solvent effects on activation barriers.54,56,57 Ex-

perimental studies have shown a decrease in the activation energy depending on the polarity

of the solvent. The experimentally reported activation barrier for Pyr+MeBr in methanol

is 22.5 kcal/mol which is 3.1 and 5.1 kcal/mol lower compared with apolar cyclohexane and

di-n-butyl ether.54 Further, an almost linear relationship between the natural log of the rate

constants and polarity/polarizability of the solvents for the alkylation (Menshutkin) reaction

between 1-bromodecane and 1,2-dimethylimidazol was observed.58 DMSO was found to be

the best solvent for accelerating the rate of heteroatom alkylations. Although solvent effects

are evidently relevant for the Menshutkin reaction, surprisingly little is known about the

molecular details of the reaction itself and the solvent ordering in particular.

Solvent effects for the NH3+MeCl and Pyr+MeBr reactions were previously considered with

quantum mechanical (QM) and semi-empirical methods. For NH3+MeCl previous elec-

tronic structure calculations at the HF/6-31++G*59 and B3PW91/6-31+G*60 levels with
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implicit polarizable continuum model (PCM) models61 as well as QM/MM simulations at

the B3LYP/MM level were carried out.62 Also, both reactions were investigated with multi-

scale reaction density functional theory (RxDFT) in acetonitrile.63

The present work addresses the question of how the presence and the nature of the solvent af-

fects the reaction barrier height for two methyl transfer reactions NH3+MeCl and Pyr+MeBr

(see Figure 1). For a comprehensive sampling of the molecular dynamics along the progres-

sion coordinate the multi state adiabatic reactive molecular dynamics (MS-ARMD) frame-

work was used which provides a computational means to investigate chemical reactions (bond

breaking/bond formation) with an efficiency comparable to an empirical force field.64 Both,

the energetics of the reaction and the organization of the solvent for critical points along

the progression coordinate is analyzed. First, the force fields and their parametrization is

described. This is followed by free energy calculations and the analysis of the catalytic ef-

fect, the organization of the solvent around the transition state and the solvent energetics.

Finally, the results are discussed in a broader context.

2 Computational Methods

2.1 Molecular Dynamics Simulations

All molecular dynamics (MD) simulations were performed with CHARMM65 with provision

for forming and breaking bonds via MS-ARMD.64 MD simulations were started following

500 steps of steepest descent and 500 steps of Adopted Basis Newton-Raphson minimiza-

tion. Then, 500 ps of NpT dynamics were carried out using the leapfrog Verlet integrator66

(∆t = 1 fs) and a Hoover barostat67 with a collision rate of 5 ps−1. The NpT dynamics were

followed by 2 ns (∆t = 1 fs) of free dynamics in the NV T ensemble using SHAKE.68 Periodic

Boundary Conditions (PBC) together with the Particle Mesh Ewald (PME69) method were
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used for the long range electrostatic interaction. The cut-off for non-bonded, switching, and

smoothing was 16 Å, 14 Å, and 12 Å, respectively.

The simulations in the different solvents were started by solvating the reactant states of the

two reactions, NH3+MeCl and Pyr+MeBr, in pre-equilibrated, cubic solvent boxes. Due to

the different shapes and sizes of the solvents, cubic box sizes were chosen accordingly. They

were of length L = 30 Å (water), L = 25 Å (methanol), L = 28 Å (acetonitrile), L = 27 Å

(benzene), and L = 30 Å (cyclohexane), respectively.

2.2 Parametrization of the Force Field

All electronic structure calculations of reactant, transition, and product states were per-

formed with Gaussian0970 at the MP2/6-311++G(2d,2p) level of theory. For simulating

Me-transfer between a donor and an acceptor a reactive force field to break and form chem-

ical bonds is required. MS-ARMD is a reactive molecular dynamics implementation which

combines individually weighted connectivities, describing different states by parametrized

force fields. So called, GAPOs (GAussian × POlynomials) for describing the adiabatic bar-

rier are added to smoothly connect reactant and product side to form the global reactive

Potential Energy Surface (PES). GAPOs are calculated from the energy difference ∆Vij(x)

(= Vj(x)− Vi(x)) between two states i and j.

For the Menshutkin reactions NH3+MeCl and Pyr+MeBr the parametrization of the reac-

tant and product states started with optimization of the reactant and product geometries at

the MP2/6-311++G(2d,2p) level of theory. Initial force fields for the reactant and product

molecules (NH3, MeCl, methylammonium cation, pyridine, and methyl pyridine cation, re-

spectively), were obtained from Swissparam.71 The initial Mulliken charges for the fit were

those from the electronic structure calculations.
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For NH3+MeCl the reference reactant complex structures were generated from a 1 ns gas-

phase MD simulation in the NV T ensemble using the Swissparam parametrization. In the

MD simulations the distance between the ammonia and chloromethane was kept close to the

equilibrium distance in the reactant state using a harmonic constraint. From this trajectory

1000 structures were stored for which reference energies at the MP2/6-311++G(2d,2p) level

were determined. For the Pyr+MeBr reaction a similar procedure was followed. The refer-

ence reactant complex structures were generated from a 1 ns gas-phase MD simulation in the

NV T ensemble using the Swissparam parametrization. The distance between the pyridine

and bromomethane was kept close to the equilibrium distance in the reactant state using a

harmonic constraint. From this trajectory 1700 structures were stored for which reference

energies at the MP2/6-311++G(2d,2p) level were determined.

In addition to the conformational ensemble of the reactant states, structures and energies

along the internal reaction coordinate (IRC) path were used together with product state

geometries which were generated from scanning along the C–Cl and C–Br distances, respec-

tively. As the main focus in the present work is on the energetics involving the reactant, TS,

and ion-pair states, no full parametrization for the ionic products [H3NMe]+ and [PyrMe]+

was carried out. This would be required if the reaction is followed out and beyond the

solvent-separated ion pairs which is not done in the following. Hence, on the product side

the relaxed scan only involved C–Cl separations between 2.5 Å to 6 Å and C–Br distances

ranging from 3 Å to 13 Å, respectively. Subsequently all force field parameters were fitted to

the reference energies19,72–74 by using a downhill simplex algorithm.75 Finally, the reactant

and product force fields were connected by fitting the GAPOs along the IRC using a genetic

algorithm. The bond, angle, dihedral and van der Waals parameters of the force field are

provided in Tables S1 and S2. Further, the resulting fit of the Menshutkin reactions for

NH3+MeCl and Pyr+MeBr contains three Gaussians and the GAPO parameters are pro-
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vided in Tables S3 and S4.

2.3 Umbrella sampling

Since direct sampling of the two reactions is not possible due to the high reaction barriers

(> 20 kcal/mol), umbrella sampling (US)76 simulations were used to follow the reaction

path. The reaction coordinate chosen here was the difference between the carbon-X bond of

the reactant and the carbon-N bond in the product, i.e. rc = dCX − dCN where X = Cl, Br

for the NH3+MeCl and Pyr+MeBr reactions, respectively. Simulations were carried out for

equidistant windows between rc = −1.3 and 1.6 Å with ∆rc = 0.1 Å and with kumb = 150

kcal/mol/rad2.

US simulations for both systems were performed in a sequential manner, i.e. restarting a new

US simulation from the structure and velocities of the previous simulation. Each window

was simulated for 50 ps and window statistics was accumulated after equilibration for 5 ps.

Statistics from all the windows were combined to yield the 1-dimensional potential of mean

force (PMF) using the Weighted Histogram Analysis Method (WHAM)77,78 with a tolerance

of 0.001.

2.4 Solvent Distribution

To characterize the solvent distribution and change along the reaction pathway, separate 2 ns

MD simulations for NH3+MeCl and Pyr+MeBr in the NVT ensemble were carried out. The

reactant, TS and product state structures were constrained at their MP2/6-311++G(2d,2p)

optimized geometries and the center of mass (CoM) of the solute was at the center of the

simulation box. To analyze the solvent distributions the solute was reoriented and superim-

posed to minimize the structural root mean squared deviation. For the NH3+MeCl reaction
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first the methyl-carbon was translated to the origin of the box, then the ammonia-N was

aligned along the x−axis and one of the three hydrogens bonded to the ammonia-N was

placed into the xy−plane. For the Pyr+MeBr reaction the pyridine-N was translated to the

origin of the box, the methyl-C was then aligned along the x−axis and one of the hydrogens

bonded to the ammonia-N was placed in the xy−plane.

From the 2000 snapshots the water-oxygen (OW), methanol-oxygen (OMeOH) and acetonitrile-

nitrogen (NACN) coordinates were extracted whereas for benzene and cyclohexane the center

of mass was determined and used for further analysis. The CoM was chosen for apolar sol-

vents because selecting one specific atom as for the polar solvents is less meaningful as this

would lead to skewing the results due to rotation of the solvent molecule. Based on these

reference coordinates, all solvent molecules with the point of reference (OW, OMeOH, NACN,

and the CoMs of benzene and hexane) within −1 ≤ z ≤ +1 Å were selected and further

analyzed to give a 2-dimensional solvent distribution. The collected data points were then

smoothed with a 2D bivariate normal kernel density estimation.79,80 Solvent boxes were di-

vided into 100 bins along the x− and y−axes to generate a 100 × 100 grid. Then, the solvent

density around each of the grid points was smoothed using a 2D Gaussian distribution with

a width of 1.5 Å. Isocontours were drawn at 90%, 75%, 50%, 25%, and 10% of the highest

occupation for each solvent to allow direct comparison.

3 Results and Discussion

3.1 The Potential Energy Surfaces

The correlation between the fitted force field and the MP2 reference energies is reported in

Figure 2. As the main interest of the present work is the forward process, i.e. NH3+MeCl→

[H3NMe]++Cl− and Pyr+MeBr → [PyrMe]++Br−, the parametrization was focused on the
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reactant state including the transition state region. For the 1000 and 1700 reference reactant

state structures the RMSDs are 0.78 kcal/mol and 0.93 kcal/mol, respectively, for the two

reactions. As the inset demonstrates, the minimum energy path (MEP) is well reproduced

by these parametrizations, too. Such a quality is comparable with that found in previous

studies. The reactive PES for the hydrogen abstraction reaction between MgO+ and ethane

had a RMSD of 1.5 kcal/mol with respect to MP2/aug-cc-pVTZ for the reactant and 1.1

kcal/mol for the product state.81 For the Diels-Alder reaction between 2,3-dibromobutadiene

and maleic anhydride had a RMSD of 2.9 kcal/mol for the overall reaction.82 For the product

side (ion-pair) the RMSDs along the C–Cl and C–Br separations are 3.60 kcal/mol and 2.41

kcal/mol for the two reactions, respectively, and dominated by high energy structures for

long C–Cl− separations.
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Figure 2: Panel A: Menshutkin reaction of ammonia with chloromethane to methylammo-
nium chloride: Energy correlation between the fitted force field and the MP2 reference for
1000 reactant structures (blue, RMSD of 0.78 kcal/mol) and 70 product structures (red,
RMSD of 3.60 kcal/mol). Panel B: Menshutkin reaction of pyridine with bromomethane to
methyl pyridine and Br−: Energy correlation between the fitted force field and the MP2 ref-
erence for 1700 reactant structures (blue, RMSD=0.93 kcal/mol) and 101 product structures
(red, RMSD=2.41 kcal/mol). The two insets show the IRC points (green circles) together
with the energies from the reactive force field (black line) based on the GAPO-fits to connect
the reactant and product force fields.
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3.2 Umbrella Sampling Simulations and Potentials of Mean Force

NH3+MeCl: The 1-dimensional PMFs for the NH3+MeCl reaction are reported in Figure 3

and Table 1 summarizes the activation free barriers. Umbrella sampling simulations based

on the parametrized, reactive force field for the NH3+MeCl reaction yields a free energy bar-

rier ∆G‡ = 35.8 kcal/mol in the gas-phase. This compares with an activation barrier of 38.5

kcal/mol from the IRC in the gas-phase at the MP2/6-311++G(2d,2p) level. Previous elec-

tronic structure calculations for the same reaction reported barrier heights of 36.2 kcal/mol

and 32.7 kcal/mol at the HF/6-31++G*59 and B3PW91/6-31+G*60 levels, respectively.

Table 1: Free energy barrier for the Menshutkin reaction of NH3+MeCl (in kcal/mol) cal-
culated with MS-ARMD and US in different solvents (Sim.). The experimental (Exp.) ∆G‡

value is for the NH3 + MeI reaction in water (0.05 m MeI)83 and in methanol (0.1 m MeI).84

Hexane = cyclohexane.

Gas Water Methanol Acetonitrile Benzene Hexane
Sim. 35.8 18.0 ± 0.5 20.5 20.6 24.1 33.9 ± 1.4
Exp. 23.583 20.884

Literature
36.259 /
32.760

16.159/ 21.754 / 25.685 /
15.7± 0.362 / 21.9± 2.762

16.863 /
22.363 32.654
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Figure 3: Potentials of mean force for the Menshutkin reaction for NH3+MeCl in water
(blue), methanol (purple), benzene (red), acetonitrile (black), and cyclohexane (orange)
from umbrella sampling simulations. For comparison, the PMF from US in the gas phase is
also reported in green.

In water, methanol, acetonitrile, benzene, and cyclohexane the barrier heights from the 1-

dimensional PMFs are 18.0 ± 0.5, 20.5, 20.6, 24.1, and 33.9 ± 1.4 kcal/mol, respectively.

Representative error bars were determined from bootstrapping for polar (water) and apolar

(cyclohexane) solvent. For the simulations in water and methanol, the activation energies

of 18.0 ± 0.5 and 20.6 kcal/mol compare with the experimentally reported values of 23.583

and 20.8 kcal/mol84 for NH3 + MeI, respectively. Only qualitative comparison between

experiment and simulations is possible because a) results from experiments are only avail-

able for MeI and not MeBr, and b) the MeI concentration was 0.05 m in water and 0.1
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m in methanol.83 Previously, the minimum energy pathway for the NH3+MeCl reaction in

explicit water was determined at the HF/6-31G* level of theory, followed by single-point

energy calculations at the MP4SDTQ/6-31+G* level. The resulting activation barrier was

25.6 kcal/mol.85 In a more recent study the barrier heights from a semi-empirical QM study

were 15.7± 0.3 and 21.9± 2.7 kcal/mol, respectively.62 The activation barrier was 15.7± 0.3

kcal/mol when directly computed from the lower level PM3/MM calculations and increased

to 21.9 ± 2.7 kcal/mol by using a higher level, indirect B3LYP/MM methodology. In this

method, configurational sampling and iterative pathway optimization were carried out with

a lower-level PM3/MM Hamiltonian, and analyzed with WHAM to obtain the lower-level

reaction free energy profile. This was followed by thermodynamic perturbation86 to a higher

level target B3LYP/MM Hamiltonian with 6-31G* basis set to obtain a corrected free energy

profile.62

As expected, polar solvents show a stronger effect in reducing the reaction barrier height

compared to apolar solvents, see Figure 3. All polar solvents and benzene find an earlier

TS compared to vacuum for which it is at rc = 0.5 Å. For benzene, acetonitrile, methanol

and water the TS progressively shifts towards the reactant with rc ranging from rc = 0.2 Å

to rc = −0.1 Å. Furthermore, the free energy profile widens considerably when going from

the gas phase to methanol and water as a solvent and compared with acetonitrile and the

apolar solvents. Water and methanol are the smallest and most polar solvents and are able

to approach and interact with the solute more directly than the larger and apolar solvent

molecules which leads to widening of the PMF. For benzene the packing is easier due to its

planar structure compared to the chair conformation of cyclohexane. Further, benzene has

stronger electrostatic interactions with the solute as a result of negatively charged carbon

atoms. Thus, benzene displays a barrier reduction closer to the polar water solvent than the

apolar cyclohexane.
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Figure 4: 2D PMF of NH3+MeCl in water, scanned through reaction coordinates of R1

= dC−N and R2 = dC−Cl. Relative positions of reactant (blue circle), transition state (red
triangle) and product (green square) shown on the plot. The red line denotes the minimum
energy pathway from reactant to product (see text). Contours are drawn in increments
of 2 kcal/mol. The inset shows the 1D PMF extracted from the 2D surface (red line)
superimposed onto the 1D PMF (blue line) of NH3+MeCl in water from Figure 3.

In order to assess how representative the 1-dimensional PMFs are, a 2-dimensional PMF

surface was determined for NH3+MeCl in water, see Figure 4. The two reaction coordinates

R1 and R2 were the distance between the methyl-C and ammonia-N atom (R1 = dC−N) and

between the methyl-C and the Cl atoms (R2 = dC−Cl), respectively. In the simulations, R1

and R2 were constrained by a harmonic potential with a force constant of 1000 kcal/mol

and the N–C–Cl angle was constrained to remain linear. For a fixed R1 value the 2D PMF

was scanned along the R2 coordinate and statistics accumulated from 50 ps sampling for

each value of the reaction coordinate. From this, the 2d PMF was constructed using 2D-
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WHAM77,78 with a tolerance of 0.001.

A direct comparison between the 1D PMF from the US (blue) and the minimum energy path

on the 2D PMF (red) is shown in the inset of Figure 4. The minimum energy path on the 2D

PMF was calculated by fixing R2 values on a grid with ∆R2 = 0.1 Å and minimizing along

R1. This provides a realistic path between reactant and TS. Between TS and the product

the true MEP is slightly different which is, however, of lesser interest in the present work.

The activation barrier calculated from the 2D PMF is 21.7 kcal/mol which is 3.7 kcal/mol

higher than that of the 1D PMF (see Figure 4 inset) and closer to the experimentally deter-

mined activation barrier of 23.5 kcal/mol for the NH3 + MeI reaction. The fact that the 1D

and 2D PMF are quite close to one another supports the results of the 1D PMFs reported

for the other solvents.83 Part of the difference in the barrier heights between the 1D and

2D PMFs can be attributed to the constraints that were used in computing the 2D PMF.

On the other hand, the 2D PMF yields additional insights into mechanistic aspects of the

reaction. The PES clarifies that the Menshutkin reaction is concerted from the perspective

of the two reaction coordinates. As R1 contracts from the reactant (R) to the product (P),

R2 elongates. The transition region is comparatively steep along the transition pathway but

flat orthogonal to it. For separations R1 and R2 smaller than 2.2 Å a strong repulsion is

found.

Pyr+MeBr: The 1-dimensional PMFs for the Pyr+MeBr Menshutkin reaction are reported

in Figure 5 and Table 2 summarizes the activation free barriers. In the gas phase US yields

an activation free energy of ∆G‡ = 29.7 kcal/mol compared with the barrier height of 29.0

kcal/mol from the IRC at the MP2/6-311++G(2d,2p) level of theory. In water, methanol,

and acetonitrile the computed barriers are 17.9, 22.1, and 23.2 kcal/mol and in apolar sol-

vents they are 22.2 and 28.1 kcal/mol for benzene and hexane, respectively. Experimentally

reported barrier heights as determined from the measured rates for acetonitrile and hex-
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ane were 22.5 and 27.6 kcal/mol, respectively,54 and the ordering and absolute values agree

favourably with the present simulations.

Table 2: Free energy barrier for the Menshutkin reaction of Pyr+MeBr (in kcal/mol) calcu-
lated with MS-ARMD and US in different solvents (Sim.). The experimental (Exp.) values
for ∆G‡ are from Ref.54 for Pyr+MeBr. Hexane = cyclohexane.

Gas Water Methanol Acetonitrile Benzene Hexane
Sim. 29.7 17.9 22.1 23.2 22.2 28.1
Exp.54 22.5 27.6
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Figure 5: Potentials of mean force for the Menshutkin reaction for Pyr+MeBr in water
(blue), methanol (purple), acetonitrile (black), benzene (red), and cyclohexane (orange).
For comparison, the result from US in the gas phase is reported in green.

For polar solvents the reaction barrier height decreases with increasing polarity of the sol-
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vent. Notably, for the reaction in benzene, the barrier height of 22.2 kcal/mol is close to that

for methanol and lower than that for acetonitrile. The catalytic effect of benzene has been

observed previously from computations for the Menshutkin reaction of NH3 + NH2-C6H4-Br

→ NH2-C6H4-NH+
3 + Br− at the MP2/6-31+G(d) level.52 In this case, the gas-phase acti-

vation barrier of 33.2 kcal/mol decreased to 22.8 kcal/mol in benzene.

The position of the TS in the different solvents is directly correlated with the catalytic ef-

fect. Cyclohexane, which displays a lower barrier to that in the gas phase has the TS at

rc ∼ 0.7 Å, whereas solvents with catalytic effect shift the TS to progressively shorter values

of rc. Benzene, which reduces the barrier height slightly more strongly than methanol, has

a TS at around rc = 0.5 Å which is also the value for methanol. In water, which shows

the strongest reduction in the barrier, the maximum of the PMF is shifted towards an even

smaller value of rc = 0.3 Å. This difference in catalytic strength and shift in TS position

can be explained by the stabilizing effects of the three polar solvents water, methanol and

acetonitrile. The aromatic benzene, even though apolar, achieves a similar stabilization due

to its planar structure and electrostatics.

3.3 Solvent Distributions

The MD simulations also offer the opportunity to analyze the solvent distribution along

the reaction at molecular resolution. For this, separate simulations were carried out for the

reactant, product, and transition states of both reactions in all solvents. The solute was con-

strained at the optimized geometries of the reactant, TS, and ion-pair structures from the

MP2/6-311G++(2d,2p) calculations and the solvent was sampled from unbiased simulations.

For the NH3+MeCl reaction the solvent distribution around the solute in polar (water,

methanol, acetonitrile) and apolar (benzene and hexane) solvent is presented in Figures 6

16



and 7, respectively. In general, for polar solvents the distribution around the reactant and

the TS differs. This is most evident for acetonitrile and methanol (Figure 6 top and mid-

dle) but also for water (Figures 6 bottom). Solvent density maxima around the Cl− anion

in the TS were found for methanol, water, and acetonitrile. The asymmetry around Cl−

anion is partly due to the thin analysis slab (–1Å < z < 1Å) which was necessary to avoid

congestion of the solvent distribution for other parts of the molecule. The solvent density

maxima are explained by the favourable interaction of the OH-hydrogen atoms (water and

methanol) or the positively charged carbon atom (acetonitrile) with the Cl− anion. For the

TS in methanol and water there are three density maxima around the H-atoms of ammonia,

which are potential H-bonding sites. For the reactants, the density maximum is around Cl−

in polar solvents. For all three structures, the innermost isocontour is closest to the solute

for water as solvent as packing is tightest due to its small size.
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Figure 6: 2-dimensional solvent distributions for NH3+MeCl from 2 ns simulations in polar
solvents: acetonitrile, methanol and water (from top to bottom) around the reactant, TS,
and product state structures of the solute (from left to right) projected onto the xy−plane
containing the chloride, carbon and nitrogen atoms. Units in Å. In the simulations and
the figure the solute is in its optimized structure for the reactant, TS, and product state,
respectively, at the MP2/6-311++G(2d,2p) level of theory. The color code for atoms is H
(white), C (cyan), N (blue) and Cl (green). Note the larger solvent rearrangement between
reactant and TS compared with TS and product structures.

Solvent structures for the TS and the product state are comparable. This can, in part, be ra-
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tionalized by the similarity of the TS and ion-pair structures of the solute and the differences

between the reactant and TS structures: the N-C distances for the Cl–Me–NH3 arrangement

are 3.30 Å, 1.81 Å, and 1.55 Å for the reactant, TS, and ion-pair in vacuum, respectively.

Similarly, the C-Cl distances are 1.80 Å, 2.42 Å, and 2.76 Å for reactant, TS and ion-pair.

This similarity between the TS and ion-pair structure is reminiscent of a manifestation of

the Hammond postulate which states that if two states occur consecutively along a reaction

and have nearly the same energy content, their interconversion will involve only a small

reorganization of the molecular structures. For the solute structures this is evidently the

case as the TS and the contact-ion-pair structures only differ little. Similarly, the solvent

distributions between reactant and TS differ, in general, considerably more compared with

the change in solvent structure between TS and the product.
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Figure 7: 2-dimensional solvent distributions for NH3+MeCl in apolar solvents: benzene
(top) and hexane (bottom) around the reactant, TS, and product state structures of the
solute (from left to right) projected onto the xy−plane containing the chloride, carbon an
nitrogen atoms. Units in Å. In the simulations and the figure the solute is in its optimized
structure for the reactant, TS, and product state, respectively, at the MP2/6-311++G(2d,2p)
level of theory. The color code for atoms is H (white), C (cyan), N (blue) and Cl (green).

For the apolar solvents, the distribution around the solute showed less pronounced maxima,

see Figure 7, except for the product state in benzene. For cyclohexane the solvent distri-

bution is considerably less structured than for the polar solvents which indicates the weak

interaction between solute and solvent in this case and is the underlying reason for the lim-

ited catalytic effect of cyclohexane for the NH3+MeCl reaction. Contrary to cyclohexane,

the density maximum of solvent molecules around the Cl− anion for the product in benzene,

and to some degree for the TS, were present. The packing around the solute was more dense

in benzene, especially at the TS.
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For the Pyr+MeBr reaction the solvent distribution around the solute in polar and apolar

solvents is presented in Figures S1 and S2, respectively. Similar to the NH3+MeCl reac-

tion, the solvent distribution around the reactant and the TS differed. For the reactant the

NPyr-C-Br angle deviates from linearity whereas in the TS and for the contact-ion-pair it

was linear. Due to the positively charged pyridine-H atoms multiple density maxima around

the ring were observed for all states in polar solvents. In methanol, the solvent distribution

was heterogeneous, with multiple density maxima around the solute and beyond the first

solvation shell. Compared with acetonitrile, methanol is more tightly packed around the

solute. Contrary to that, the solvent distribution for water was comparatively homogeneous.

Although multiple density maxima for water near the solute are observed for the first sol-

vation shell, the solvent distribution becomes more homogeneous beyond the first solvation

shell for all three states of the solute. For the contact-ion-pair solvent structuring occurs for

water and methanol, but not for acetonitrile.

For apolar solvents, see Figure S2, the solvent distribution around the solute was less dense

compared to the polar solvents. The maxima around the positively charged hydrogen atoms

appear for benzene. However, the densities around the Br− anion were less pronounced

than for polar solvents. The packing around the Br− anion was tighter for the TS and

contact-ion-pair compared with the reactant state. Cyclohexane packs more densely around

the solute for Pyr+MeBr compared to NH3+MeCl. This can be explained by the larger size

of the solute, which allows the bulkier, apolar solvent to accommodate better, than around

a smaller solute. The trend of similar solvent distribution around TS and product is also

found for these two solvents.
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3.4 Solvent Energetics

The simulations also provide quantitative information about the relative solvent-solvent in-

teractions along the reaction pathway with respect to an arbitrary reference state which is

the reactant in the following. Two different analyses were carried out for the energetics of

solvent molecules as a function of the reaction coordinate. First, the energetics of the solvent

molecules within the first solvation shell, i.e. molecules in direct contact with the solute,

were investigated as a function of the reaction coordinate from the umbrella sampling sim-

ulations. Secondly, a similar analysis was carried out from 2 ns simulations with the solute

frozen in the reactant, TS, and contact-ion-pair geometries at the MP2/6-311G++(2d,2p)

level of theory for a) the first solvation shell and b) for the entire simulation box.

For the first analysis only solvent molecules within a cutoff distance of 5 Å of any atom

of the solute were retained which corresponds approximately to the first solvation shell for

each solvent. For each of the umbrellas from the US simulations the average solvent-solvent

interaction energy per solvent molecule was determined together with the fluctuation around

the mean for the NH3+MeCl reaction in water (see Figure 8) and for the Pyr+MeBr reaction

in methanol (see Figure S3).
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Figure 8: Potentials of mean force for the Menshutkin reaction for NH3+MeCl in water (black
line) and the energy of solvent molecules within 5 Å of the solute in kcal/mol/molecule (red
line). The circles are the mean for a given umbrella together with the standard deviation
from the mean as a bar. The blue diamonds are the average solvent interaction energies from
the 2 ns simulations with the frozen solute (reactant, TS and contact-ion-pair) structures
together with the standard deviation from the mean as a bar.

The average energy per solvent molecule with respect to the reactant within 5 Å (red trace)

superimposed on the PMF of NH3+MeCl in water (black) is shown in Figure 8. Starting

from the reactant structure at rc = −1.2 Å the average interaction energy remains around

∼ −0.5 kcal/mol/molecule up to rc ∼ −0.4 Å after which it suddenly increases. Before

the transition state the average interaction energy per water molecule is destabilized by

∼ 2.5 kcal/mol to accommodate the transition state of the solute. At the transition state,

rc = 0, the solvent is destabilized with respect to the reactant by about 1 kcal/mol per water

molecule (but stabilized relative to the structures before the TS by about 1.5 kcal/mol).

Beyond the TS the surrounding water molecules arrange again in a more unfavourable con-

formation before their average interaction energies return to levels comparable to that of the

reactant of around ∼ 0.8 kcal/mol at rc ∼ 0.3 Å. This demonstrates that the water solvent
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participates actively in the reaction progress.

For the Pyr+MeBr reaction in methanol the average energy per solvent molecule with respect

to the reactant within 5 Å is shown in Figure S3. Starting from the reactant structure the

average energy per solvent molecule remains at ∼ −1 kcal/mol/molecule up to rc ∼ −0.8 Å.

Upon approaching the transition state (rc ∼ −0.5 Å) the average interaction energy between

the solvent molecules increases (destabilization). Compared with the NH3+MeCl reaction

in water the destabilization of the solvent starts earlier, though. Before reaching the TS

at rc ∼ 0.4 Å the average interaction energy decreases and reaches a value similar to that

of the reactant albeit with larger variance. Between the TS and the product structure the

interaction energy increases again and then drops back to levels of the reactant structure.

Since the TS and product states are structurally similar to each other (see Figure S1 and

its discussion), the effects on the average solvent energetics are less prominent in the later

stage of the reaction.

The 2D-solvent distributions for rc = [−0.3,−0.2,−0.1] Å are shown in Figure S4. It is

found that the density maxima around MeBr decrease in amplitude as the reaction proceeds

from reactant towards TS, especially for the region between the methyl-H and the Pyr-H.

The protic nature of methanol promotes H-bonding which results in density maxima around

the region between the methyl-H and the Pyr-H. As the isocontours are drawn at the same

heights in all representations, the populations are directly comparable. It is found that as

the system approaches the region with rc = −0.2 Å from either the reactant or the TS side,

the ordering decreases appreciably thus, correlated motions of solvent molecules are required

in this region of the reaction profile. This partly explains in a “time lapse” picture why

reactions “take more time” (ps and longer) than the actual reactive step (which is rather fs).

which is reflected in the energetic destabilization of the solvent at this position relative to

the reactant or TS structure. Hence, changes in the solvent distribution are directly reflected
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in the average solvent-solvent energetics.

Again, the more extended 2 ns NV T simulations with the solute frozen in its reactant,

TS, and product state geometry were analyzed and the average interaction energies for sol-

vent molecules within 5 Å of the solute were determined, see Tables 3 and 4, and the blue

diamonds in Figure S3. These results compare favourably with the analysis of the US simu-

lations and indicate that the sampling from the US simulations is representative.

Table 3: Solvent-solvent interaction for NH3+MeCl for solvent molecules within 5 Å of any
of the solute atoms. The average energy per solvent molecule of TS and product states with
respect to the reactant, in kcal/mol. The standard deviation from the mean per solvent
molecule given in parentheses. Water-45 labels the simulations in the 45 Å water box.

Solvent Reactant TS Product

Water 0 (0.06) 0.06 (0.06) 0.08 (0.06)

Water-45 0 (0.93) 0.07 (1.05) 0.09 (1.04)

Methanol 0 (0.65) 0.30 (0.41) 0.41 (0.32)

Acetonitrile 0 (0.28) 0.02 (0.28) 0.10 (0.27)

Benzene 0 (2.03) 0.67 (6.30) 0.49 (2.34)

Cyclohexane 0 (1.87) 0.21 (2.26) 0.24 (2.22)

In addition, one simulation for the NH3+MeCl reaction in a 45 Å cubic box (Water-45 in

Table 3) was carried out to assess the influence of the box size on the solvent energetics. With

an increased number of water molecules the fluctuation in the solvent interaction energies

increases for the first solvation shell. When analyzing the average interaction energies and

fluctuations around the mean for all water molecules for the two box sizes the differences

were found to be insignificant. Hence, the box size for the simulations appears to influence

the structural dynamics of the water molecules closest to the solute. This is an effect worth

to be explored but outside the scope of the present work.87 For the solvent-solvent energies

a more general observation is also that with the reactant state as the zero of energy, the

average energy content of the solvent for the TS and contact-ion pair structures is generally
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higher.

Table 4: Solvent-solvent interaction for Pyr+MeBr for solvent molecules within 5 Å of any
of the solute atoms. The average total energy of solvent boxes of TS and product per solvent
molecule with respect to the reactant, in kcal/mol. The standard deviation from the mean
per solvent molecule given in parentheses.

Solvent Reactant TS Product

Water 0 (0.23) 0.61 (0.53) 0.62 (0.55)

Methanol 0 (0.13) 0.40 (0.39) 0.38 (0.40)

Acetonitrile 0 (1.10) 2.13 (1.16) 2.18 (1.20)

Benzene 0 (3.88) 0.65 (4.71) 0.70 (4.64)

Cyclohexane 0 (1.84) 0.19 (2.15) 0.25 (2.23)

4 Conclusion

The energetics and solvent distributions for two Menshutkin reactions are quantitatively

characterized and analyzed at molecular detail. Barrier height reductions in going from

the gas phase to more polar solvents are consistent with what is known from experiments.

The solvent distributions change appreciably between reactant, transition state, and product

states. These changes in solvent structure are also reflected in the average solvent-solvent

interactions. One notable feature of the solvent-solvent interactions is the fact that the

fluctuation around the mean increases considerably when going from small to larger solvent

molecules.

Starting from the reactant structure the average solvent-solvent interaction within the first

solvation shell (∼ 5 Å within the solute) remains small and constant up to about 50 % of the

barrier height after which it increases rapidly (see Figures 8 and S3). Around the transition

state the solvent-solvent strain relaxes, increases again and then returns to levels slightly

higher than that of the reactant state. This points towards an intimate interplay between
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solute and solvent degrees of freedom along the reaction coordinate. It is also of interest to

note that the fluctuations around the mean increase appreciably around the TS. Analysis of

the solvent distributions also suggests that in approaching the TS collective motions of the

solvent molecules are required. This may be one of the reasons why time scales for reactions

can differ dramatically from the actual time to cross the barrier. It will be of interest to

compare these findings with those from unbiased simulations. However, to obtain sufficient

statistics a large number of reactive trajectories will be required, and ideally a system with

a lower activation barrier is considered.

In summary, a computationally tractable and qualitatively correct description - as compared

with the few experimental data available - of the Menshutkin reaction the gas phase and

in various solvents has been presented. Analysis of the solvent degrees of freedom point

towards tight coupling between solute and solvent dynamics with increased fluctuations in

the solvent-solvent interactions around the transition state. The necessary solvent reorgani-

zation between reactant and TS structures of the solvent requires extensive sampling which

is reflected in the time scale separation between the true rate of a reaction in solution and

the time required to traverse the barrier.

Data Availability

Data sets are available from the corresponding author upon reasonable request.

Supporting Information

The Supporting Information contains Tables S1 to S4 for the parametrization of the force

fields and additional Figures S1 to S4.

27



5 Acknowledgments

The authors gratefully acknowledge financial support from the Swiss National Science Foun-

dation through grant 200021-117810 and to the NCCR-MUST.

References

(1) Warshel, A.; Weiss, R. M. An Empirical Valence Bond Approach for Comparing Reac-

tions in Solutions and in Enzymes. J. Am. Chem. Soc. 1980, 102, 6218–6226.

(2) Yadav, A.; Jackson, R. M.; Holbrook, J. J.; Warshel, A. Role of Solvent Reorganization

Energies in the Catalytic Activity of Enzymes. J. Am. Chem. Soc. 1991, 113, 4800–

4805.

(3) Luzhkov, V.; Warshel, A. Microscopic Calculations of Solvent Effects on Absorption

Spectra of Conjugated Molecules. J. Am. Chem. Soc. 1991, 113, 4491–4499.
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(59) Poater, J.; Solà, M.; Duran, M.; Fradera, X. Effects of Solvation on the Pairing of

Electrons in a Series of Simple Molecules and in the Menshutkin Reaction. J. Phys.

Chem. A 2001, 105, 6249–6257.

(60) Halls, M. D.; Schlegel, H. B. Chemistry Inside Carbon Nanotubes: the Menshutkin SN2

Reaction. J. Phys. Chem. B 2002, 106, 1921–1925.
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Table S1: The harmonic bond, Morse bond, angle and generalised van der Waals (GVDW)
parameters for for NH3+MeCl. Kb in kcal/mol/Å2, deq in Å, De in kcal/mol, deq in Å, β in
Å−1, Kθ in kcal/mol/radian2, r in Å and ε in kcal/mol.

Reactant Product
Bond Harmonic Kb deq Kb deq

N – HNH3 437.150 1.016 490.522 1.039
C – HMe 375.145 1.100 369.812 1.151

Bond Morse De deq β
C – Cl 145.720 1.785 0.582
C – N 47.9544 1.520 1.682

Reactant Product
Angle KΘ Θeq KΘ Θeq

HNH3 – N - HNH3 40.594 107.500 44.274 108.806
HMe – C – HMe 37.170 110.010 21.686 114.437
HMe – C – Cl 45.335 112.040 X X
HNH3 – N – C X X 57.420 107.189

HNH3 – C – HMe X X 25.311 105.421
GVDW r ε n m

Reactant (N–C) 1.209 0.115 6.232 12.323
Product (C–Cl) 2.500 0.300 5.518 12.196

2



Table S2: The harmonic bond, Morse bond, angle and generalised van der Walls (GVDW)
parameters for for Pyr+MeBr. Kb in kcal/mol/Å2, deq in Å, De in kcal/mol, deq in Å, β in
Å−1, Kθ in kcal/mol/radian2, r in Å and ε in kcal/mol.

Reactant Product
Bond Harmonic Kb deq Kb deq

CPyr – CPyr 389.240 1.369 420.800 1.393
CPyr – NPyr 446.700 1.319 464.880 1.345
CPyr – HPyr 352.560 1.083 246.970 1.078
CMe – HMe 293.370 1.083 226.040 1.074

Bond Morse De deq β
C – Br 87.908 1.972 0.957
C – N 286.170 1.581 0.908

Reactant Product
Angle KΘ Θeq KΘ Θeq

CPyr – CPyr – HPyr 29.657 122.100 27.082 120.800
CPyr – CPyr – NPyr 39.676 126.390 37.792 121.650
NPyr – CPyr – HPyr 43.001 118.010 52.771 115.520
CPyr – NPyr – CPyr 81.961 112.800 96.761 119.040
HMe – CMe – HMe 30.810 104.220 32.760 115.190
HMe – CMe – Br 40.252 102.410 X X

NPyr – CMe – HMe X X 48.194 104.190
CPyr – NPyr – HMe X X 40.800 121.640

GVDW r ε n m
Reactant (N–C) 1.296 0.751 8.096 16.710
Product (C–Br) 0.491 0.927 7.773 11.510

Table S3: GAPO parameters for NH3+MeCl: i labels the reactant, j labels the product,
V 0

ij,k is the center of each of the k = 3 Gaussian functions (in kcal/mol), σij,k is the width
of each Gaussian (in kcal/mol) and αij,k0 is the polynomial coefficient. In the present case
polynomial order “0” was sufficient, hence αij,k0.

k V 0
ij,k σij,k αij,k0

1 0.48578 22.15304 -17.47731
2 40.88660 12.45761 -1.34837
3 -36.67239 11.02057 -1.014567

3



Table S4: GAPO parameters for Pyr+MeBr: i labels the reactant, j labels the product, V 0
ij,k

is the center of the Gaussian function (in kcal/mol), and σij,k the width of the Gaussian (in
kcal/mol). αij,k0 is the polynomial coefficient in kcal/mol. In the present case polynomial
order “0” was sufficient, hence αij,k0.

k V 0
ij,k σij,k αij,k0

1 -44.46610 12.24875 -0.747557
2 1.17231 28.18915 -22.93224
3 55.29621 23.35329 -3.89254
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Figure S1: 2-dimensional solvent distributions for Pyr+MeBr from 2 ns simulations in polar
solvents: acetonitrile, methanol and water (from top to bottom) around the reactant, TS,
and product state structures of the solute (from left to right) projected onto the xy−plane
containing the chloride, carbon and nitrogen atoms. Units in Å. In the simulations and
the figure the solute is in its optimized structure for the reactant, TS, and product state,
respectively, at the MP2/6-311++G(2d,2p) level of theory. The color code for atoms is H
(white), C (cyan), N (blue) and Br (pink).
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Figure S2: 2-dimensional solvent distributions for Pyr+MeBr in apolar solvents: benzene
(top) and hexane (bottom) around the reactant, TS, and product state structures of the
solute (from left to right) projected onto the xy−plane containing the chloride, carbon an
nitrogen atoms. Units in Å. In the simulations and the figure the solute is in its optimized
structure for the reactant, TS, and product state, respectively, at the MP2/6-311++G(2d,2p)
level of theory. The color code for atoms is H (white), C (cyan), N (blue) and Br (pink).
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Figure S3: Potentials of mean force for Pyr+MeBr in methanol (black line) and the average
solvent-solvent interaction for molecules 5Å around the solute in kcal/mol/molecule (red
line). The circles are the mean for a given umbrella together with the standard deviation
from the mean (fluctuation bar). The blue diamonds are average solvent-solvent interaction
energies for molecules 5Å around the solute in kcal/mol/molecule from 2 ns NV T simula-
tions in reactant, TS and product states, respectively, together with the standard deviation
(fluctuation bar).
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Figure S4: 2-dimensional solvent distribution for Pyr+MeBr in methanol for rc =
[−0.3,−0.2,−0.1] projected onto the xy−plane, respectively. The color code for atoms is H
(white), C (cyan), N (blue) and Br (pink).
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