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SOME ASPECTS OF NONLINEAR EIGENVALUE PROBLEMS1 

PAUL H. RABINOWITZ 

Introduction. Let £ be a real Banach space and G : RX E —» E 
where G is continuous. Consider the equation 

(0.1) u= G(k,u) 

where k G. R and u E £ . A solution of (0.1) is a pair (A, M ) £ H X £. 
Equations of the form (0.1) are generally called nonlinear eigenvalue 
problems. As has been amply demonstrated at this symposium, they 
occur in many parts of mathematical physics. Our main interest here 
is in studying the structure of the set of solutions of (0.1). We restrict 
ourselves to real k and to real Banach spaces since this is the situation 
usually encountered in applications. 

Our survey will focus on two major approaches to the study of 
nonlinear eigenvalue problems, namely the theory of topological 
degree of Leray and Schauder and the theory of critical points of 
Ljusternik and Schnirelmann. The applications of degree theory will 
be mainly to bifurcation problems although some results will be given 
for the case where bifurcation need not occur. A very general treat-
ment of the Ljusternik-Schnirelmann theory has been presented in 
his lectures by Professor Browder. Here a simpler version will be 
given for a very special case —namely the manifolds dealt with will 
be spheres in a Hilbert space — our goal being to bring out the under-
lying ideas in essentially as simple a context as possible. 

In §1 applications of degree theory to bifurcation theory will be 
developed. In particular a generalization of a theorem of Krasnoselski 
is obtained showing that in a certain context bifurcation is a global 
phenomenon. A useful constructive local theorem for bifurcation from 
simple eigenvalues is also given. Several applications to ordinary and 
partial differential equations of the results of §1 are carried out in §2. 

The notion of genus is introduced in §3 and its properties studied. 
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Using this notion a finite-dimensional version of the critical point 
theorem of Ljusternik and Schnirelmann is given in §4; namely, it is 
proved that if / is a continuous even real valued function on Rn, it 
possesses at least n distinct pairs of critical points on each sphere 
centered about the origin. A Galerkin argument is used in §5 to 
extend this result to infinite dimensions. 

Lastly in §6 some applications of degree theory are made to (0.1) 
in situations where bifurcation need not occur and continua of solu-
tions are obtained. 

1. Bifurcation theory and degree theory. Of course (0.1) is too 
general an equation to study without imposing more conditions on 
G. One type of situation that arises often in practice is G(A, u) = 
kLu + H(k, u) where L : E —» E is a bounded linear operator and 
H(k,u) is continuous on fix £ with H= °(\\u\\) n e a r u= 0 uni-
formly on bounded k intervals. For this case, (0.1) becomes 

(1.1) u= kLu+ H(k,u) 

which possesses the line of solutions {(A, 0) |A G R} henceforth re-
ferred to as the trivial solutions. This leads us to the notion of a bi-
furcation point: (fx, 0) is a bifurcation point for (1.1) with respect to 
the line of trivial solutions or more briefly a bifurcation point if every 
neighborhood of (/A, 0) contains nontrivial solutions. Physical examples 
of this phenomenon occur e.g. in fluid dynamics and elasticity theory. 
See [1] for many examples. 

A necessary condition for (/x, 0) to be a bifurcation point is that fi~l 

belongs to the spectrum of L. To see this, note that if t t - 1 is not in 
the spectrum of L, I — kL will be invertible for all k near /x with uni-
formly bounded inverse. Writing (1.1) for u ^ 0 in the equivalent 
form 

(1.2) ul\\u\\ = (I - \L)-lH(k,u)l\\u\\ 

and applying the o(||u||) condition on H shows (LÌ, 0) cannot be the 
limit of nontrivial solutions of (1.1). Therefore (/A, 0) is not a bifurca-
tion point. 

The above necessary condition is not sufficient as simple examples 
show. E.g. let E = R2,u = (x, y) and 

Multiplying the first equation of (1.3) by t/, the second by x, and sub-
tracting shows (1, (0, 0)) is not a bifurcation point. 
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Next a sufficient condition for (/jt, 0) to be a bifurcation point will be 
derived. Henceforth we assume that L and H are compact on E, 
fix E respectively, i.e., are continuous and map bounded sets into 
relatively compact sets. Following Krasnoselski [2], we will say LL 
is a characteristic value of L if there exists v G E, v ^ 0, such that 
v = /xLv, i.e., jjb~l is a nonzero eigenvalue of L. As is well known 
[ 3] , since L is compact the characteristic values of L are discrete 
and of finite multiplicity. (The multiplicity of a characteristic value 
ti is the dimension of UrT- i ' c e r (^ — tJiQn where kerA denotes the 
kernel of A.) For what follows let r(L) denote the set of real character-
istic values of L. 

THEOREM 1.4. If [x Œ r(L) is of odd multiplicity, (ix,0) is a bifurca-
tion point. 

Theorem 1.4 is due to Krasnoselski [2] and follows from the more 
general Theorem 1.10 below but, as an exercise in the methods used, 
we will prove it. Some preliminary remarks are needed. Let il C E 
be a bounded open set and dfi denote the boundary of fi. Suppose 
^ : l ì —» E where ty = I — T with J the identity map and T compact. 
Let b G E, b (JE^(dfì). Then the Leray-Schauder degree of ^ with 
respect to the set (1 and the point b is well defined and will be de-
noted by dfö, n,b). The usual properties of Leray-Schauder degree 
are assumed for what follows (see [2], [4], [5] or [6] ). When b — 0 
as is generally the case below, we write d(ty, O) for d(^, lì, 0). A 
closed ball in E of radius r and centered at u0 will be denoted by 
Br(u0). If u0 = 0, we write Br(0) = Br. If u0 is an isolated solution of 
*(u) = b, the index of u0, i(ty, u0, b) — limr_^0d(^, Br(u0), b). Let 
t (* , i io ,0)= i(¥,tio). 

The following change of index lemma [2], [5] is crucial for the 
proof of Theorem 1.4. 

LEMMA 1.5. Suppose T : E -» E is compact, T(0) = 0, T is Fréchet 
differentiable at u = 0, and 1 $ r(T'(0)). If"¥(u) = u - T(u), then 
i(^,0) = ( — l)ß where ß is the sum of the multiplicities of the charac-
teristic values ofT'(Q) in (0,1). 

PROOF OF THEOREM 1.4. Suppose (fx, 0) is not a bifurcation point 
for (1.1). For convenience assume fx > 0; /x < 0 is treated similarly. 
Then there is a neighborhood of (//,, 0) containing no nontrivial solu-
tions of (1.1). In particular there exists an e > 0 such that there are 
no solutions of (1.1) on [ /x — 6, /x, + e] X dB€ and /x is the only char-
acteristic value of L in |A — fx\ =§ e. Let 4>(X, u) = u — G(A? u). Then 
d($(X, • ), B€) is well defined for |X — /x| ^§ e and, by the homotopy 
invariance property of degree, 
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(1.6) d(0(X, ' ), Be) — constant = c, |X — ÂI = *• 

But by Lemma 1.5, 

d(4>(M - € , • ) , B«) = *(*(M - €, • ), 0) ^ ( - 1 ) ' " s t-, 

d(*( / l + € , ' ) > B.) = *(*(** + € , " ) , 0) = ( - 1)^+ = i+ . 

The ß + sum differs from the ß~ sum by a term equal to the multi-
plicity of the characteristic value fjj(/x + e) of (JA + e)L. Since this is 
just the multiplicity of /x which by assumption is odd, i+ = —i~^0 
contrary to (1.6)-(1.7). The theorem is proved. 

Let S denote the closure of the set of nontrivial solutions of (1.1). 
Theorem 1.4 implies the intersection of S with any neighborhood of 
(ti, 0) is nonempty when ti G r(0) is of odd multiplicity. Actually 
under the hypotheses of Theorem 1.4 a global statement concerning 
S and (tt, 0) can be made by exploiting more strongly the ingredients 
that went into the proof of the theorem. In order to show this, more 
preliminaries are needed. In particular, a stronger version of the 
homotopy invariance property of degree is required. This is also due 
to Leray and Schauder [5]. 

Let A = [X1?X2]
 a n d ^ C A X E . For XGA, let c#k = 

{uGE\ (X, u) G cA} and (djf)k = {u G E | (X, u) G d^}. 

LEMMA 1.8. Suppose ^ f C A X E is bounded and open and 
4>(X, u) = u — G(X, u) where G : J{ —» E is compact. If 0 (jp 
<I>(X, {dcA\)for all X G A, then d(*(X, • ), <=4X) = constant fork G A. 

By a component of a topological space we mean a closed connected 
subset maximal with respect to inclusion. 

LEMMA 1.9. Let tt G r(L) and let C denote the component of 
S U {(it, 0)} to which (tt, 0) belongs. If C is bounded and contains no 
points of the form (tt, 0) where / x ^ ß G r(L), then there exists a 
bounded open set O C R X E such that C C £>, diD H ^ = 0 , 
and £/ie onfy trivial solutions in Ö form a segment {(X, 0) | |X — /x| < e } 
where e < e0, £/i# distance from fxto r(L) — {/ut}. 

PROOF. The compactness of G and boundedness of C imply C is 
compact. Let U be a ô neighborhood of £ in R X E where ô < €0. 
Let K = L / f i i . Then K is a compact metric space under the induced 
topology from fix E. By construction d U D £ = 0 . Hence by 
a lemma from point set topology [7, Chapter 1], there exist disjoint 
compact subsets A, B C K such that d (Z A, dU H S C B and K = 
AU B. Let J\- be a p neighborhood in R X E of A where p is less 
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than the distance from A to B. By possibly removing some trivial 
solutions from <s4, we obtain Ö as in the statement of the lemma. 

The global analogue of Theorem 1.4 can now be given. 

THEOREM 1.10. / / / A G r(L) is of odd multiplicity, S contains a com-
ponent C which either (i) is unbounded or (ii) contains (/z, 0) where 
fx / ß G r(L). 

PROOF. If not, there exists a bounded open set (Das in Lemma 1.9. 
Let <I>(X, u) = u- G(X, u). For s G (e, c0) and 0 < |X - LL\ ^ s define 
p(X) = \ inf{£ > 0| there exists 0 / u G B̂  such that 4>(X, u) = 0}. 
Since by earlier remarks for 0 < |X — p | = s, (X, 0) is an isolated zero 
of <Ï>(X, u) in {X} X E, p(X) > 0. Moreover it is easy to see that p(X) is 
bounded away from zero on compact subsets of 0 < |X — p | ̂  s. Let 
Ok= {u G E | (X, u) G O} and (dO)x = {w G E | (X, M) G a £>}. 
Choose numbers p+,p~ so small that B p ± n ( d c D ) x = 0 for 
\fjL — X| > s and define p(X) = p+ for X > /A + s, p(X) = p~ for X < 
fi- s. 

Note that, for X f /A? d(4>(X, • ), £>x — Bp(x)) is well defined. We 
will show that 

(1.11) d^(X,-),OK-BpM) = 0, X^/x, 

and then show that (1.11) is not possible for all X near p,. 
Suppose that X > p and a — X is greater than the diameter of Ö. 

If p = infxGUiff]p(x), then p > 0. Finally let C7 = £> - [X,<j] X Bp. 
Then U is a bounded open set in [k,cr] X E and by construction 
4>( ,̂ u) ^ 0 for (v,u)E:dU (where by d 17 we mean relative to 
[X,cr] X E). 

By Lemma 1.8, 

(1.12) d(p(vy • ),£>„ - Bp) = constant = c, v G [X,a]. 

Since (Dff = 0 , c = 0 and therefore 

(1.13) d(*(X, - ) ^ A - Bp) = 0. 

Since d(<i>7 (X, • ), int Bp(x) — Bp) = 0 (where int A denotes the interior 
of A), (1.13) and the additivity of degree yield (1.11). The argument 
for X < p, is the same. 

Next choose X, X such that p — e < X < p < X < p + €. By Lemma 
1.8 again, 

(1.14) d(0>(X, * ), O x) = constant, X G [X, X]. 

The additivity of degree implies 
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(1.15) d(<P(\, • ) , (DJ = i(<P(k, • ), 0) + d(4>(\, • ) , O i - Bp(_„). 

By (1.11), the last term on the right equals zero. Similarly 

(1.16) d(<D(X, .),<D*) = i (* (x , . ) ,0) . 

Combining (1.14)-(1.16) yields 

(1.17) i(<D(A, - ) , 0 ) = t ( * ( \ , •),<>). 

But since /A G r(L) is of odd multiplicity, by (1.7) and the remarks 
following it, (1.17) is not possible. Hence we have a contradiction and 
the theorem is proved. 

REMARKS. Both alternatives of Theorem 1.10 are possible. The 
simplest example of (i) is the linear case H = 0. Examples of (ii) are 
more difficult to construct but this can already be done for E = R2. 
See e.g. [8]-[10] . In a recent numerical study of a pair of non-
linear ordinary differential equations arising in a buckling problem, 
Bauer, Keller, and Riess [11] found (ii) occurring at every eigen-
value. When it is a priori known that (i) does not occur, a small 
modification of the proof of Theorem 1.10 shows that if T = 
{y G r(L) | y ^ /LL and (y, 0) G £} , then T contains an odd number of 
characteristic values of odd multiplicity [8]. 

The most common situation in which Theorem 1.10 is applicable is 
when /x, G r(L) is of multiplicity one, i.e., is simple. For this case an 
improved version of the theorem obtains [8]. Namely there exists 
a neighborhood J\! of (/JL,0) such that C D ^ = C+ U C~ where 
CL+,C- are subcontinua of £ which meet only at (/x,0). Moreover 
each of C+,C~ have extensions £ + , C ~ to the complement of 
J\! although possibly <5+ and à~ meet outside of J\l. 

We conclude this section with a version of a constructive result 
that tells us more about the structure of S near (/x, 0) if \x G r(L) is 
simple and slightly more is assumed for H. Suppose there exists a 
neighborhood U of (/ut, 0) and a continuous monotonie function 
K.R-+R+ such that K(0) = 0 and, for all (A, u), (P, W) G U, 

\mKu)-H(v,w)\\ 

^K(\\u\\ + H|) [ | | t*- u;|| + (H| + |H|) |X- v\]. 

Then S near (/LL, 0) will consist of a continuous curve of solutions 
passing through (/i, 0). Condition (1.18) is satisfied e.g. if H(\,u) = 
kN(u) where N is continuously Fréchet differentiate near u = 0. 
For what follows if A and B are topological spaces, let C(A, B) denote 
the set of continuous maps from A into B. A precise statement of our 
result is then 
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THEOREM 1.19. Suppose H satisfies (1.18) and p G r(L) is simple. 
If v is an eigenvector of L corresponding to p and Ê is any comple-
ment in E of span {v}, there exists an interval [ — â, a], a pair 
of functions p E C ( [ - â , â ] , f i ) , w E. C([—â,â], Ê) such that 
p(0) = 0, w(0) = 0, and (X(a), u(a)) = (p + p(a), a(v + 10(a))) satisfies 
(1.1) for \a\ ^ ä. Moreover if (k,u) satisfies (1.1) and tes near 
(p, 0), £i£/ier (X, u) = (X(a), u(a))for some \a\ ^ â or u = 0. 

PROOF. First the existence of a solution of the above form is estab-
lished and then the uniqueness assertion is proved. The theory of 
compact linear operators implies I — pL is an isomorphism from Ê 
to (I — fiL)E = F and F is closed and of codimension one. Since 
F is a closed hyperplane in E, F = {e G E \ (l, e) = 0} for some l G E ' 
where ( •, • ) denotes the duality between E ' and E. Observe that v (f F 
since (7 — pL)e = t> implies (Z — fxL)2e = 0 violating the simplicity 
assumption for p G r(L). Thus it can be assumed that (I, v) = 1 and 

11-11 = i. 
We try for a solution of (1.1) of the form X = p 4- p(a), u = 

a(v + w(a)) where p, w are as in the statement of Theorem 1.19. Sub-
stituting into (1.1) leads to 

(1.20) w = pvlfji + (p + p)Lu) + alH(ii + p, a(t; + w)). 

Equation (1.20) will be solved for â small enough via the contracting 
mapping theorem. Letting ä be free for the moment, a mapping is 
defined as follows: Let p G C([ — ä, ä], R), u ) G C ( [ - â , à ] , Ê ) 
with p(0) = 0, iu(0) = 0 and set 

(1.21) p(a) = - pp(a)(l7 Lw) - a" V < t #(/* + P(«)> <*(ü +u>(<*)))>, 

u)(a) = (I — pL)~1[p(a)p~1t; + p(a)Lw 

+ a"1 H(p + p(a), a(t> + w(a)))]. 

Note that (1.21) implies the term in brackets on the right-hand side of 
(1.22) lies in F and therefore the right-hand side of (1.22) is well 
defined since (I — p,L)~l is an isomorphism from F to Ê. Equations 
(1.21)-(1.22) imply p(0) = 0, w(0) = 0. Finally observe that a fixed 
point of the mapping (p, w) —> (p, ic3) is a solution of (1.20). 

To find such a fixed point via the contracting mapping theorem it 
suffices to show there exist constants a,b>0 such that for ä suf-
ficiently small: (i) maxt_-^]\p(a)\ = a implies max t_--j|p(a)| ^ a, 
(ii) max[_5ï5]||u;(a)|| ^ b implies max[_--]||t/3(a)|| ^ b and 
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max ||i&(a) — z(a)\\ + max \\p(a) — f(a)|| 
[ —ä,ä] [ —ä,ä] 

g I max ||o>(or) - z(a)\\ + f max ||p(o) - f(a)||. 
[ —â,â] [ —ä,ä] 

Choose a, fo, and ä such that 

fog min {1, [(1 + | M | - i | | ( I - / tL)-i | | )(8|^ | ||/|| ||L||)] - ' , 

(SILHIKI-MD-'ID-I}, 

a g m i n { l ) ( 2 | M | p | | | | L | | ) - i , 

(1.23) (3\\(i- ßL)^\\(\ß\^+ \\L\\))^b,b}, 

K(4â) g min {[8(|/*| ||!|| + ||(I - ^L)-» | ) ( l + |/t|)] " ' , 

[ 3 2 ( l + | M | ^ | | ( 7 - M L ) ^ | | ) | M | | | / | | ] - i , 

( 3 2 | | ( 7 - ^ L ) - i | ) - i } . 

Then (1.21) implies 

(1.24) |p(a)| g |/x| ||/|| ||L|| \p\ H + |/i | ||/||(4 + 2|M|)K(2â) g a. 

Hence (i) is satisfied. Next from (1.22), (1.23), 

\\w(«)\\ 
(1.25) 

^ ||(/ - pL)-*\\ [ f l H - 1 + \\L\\ab + (4 + 2|/x|)K(2â)] g fc. 

Lastly (1.21) and (1.23) lead to 

\\p(a) - l(a)\\^ min (4-\4-i\p\ \\(I - iiL)'^) 
(1.26) r .. .. 1 

max |p(a) — £(a)| + max || ttf(a) — z(a)\\ I 
L [-«,«] [-5,5] J 

which when combined with (1.22)-(1.23) yield (iii). Thus the con-
tracting mapping theorem gives a solution (A(a), w(a)) of the form 
claimed in Theorem 1.19. 

It remains only to prove the uniqueness assertion. Actually the 
contracting mapping theorem implies the uniqueness of the solutions 
we have obtained within the class of functions satisfying our Ansatz for 
the solution. Moreover it implies a pointwise uniqueness assertion, 
i.e., for each a G [— ä, ä] there exists a unique solution of the form 
A = fi + p(a), u = a(v + w(a)) with \p(a)\ = a, \\w(a)\\ â b. Thus 
to complete the uniqueness proof it suffices to show there exists a 
neighborhood V of (/x, 0) and a continuous nondecreasing function g 
defined on R+ near x = 0 with g(0) = 0 such that if (k,û) G V 
and satisfy (1.1), then 
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(1.27) H + |a||pl^Mg(M) 

where p = X — fi, û = av + w, w G Ê, and a = {l,û — w). 
Since (A, U) satisfy (1.1) as in (1.20), 

(1.28) (I - fiL)w = pix-[(xv + pLw + H(/LL + p, at; + u3). 

Note that the right-hand side of (1.28) belongs to F. Therefore 

H I S I K I - ^ - ' I I I I P I H - ' M + I W I P I H 

(L29) + K(\a\ + \\w\\) • (|«| + l&ll) • (1 + 2|/t|)]. 

It can be assumed that ||(7 — /u.L)_1|| ||L|| |/3| < 3 and since \a\ + \\w\\ 
is small when ||û|| is small, that K(|a| + ||tb||)||(Z - JLIL)-!|| < 
1/3(1 + 2|/i|). Then (1.29) implies 

(1.30) H|^(C l |p | + c2K(H+ H)) |«| 

where ĉ  and c2 are constants. Hence if a = 0, a? = 0 = u. Thus 
near (p,, 0) only the trivial solutions have a = 0 so for what follows we 
can assume a j^ 0. Moreover from (1.30) we can write w = aw(a) 
where w(a) is a bounded function of a for 0 < \a\ small. Suppose 
||tZ>(a)|| ^ M. Then (1.30) becomes 

(1.31) \\w\\ g dlSl H -f c2K((M + 1)M)M 

where the second term on the right of (1.31) is 0( |a |) . Operating on 
(1.28) with I yields 

(1.32) 0 = pap1 + p{l,Lw) + (l,H(fx + p,ao + tô)>. 

Using the form obtained for w in (1.32), 

(1.33) - p = p,p(l,Lw) + a-{iL(l,H(ii + p,a(v + to))). 

Hence if |p| < min [1, (2|p | ||Z|| | |L | |C l)- i ] ,c 2 | / i | ||Z|| ||L||K((M + 1) |«|) 
is small enough from (1.31), (1.33), 

(1.34) \p\^c3K((M+l)\a\). 

Finally (1.34) combined with (1.31) gives (1.27) and uniqueness is 
proved. 

REMARKS. If E is a Hilbert space, a natural choice for Ê is 
the orthogonal complement of span v. Note that the compactness of 
H played no role in the proof of Theorem 1.19. The proof given above 
is based on a more general result in [12] where neither L nor H 
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need be compact and one begins with a curve rather than a line of 
known solutions. Since the proof in [12] uses the implicit function 
theorem slightly more smoothness for H was required there. If H 
is analytic, the analytic version of the implicit function theorem shows 
p and to are analytic functions of a. One may then determine p and 
w by expanding in a power series in a and obtain the coefficients by 
solving linear problems with appropriate "orthogonality" conditions 
as is often done in practice. 

A natural question to ask now having obtained C near (JJL, 0) is 
whether one can repeatedly use the above argument or the implicit 
function theorem to constructively obtain all of C In general this 
approach will not work but it has been carried out successfully in 
some special cases involving positive solutions [ 13], [ 14], [ 15]. 

2. Applications of Theorem 1.10. Perhaps the nicest applications of 
Theorem 1.10 are to nonlinear eigenvalue problems for second order 
ordinary differential equations. Consider 

(2.1) £u = - ( p ( x ) u ' ) ' + q(x)u = \F(x,u,u'), 0 < x < IT, 

together with the separated boundary conditions (B.C.) 

(2.2) aou(0) + bou'(0) = 0, aMn) + b^'(TT) = 0 

and (a0
2 + b0

2)(ai2 + ^i2) 7̂  0. The function F(x, £17) is assumed 
to be continuous in its arguments and F(x, Ç, 17) = a(x)f + 
°((f2 + T?2)1/2) near (£17) = (0,0). As is usual we assume p is con-
tinuously differentiate and positive, q is continuous, and a is continu-
ous and positive on [0,IT]. Associated with (2.1)-(2.2) is the linear 
eigenvalue problem 

(2.3) £V = [MV, 0<X<7T, 

together with the B.C. (2.2). This problem possesses an increasing 
sequence of simple eigenvalues /Xi < /i2 < ' * ' with Mn —* °° a s 

n —» 00 [ 16]. Any eigenfunction vn corresponding to /in has pre-
cisely n — 1 simple zeros in (0, IT). For technical convenience it will 
be assumed that 0 is not an eigenvalue of (2.3)-(2.2). (The general 
case can be handled by an approximation argument.) 

By using the Green's function g(x, y) for £ with B.C., (2.1)-(2.2) can 
be converted to the equivalent integral equation 

" ( * ) = x J g(*> î/)F(?/' u(yï>u '(y)) dy 
(2.4) ° 

= G(k,u) = kLu+ H(\,u) 
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where Lu = îog(x, y)a(y)u(y) dy. 
Let E = C1 [0, 7T] H B.C. under the usual maximum norm 

UMIL = max \u(x)\ + max |u'(x)|. 
[0,7t] [0,7T] 

It is easy to see that G : R X E —» £ is compact as is L : E -* E. 
Moreover the assumption on F near (£17) = (0, 0) implies ff = odl^Hx) 
near w = 0 uniformly on bounded X intervals. The eigenvalues of JL 
are equal to the characteristic values of L. Hence all \Lk G r(L) satisfy 
the hypotheses of Theorem 1.10 and accordingly there exists a com-
ponent Ck oïS which meets (fik, 0) and is either unbounded in R X E 
or meets (fij, 0) where j ^ k. Actually only the first alternative is 
possible as shall be shown next. 

Let Sk
 + denote the set of <p G E such that <p has exactly k — 1 

simple zeros in (0,77-), <p > 0 near X = 0, and all zeros of <p in [0,ir] 
are simple. Let Sk~ = —Sk

+ and Sk = Sk
+ U Sfe~. Then the sets 

Sfc^ Sfc are open in E and vk G Sk. The normalization ||t>fc||i = 1 and 
vk G Sk

 + makes i;fc unique. 

THEOREM 2.5. Ck is unbounded inRX Sk. 

Two lemmas are required to prove Theorem 2.5. 

LEMMA 2.6. If (X, u) is a solution of (2.1) and u has a double zero 
(i.e., U(T) = 0 = u '(r)for some r G [0, ir] ), then u = 0. 

PROOF. If F(X,£,T)) is Lipschitz continuous with respect to f, 17, 
the result follows from the basic uniqueness theorem for the initial 
value problem for ordinary differential equation. The general case 
is also fairly simple and we omit the proof. See e.g. [9]. 

LEMMA 2.7. For each j > 0 there exists a neighborhood J\!j of 
(fij, 0) such that (X, u) G A(j H S and u ^ 0 implies u G S,. 

PROOF. If not, there exists a sequence (Xn, un) EL <S such that 
0 ^ un G S,- and (Xn? un) - • (/m,-, 0). Writing (2.4) as 

(2.8) wn = uJ lKI l ! = XnLw;n + H(kn, un)l\\un\\l7 

it follows that the second term on the right -» 0 as n —> 00, Since 
L is compact, a subsequence of Lwn converges. Hence the left-hand 
side of (2.8) has a convergent subsequence wn. —» u; with \\w\\i = 1 
and satisfying 

(2.9) w = /z^Lu;. 

Consequently w — Vj ; or w = — I?,-. In any event w G S,-. Since this set 
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is open, wn. and therefore un G Sj for u{ large, contrary to assumption. 
The lemma is proved. 

PROOF OF THEOREM 2.5. Suppose Ck C (R X Sk) U {(/x,fc, 0)}. 
Then since Sj H Sk = 0 for j ^ fc, it follows from Lemma 2.7 and 
Theorem 1.10 that Ck must be unbounded in R X Sk. Hence 
Theorem 2.5 will be established once we show dk C|Z (R X Sfc) U 
{(lJLk,0)} is impossible. By Lemma 2.7, dkr\j\f kC (RX dk) U 
{(/x*,0)}. Hence if <2fc Cjl (R X Sfc) U {(/i*,0)} there exists (X, u) G 
^ fi (R X aSfc) with (X, M) ^ (/xfc, 0) and (X, u) = limn_ „ ^ un), 
un G Sfc. If w £ dSk, by Lemma 2.6, w = 0. Hence X = fip j ^ k. 
But then, by Lemma 2.7, (X„, un) ELJ\!J D (R X Sfc) for n large which 
is impossible and the proof is complete. 

REMARK. By using the stronger version of Theorem 1.10 mentioned 
after the proof of Theorem 1.10 and valid when /x G r(L) is simple, 
Theorem 2.5 can be improved to read: £k = dk

+ U Ck~ where 
Ck - is unbounded in R X Sk

 ±. 
An instructive example of the possible behavior of the sets Ck is 

given by the equation 

(2.10) -u" =X(1 + / ( u 2 + {u')\k))u, 0<X<TT,U(P)= 0 = u(ir), 

where / is continuous and /(0, X) = 0. The related linear problem is 

(2.11) -v" = [W, 0 < x < 7T, v(0) = 0 = v(ir), 

which possesses eigenvalues jjik = k2 and vk a multiple of sin kx. 
Trying for a solution of the form (X, u) = (X, c sin x) leads to the 
relation 

(2.12) l = X ( l + / ( c U ) ) 

which on varying / gives us an idea of the possible structure of Cv 

As an application of Theorem 2.5 we will prove a generalization of 
a theorem of Nehari [17]. Consider the equation 

(2.13) JLu = f(x, u)u, 0 < x < ir, u(0) = 0 = 1/(77), 

where Jl is as in (2.1) with q ^ 0, / is continuous in its arguments, 
f(x, 0) = 0, and f(x, è) -» °° uniformly in x as |f | -> 00. Note that 
(2.13) is not of the form (2.1) since the right-hand side of (2.13) has 
Fréchet derivative 0 at u = 0. Under the above hypotheses we have 

THEOREM 2.14. For each k E N , there exists uk G Sk satisfying 
(2.13). 

PROOF. Since f(x, £) —» °° as |^| —> «5 uniformly in x, there 
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exists a constant M > 0 such that M + f(x, S)=l for all x E [0, n] 
and f E R . Consider the equation 

(2.15) Xu + Mu = k(M + f(x, u))u, 0<X<TT, U(0) = 0 = U(TT). 

Theorem 2.14 is obtained by showing that for all k G N, (2.15) 
possesses a solution (1, uk), wfe G Sfe. Linearizing (2.15) about u = 0 
yields the linear eigenvalue problem 

(2.16) Xv + Mt) = ^Mu, 0 < x < IT, v(0) = 0 = Ü(TT). 

Since q è 0, it is easy to see e.g. using the maximum principle or 
the variational characterization of the smallest eigenvalue fix of (2.16) 
that fix > 1. Let jxk denote the fcth eigenvalue of (2.16). By Theorem 
2.5, (2.15) possesses an unbounded component of solutions dk C 
(R X Sk) U {(nk,0)}. If Ck H ({1} X £ ) / 0 , then there exists 
(l,Mfc) E ^ n ( { l } X S f c ) and Theorem 2.14 will be proved. The 
following two lemmas constrain Ck to intersect {1} X E. 

LEMMA 2.17. There is a constant kk > 0 such that if(k, u) is a solu-
tion of (2.15) and k> 0,u E: Sk, then k = kk. 

PROOF. Since u G Sk, k is the fcth eigenvalue and u a fcth eigen-
fiinction of the linear eigenvalue problem 

(2.18) (X + M)w = v(M + f(x, u))w, 0<x<7T, w(0) = 0 = w(n). 

Hence k can be characterized as [ 18] : 

(2.19) X - M g f r » " + f f > * , 

where q{x)\= q(x) + M,/(x) = /(x, w(x)) + M rand cA = {it? G E \w ̂  0, 
Jof(x)wWi dx = 1, 1 ^g i :g fc — 1} where ^ is an ith eigenfiinction of 
(2.18), 1 ̂  i ̂  k - 1. By our choice of M, 

( 2 < 2 0 ) x g i n f \\p\\Io(wrdx^\\q\\ÎQW^dx 

WGJI Sow2 dx 

where ||<p|| = max[07r] \<p(x)\. Let kj denote the jth eigenvalue and 
<pj a corresponding eigenfiinction of 

(2.21) - UPII^" + \\q\\<p = A<p, 0 < x < n, <p(0) = 0 = <p(n), 

and let w = ^ i c^-. Then the cr can be chosen so that w G ̂ ?. 
Substituting a; into (2.20) shows X g X, and the lemma is proved. 
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LEMMA 2.22. There is a constant Mk > 0 such that if (A, U) G 
[1, Kk] X Sk is a solution of (2.15), then \\u\\i = Mk. 

PROOF. If not, there is a sequence (pn, wn) of solutions of (2.15) with 
pn G [l,Xfc], u?n G Sfc? and | |u;n | | i-* °° as n -> » . Let zlffl, • • -, 
zfc-i,n denote the zeros of wn in (0,7r). At least one subinterval 
(zjn, Zj+ljn) = Jn is of length at least nlk. The idea now is to show the 
following: (A) {maxIfi|u;n|} is an unbounded sequence. (B) There is a 
subinterval /„ C ln, with Jn having length at least 7r/2fc, in which 
minj \wn\ = K^ where K^ —> o° as n —» a>. (C) For all n large enough, 
u;n must vanish at some point in / n . Since (B) and (C) are incompatible, 
the lemma will be established. 

(A) Suppose max/ri |u?n| is bounded uniformly for some subsequence 
of ris. Clearly wn ' has at least one zero yn in In. Integrating (2.15), 
for any £ G In, 

(2.23) p ( J > ' ( É ) = f' (q-pf)wdx, 

where we have dropped subscripts. Hence (2.23) implies max/;i \wn ' \ 
is bounded uniformly in n along this subsequence. This implies 
(Ugnili} is bounded uniformly in n along this subsequence contrary 
to our hypotheses on {||u>n||i}. TO see this, it suffices to show the 
uniform boundedness in n along this subsequence of maxç, \wn\ 
where Qn= (%_i,n, zj>n) or (%+ljfl, %+2,n)- (In fc - 1 steps this pro-
cedure shows {Ht^nlli} are uniformly bounded.) Suppose wn = 0 in 
In and Qn lies to the right of In. Other cases are handled similarly. 

Note that to ^ 0 in Qn. Dropping subscripts again, let z denote the 
left endpoint of Q and let y be any point in Ç at which tv achieves 
its maximum. If to" (y) = 0, then, from (2.15), pf(y,to(y)) — q(y) = 
0 which by the properties of / implies that to(y) = rnaxg to ^ K 
where K is a constant independent of n. Thus assume to" (y) ^ 0 so 
to has an isolated maximum at y. Let (i) y denote the closest zero of 
to ' in Q to y which lies to the left of y if such a point exists or (ii) 
y — z if to ' has no zeros in (z, y). 

If (ii) occurs, w ' > 0 in (z, y). From (2.15) for £ G [z, y], 

p(C)w ' (£) ^ p(z)w '(z)+ J qw dx 
(2.24) 

^\\p\\w'(z) + (l-z)\\q\\maxw. 

Since max[Z){] to = (£ — 2) max[z^j to ' , by choosing £ such that 
(£ "" z)2||9ll = 2 _ 1 , we obtain from (1.24) an upper bound for 
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max [z^]to ' and max [2£] w in terms of ||p|| and w ' (z) (which is known in 
terms of max/ \w\). Continuing this argument (slightly modified since 
w will no longer vanish at the left boundary) for finitely many steps, an 
estimate can be obtained for ||o>|| i over Qn. 

If (i) occurs, a similar argument to (ii) is carried out using (2.24) 
except that the pf term will enter into the estimates but only in the 
region in which / = 0 and therefore w is bounded independently of 
n. We omit the details. Thus we can assume {max/;j \wn\} is an un-
bounded sequence. 

(B) Dropping subscripts again, consider w in 7 = [a, b]. We 
modify an argument used by Wolkowisky [19] in a related context. 
For convenience suppose tv è 0 in I; tv ^ 0 is handled similarly. 
From (2.15), (X + M)w ^ 0 in J and w = 0 on di. Let z G (a, b) and 
define a new function vz — v satisfying 

(X + M)v = 0, a<x<z,z<x<b, 
(2.25) 

v(a) = 0 = v(b), v(z) = w(z). 

Let U = u - v. Then (X + M)U^ 0 in (a, z) and (z, b). Since U 
cannot have a negative minimum, w = v in these intervals. The 
same argument shows v = 0 in (a, z), (z, b) and the maximum of v 
occurs at z. 

Choose z such that max7 w = w(z) = Ü(Z). We can write v(x) = 
u;(z)t3(oc) where t3 satisfies the equation (2.25) in (a, z), t3(a) = 0 and 
v(z)= 1. Similarly Ü(X) = w(z)v(x) in (2, fo) where v satisfies the 
equation (2.25) in (z, b) and v(b) = 0, v(z) = 1. Note that t3, {? are 
independent of w but do depend on the subinterval I and on z G I. 
However since the length of I is not less than xr/fc and the coefficients 
of X are smooth, it is not difficult to see that v '(a), v '(b) are bounded 
away from 0 and 00 uniformly over all such subintervals 7 C [0, TT] 
and all z G I . 

The equation (2.25) implies pv ' is an increasing function of x for 
x EL (a, z), (z, b). Hence v'(x)^ aw(z)v'(a) for x Œ [a,z] and v '(x) ^ 
oav(z)v'(b) for x £ [z, b] where a = | |p | | _ 1 min[0?7r] p. It therefore 
follows that the triangle formed by the lines y = 0, y = 
aw(z)v'(a)(x —a), y = au;(z)t> '(fo)(x — b) lies beneath u;(x) for x G L 
The ordinate of the point on the triangle with largest ordinate is 
linearly proportional to w(z) and -»00 as w(z) —» 00 independently 
of I and z. The x interval Jn obtained by projecting the line joining the 
midpoints of the triangle (not on the x axis) on the x axis has length 
not less than 7rl2k. For x G Jn, wn(x) -»00 a s n - > o o uniformly in n 
andx. 



176 P . H . RABINOWITZ 

(C) Since the length of Jn is not less than 7r/2fc, it is easy to see, e.g. 
by its variational characterization, that the smallest eigenvalue ßY of 

(2.26) -(pu')' = vu, xGJn; u = 0, x E djn, 

is bounded from above independent of n and the position of Jn. By 
(B) for n large enough, pnf(x,wn) — q > ßx on Jn. The Sturm com-
parison theorem thus implies wn vanishes in Jn which is impossible. 
Thus Lemma 2.22 is proved. 

REMARK. Lemma 2.22 can be restated to permit A G (0, Kk) but then 
Mk will have to depend on X. Also in Theorem 2.14 at the expense of 
some obvious qualifications in the statement of the theorem, the con-
dition that q = 0 can be dropped. Likewise f can be replaced by 
kf. A simpler version of Theorem 2.14 is contained in [20]. A 
more general version has been obtained by R. Turner [21] who also 
permits some u ' dependence for / . 

The methods used to obtain Theorem 2.5 can also be applied to 
nonlinear eigenvalue problems for a family of nonlinear integral equa-
tions possessing oscillation kernels [8]. The properties of these 
kernels imply the related linear eigenvalue problem possesses simple 
characteristic values and the corresponding eigenfunctions are 
characterized by the number of nodes they possess. Rather than 
pursue this however we conclude this section with some applications 
to quasilinear elliptic partial differential equations [8]. Here the 
only analogue of the nodal properties used earlier is positivity and 
this will be exploited below. 

Consider 
n 

Nu= - 5) aij(x,u,Du)uXiXj 

= k(a(x)u + F(x, w,X)), x £ ( l , 

u = o, x e aa, 

where ft is a bounded domain in Rn with smooth boundary; x = 
(xu - - -,xn) G. Rn; Du denotes first derivatives of u; aijy a, and F 
are continuously differentiate functions of their arguments; a(x) = a0, 
a positive constant; 

(2.28) J o y ( x , u , p M è ß m xGnj>P<ER«,u(ER, 

with ß > 0 a constant; and F(x,u9k) = o(\u\) near u = 0 uniformly 
on bounded X intervals. Condition (2.28) means that the differential 
operator in (2.27) is uniformly elliptic for all choices of its arguments. 

(2.27) 
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N could also be permitted to depend on A and lower order terms and 
F on Du. 

Note that (2.27) possesses the line of trivial solutions. We will 
establish the existence of "positive" solutions of (2.27), i.e., (A, U) such 
that A G R+ and u > 0 (or u < 0) in f l To do this (2.27) is reformu-
lated in a standard fashion as an equivalent operator equation in a 
Banach space. Let a G (0,1) and let Ck+a([i) denote the class of k 
times continuously differentiate functions in fì whose kth derivatives 
are Holder continuous with exponent a. Ck+a(fl) is a Banach space 
under 

MI*+«= S max|D-w(x)| 

\D°u(x) - D-u(y)\ 
-r > max : :—-

where the usual multi-index notation is being employed. According 
to the linear Schauder theory [18, Volume 2], 

LEMMA 2.29. If ^ ^ A ^ x ) ^ - è /3|£|2 for all x G f ì , f G Hn 

and ifAij, f G Ca(ft), then the equation 

(2.30) 

w = o, x G a a 

possesses a unique solution u G C2+ar(fì) and 

(2.31) | | « | | 8 + a =ic | | / | | a 

where eis a constant independent ofu and f 

With the aid of Lemma 2.29, (2.27) can be converted to an operator 
equation in E = Cì+a D B.C. Let ( M ) G R X E and let v = 
G(X, u) G C2+a(il) denote the unique solution of 

(2.32) 
]£ Oij(x9 u, Du)vx.x. = K{a(x)u + F(x, t*)), x G il, 

v = o, x G a a 

Any solution of (2.27) satisfies u = G(A, M) and conversely. Lemma 
2.29 implies that G is compact. 

Let w — hu denote the unique solution of 
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— ^ aij(x,0,0)wx.x.= a(x)uy x G fi, 

(2.33) u = 1 

w = 0, x G dû. 

Then L : E —> E is linear and by Lemma 2.29 is compact. It is not 
too difficult to verify that H(k,u) = G(k,u) — kLu = o(||u||1+a) near 
u = 0 uniformly on bounded k intervals [9]. With the aid of the 
maximum principle for uniformly elliptic partial differential equations 
[18, Volume 2] and the Krein-Rutman theorem [22], it follows that 
the smallest in magnitude characteristic value /xx of L is positive and 
simple and possesses a corresponding eigenvector t^ > 0 in fì. More-
over Vi normalized so that ||üi||i+a

 = 1 is the unique nonnegative 
eigenvector of L. Hence the hypotheses of Theorem 1.10 are satisfied 
here and there exists a component C1 of S satisfying the alternatives 
ofthat theorem. 

As was the case with (2.1), a better result obtains here. Let djdv 
denote differentiation in the direction of the outward pointing normal 
to du; let P+ = {uGE\u>0 in H, duldv<0 on dfl}, P~ = 
- P+ and P = P + U P~. Then P is open in E. 

THEOREM 2.34. Cx lies in (R+ X P) U {(ju,l50)} and is unbounded. 

The proof of Theorem 2.34 follows the same lines as that of Theorem 
2.5. Two preliminary lemmas are required. 

LEMMA 2.35. There exists a neighborhood, Afi of (/Ltl5 0) such that 
(A, U) G Afi fi S and u ^ 0 implies that u G P. Moreover if fi G r(L), 
fi 7̂  fil9 there exists a neighborhood Â' of (fi,0) such that (k,û) G 
A1 H S and u^O implies û G P. 

PROOF. The proof of the first statement is the same as that of 
Lemma 2.7. If the second assertion is not true, as in Lemma 2.7 there 
exists a sequence (\n, un) —> (fi, 0) such that unŒ P and ttnUwnllf+a"* w 
satisfying 

(2.36) w = fiLw. 

Since w G P and \\w||1+a = 1, w or — w = v. But this is impossible 
since fi ^ jx. 

LEMMA 2.37. Suppose ( \ , w ) G ^ 1 , (A, u) ^ (/utl5 0) and (k,u) = 
limn^oo(Xn,Mn) where (kn,un) G (H+ X P ) f 1 i . Then(k,u) G (R+ X P). 

PROOF. Observe first that (k,u) G dY implies that k > 0 for other-
wise since dx is connected, (0, w) G dx for some w Œ E. Then u; 
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satisfies (2.27) with the right-hand side equal to 0. Considering the 
coefficients a^x, w, Dw) to be known and invoking the uniqueness 
assertion of Lemma 2.29 it follows that w = 0. But this is impossible 
since (0, 0) is not a bifurcation point for an equation of the form (1.1). 
Hence X > 0. 

Next suppose that (k,u) is as in the statement of Lemma 2.37 
and u $ F. Then A > 0 and u E. dP = dP+U dP~. The argu-
ment is the same for u G dF+ , dP~ so we assume the former. The 
definition of P+ implies either (i) there exists Ç G Cl such that t*(f) = 0 
or (ii) du(i))ldv — 0 for some 77 G dtl. Suppose that (i) occurs. 
Because of the form of F, there exists a neighborhood U of £ such that 
\F(x, u(x))\ ^ a0u(x)l2 in U. Therefore, from (2.27), 

n 

- S aiÀx> u> Du)ux Xj = 0, x G U, 
(2.38) i j = i 

u ^ 0, xGdU. 

Since u has a local minimum at x = £, the elliptic maximum principle 
[ 18] implies t/ = 0 in [/. A continuation argument then shows 
u = 0 in fi. Since u = limn^ ooUn with un G P + , by Lemma 2.35, 
(X, u) = (/Ai, 0) contrary to hypothesis. 

If (ii) occurs we argue similarly. There exists a neighborhood U 
of 7) G dl2 in which (2.38) holds. Since n has a local minimum at i) 
and du(r))ldv = 0, the strong form of the maximum principle implies 
u = 0 in 17. A contradiction is then obtained as in (i) and the lemma 
is proved. 

PROOF OF THEOREM 2.34. If CY does not lie in (R+ X P) U 
{(/ti, 0)}, the connectedness of Cx and Lemma 2.35 imply there exists 
( X , w ) G R + X dP and satisfying the hypotheses of Lemma 2.37. 
But the conclusion of that lemma shows (X, u) G R+ X F, a contra-
diction. Thus di C (R+ X F) U {(/ti,0)} and, by Theorem 1.10, 
^! is unbounded in this set. 

3. Genus and its properties. Variational arguments have proved to 
be a powerful tool to treat a class of nonlinear eigenvalue problems 
which involve potential operators. In this context, solutions of (0.1) 
are obtained by extremizing a real valued functional on an appropriate 
manifold, u corresponding to a critical point of the functional and X 
an associated 'Lagrange multiplier\ 

Our goal here is to display in a very simple context the ideas that 
go into these variational results. Accordingly we will first prove a 
finite-dimensional version of a theorem of Ljusternik and Schnirel-
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mann that was stated in the Introduction. Then a Galerkin argument 
is used to get an infinite-dimensional version of the result. It is pos-
sible to obtain the infinite-dimensional case directly but, by working 
first in finite dimensions, technicalities are minimized and the under-
lying ideas become more transparent. 

The underlying topological basis for the arguments given here is 
the notion of genus due to Krasnoselski [2] rather than the more 
general notion of Ljusternik-Schnirelmann category which was em-
ployed by Professor Browder in his lectures. The approach taken 
here is an amalgam of those of Browder [25], Krasnoselski [2], Ljus-
ternik [231 and Palais [24]. 

To pave the way for the finite- and infinite-dimensional results which 
will be given in §§4-5, the notion of genus is introduced in this section 
and its properties developed. The definition of genus given here is 
essentially that of Coffrnan [26]. 

Let E be a real Banach space and 2(E) = 2 the set of closed (in E) 
subsets A of E — {0 } which are symmetric with respect to the origin, i.e., 
x E: A implies — x G A. A map y : 2 —* N is defined as follows: 
For A G S , y (A), the genus of A, is the smallest integer n such that 
there exists an odd continuous map <p G C(A, Rn — {0}). By defini-
tion y(0) = 0 and if there is no such n, y (A) = °°. It is easy to see 
that if y (A) = 1 A is not connected. The important sets for later 
applications will be spheres or spherelike sets. To see how to calculate 
the genus of such sets, let S n _ 1 denote the unit sphere in fìn. 

LEMMA 3.1. Let AE.X be homeomorphic to S n _ 1 by an odd 
homeomorphism. Then y (A) = n. 

To prove Lemma 3.1, a useful result from finite-dimensional degree 
theory is needed, namely the Borsuk Antipodensatz [4]. 

LEMMA 3.2. Let 0 £ (1 C Rn where Q is bounded, open, and 
symmetric. Suppose <^ËC(fl, Rn) where <p is odd and nonzero on 
dil. Then d(<p, Ù, 0) is an odd integer. 

REMARK. If fl is as above in the real Banach space E and (p is as 
above with <p = I — T and T compact, the same conclusion obtains. 

COROLLARY 3.3. Under the hypotheses of Lemma 3.2, (p(ii) contains 
a neighborhood ofO. 

PROOF. Lemma 3.2 implies 0 G <p(0). The continuity of d(<p, il, b) 
in b then implies b G <p(d) for all small b. 

COROLLARY 3.4. Let l ì be as in Lemma 3.2 and suppose ifß G 
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C(df% Rn) where i// is odd and ijj(d(l) lies in a proper suhspace of 
Rn. Then there exists f G dflsuch that ifr(£) = 0. 

PROOF. We can assume i/*(dfì) C Rnl. Suppose ifß ̂  0 on 
dÙ. By the Tietze Extension Theorem, ijß can be extended to 
i£ G C(ü, Rn_1). By Corollary 3.3, $(fi) contains a neighborhood 
of 0 in Rn but since \f/(Û) G Rn~l this is impossible. Hence there 
exists f G d i ! such that ^(f) = °-

PROOF OF LEMMA 3.1. Let h denote the odd homeomorphism, 
h: A -» S n l . Clearly y (A) = n. If y (A) < n, there exists an odd 
<p G C(A, R> — {0}) where j < n. Therefore the odd map (p ° h~l 

G C(Sn-1 , R> - {0}). But this violates Corollary 3.4. Thus 
y(A) = n. 

For the remainder of this section some of the properties of genus 
will be developed. Ljusternik-Schnirelmann category possesses similar 
properties which are generally somewhat more difficult to prove. 

LEMMA 3.5. Let A, B G 2 . 

1°. If there is an oddfG C(A, B), then y (A) g y(B). 
PROOF. The result is trivial ify(B) = oo. Hence we assume here and 

for the same reason in the following results that y (A), y(B) < oo . Sup-
pose y(B) = n. Then there exists an odd <p G C(B, Rn - {0}). 
Since ip o / G C(A, Rn - {0}) and is odd, y (A) S n = y(B). 

2° (MONOTONICITY). If A C B, tfieny(A) ^ y(B). 
PROOF. Immediate from 1° w i t h / = I. 
3°. If h is an odd homeomorphism of A onto B, then y (A) = y(B). 
PROOF. Immediate from 1° by interchanging the roles of A and B. 
4° (SUBADDITIVE), y (A U B) ^ y(A) + y(B). 

PROOF. Suppose y (A) = m,y(B) = n. Therefore there exist odd 
maps if G C(A, Rn - {0}), ijj G C(B, Rm - {0}). By the Tietze 
Extension Theorem, tp, ty can be extended to <p G C(E, Rm), 
i// €z C(E, Rn). Moreover by replacement if necessary by 
| (<£(%) — £( —x)), it can be assumed that (p, ijj are odd. Let / = (<p, fy). 
Then / G C(A U B, R™+" - {0}) and / is odd. Hence 
y(A U B) ^ m + n = y(A) + y(B). 

5°. Ify(B) < QQ,y(A - B) ^ y(A) - r(B). 
PROOF. A C A — B U B. Hence the result follows from 2° and 4°. 
6°. If Ais compact, y (A) < oo . 
PROOF. For x ^ 0 and r < ||x||, Br(x) fì B r ( -x) = 0 . Therefore 

y(Br(x) U Br( — x)) = 1. Since A is compact, it can be covered by 
finitely many such pairs of balls. Hence y (A) < oo . 

7°. If A is compact, there exists a uniform neighborhood NÔ(A) 
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(i.e., all points whose distance from A is not greater than 8) such that 
y(Ns(A)) = y(A). 

PROOF. Supposey(A) = n. Then there is an odd<p G C(A, Rn — {0}). 
Extend <p oddly to (p G C(E, Rn) as in 4°. Since <p ^ 0 on A 
which is compact, for some 8 > 0, (p ̂  0 on N8(A). Therefore 
y(Ns(A)) = n = y(A). Since 2° implies the reverse inequality, 
y(Ns(A)) = y(A). 

We conclude this section with some properties of genus which we 
will not use later. First an observation about Sn - 1 : There exist n 
closed antipodal sets B{ = Q U (— Q), 1 ^ i ^ n, such that C{ D 
( - Q ) = 0 , B i C S " - 1 , and U î B* = S*"1. To see this, e.g. let 
Bj be the complement (in Sn_1) of a small symmetric neighborhood 
of {Xj = 0} H Sn_1. It is easy to verify that the Bj possess the above 
properties. 

The next lemma provides us with an equivalent characterization 
of genus which is essentially that of Krasnoselski [2]. 

LEMMA 3.6. Let A G S . y(A) = n if and only if there exist A1? • • *, 
An G S such that y(A,.) = 1, 1 ^ r ^ n, and A C U f A wüh n being 
the smallest integer having this property. 

PROOF. If there exist sets \ as above, then, by 4° of Lemma 3.5, 
y(A) ^ n. Hence to complete the proof of this part of the lemma and 
likewise the converse statement, it suffices to show y (A) = j implies 
there exist D1? • • -, D,- G 2 such that y(Dr) = 1 , 1 ^ r = f and 
A C ( J ! Di. Since y (A) = j , there is an odd tp G C(A, Rj - {0}). By 
the remarks preceding this lemma, there exist j closed sets Bx, • • -, 
Bj C S ' " i such that B{ = Q U ( - Q ) , q n - Q = 0 a n d S ^ - 1 = LKB*. 

For x E f f - {0}, let p(s) = xl\\x\\. Define Dr = i^-1 ° p-^Br), 
1 ^ r ^ j . These sets form a covering of A by closed sets. Moreover 

Dr = <p~l° p-\cr) \j<p~i° p-\-cr) with r u p~l(cr) n ^ - 1 

° p_ 1( —Cr) = 0 . Therefore y(Dr) = 1 or 0 depending on whether 
or not Dr = 0 . But if any D r = 0 , by 4° of Lemma 3.5, y (A) < j , 
contrary to the hypotheses. Hence y(Dr) = 1, l ^ i r ^ j , and the 
lemma is proved. 

REMARK. Lemma 3.6 implies Sn _ 1 cannot be decomposed into 
fewer than n B/s as above. 

As our last result we show a relationship between genus and 
Ljusternik-Schnirelmann category. Recall that if M is a topological 
space and A C M is closed, A is said to have Ljusternik-Schnirelmann 
category 1 (denoted by catMA = 1) if A is deformable in M to a point, 
i.e., if the identity map of A into M is homotopic as a map into M 
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to a constant map. If A is closed in M, catMA = n if there exist n 
closed sets A^CM, 1 â i ê n, such that A C I J" Ar, catMAr = 1, 
and n is the smallest integer with these properties. 

For A C E , let A* = {(x, — x) |x G A}. In a natural fashion A* 
can be made a topological space. 

THEOREM 3.7. If A G X is compact, y (A) = cat(E_{0})*A*. 

PROOF. The compactness of A implies that A* is compact in 
(E — {0})* = M. A slight modification of the proof of 6° of Lemma 
3.5 shows catMA* is finite. Suppose catMA* = n. Therefore A* = 
U r ^ r * where A,.* can be assumed to be compact in M and 
catMA,* = 1. Let Ar = {x G E | (x, — x) G A,.*}. Then \ is compact, 
Ar G £, and A C U'/A,. We will show y (A,) = 1 and hence, by 4° 
of Lemma 3.5, y (A) ^§ n = catMA*. 

Since cat^A,* = 1, there is a homotopy /ir* G C(Ar* X [0,1] , M) 
such that for*( • ,0) = I and /ir*( • , 1) = (£r? — £r). This implies the 
existence of a homotopy ftr G C ( 4 X [051]5 E — {0}) such that 
hr( - , 0) = I, hr( - , 1) = £r or — £r and /ir(x, t) = — hr( — x, t). Then, 
by 1° of Lemma 3.5, y (A,) g y ^ A , , 1)) = 1 soy(A,) = 1. 

To construct hr, define hr( • , 0) = I. Let e/2 = min xGAr ||x||. For 
each (x, — x) G Ay*, the continuity of hr* implies that hr*((x, — x), i) = 
(yx(t), —yx(t)) and \\yx(t) — x|| < € for 0 < t ^ tx. Since A* is com-
pact, tx = £o > 0 can be chosen uniformly in (x, — x) G Ar*. Hence 
hr can be extended to the interval (0, t0) by hr(x, t) = yx(t), hr( — x, t) = 
~~y%{t) — ~~ K(x> 0- Using the uniform continuity of /if* on the compact 
set A,.* X [0,1] and the connectedness of [0 ,1] , hr can be extended to 
t = 1 satisfying the above properties. 

To prove that y (A) == catMA*, suppose y (A) = m. By Lemma 3.6 
there exist m closed sets A,. G X such that y (Ay) = 1 and A C U™ A-
It can also be assumed that A,, is compact. Thus A* C U f Ay* and 
by the subadditivity property of category (which is easy to prove — 
see e.g. [24] ), catMA* = ]̂ ™ catMA,.*. Hence to show m = n, 
it suffices to prove that y (A,.) = 1 implies that catMAr*= 1. 

We give a proof essentially due to E. Fadell. For convenience the 
subscripts on the A,, will be dropped. Suppose first that E is infinite 
dimensional. Here no compactness is needed for A. Since y (A) = 1, 
there exists an odd <p G C(A, R - {0}). Let A+ = <p-l(R+), 
A~ = <p~l(R~~). To show catMA* = 1, it suffices to define a 
homotopy of A f to a point in E — {0} and then extend it to A ~ by 
oddness. For uEE- {0}, let p(u) = ul\\u\\. Then HY{uy t) = 
(1 — t)u + tp(u) defines a homotopy of A+ to öß1(0). By a theorem 
of Dugundji [27], there exists a homotopy H2 of dBi(0) to a point 
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in itself. Thus following the homotopy Hl by the homotopy H2 gives 
the desired homotopy here. 

Next suppose that E is finite dimensional. We can assume E = Rn, 
n > 1 (n = 1 is trivial). Since A is compact, by 7° of Lemma 3.5, A 
possesses a uniform neighborhood with y(N8(A)) = 1. It can be 
assumed that N8(A) contains finitely many components each of which 
are arcwise connected as is E — {0} — N8(A). Let K= K+ U K~ 
be any pair of components of N8(A) where K+ = — K~. It suffices to 
find a homotopy of K+ (or K~) to a point in E — {0} as in the infinite-
dimensional case. The set K C BR(0) for some R > 0. Suppose there 
exists e.g. a piecewise linear arc / joining 0 to dB2R(0) in E — K. 
Then by a homotopy consisting of a series of translations opposite to I 
(equivalent to moving the origin along I to dB2R(0)) we can assume 
K+ lies exterior to B2R(0). Then K+ can easily be deformed by a 
homotopy in E — BR(0) to e.g. any point in its convex hull and the 
proof will be complete. 

It remains to prove the existence of I. If such an I does not exist, 
0 belongs to bounded components Q+ of Rn — K+ and Q~ = — Q+ 

of Rn - K-. Then Q = Ç+ U Q~ is a neighborhood of 0. Since 
a Ç C K , y(dQ)=l and there is an odd ^ £ C ( a Ç , R - {0}). 
But this is impossible since it violates Corollary 3.4. 

For a more elementary proof of the existence of I which bypasses 
Corollary 3.4, suppose there exists Q+ , Q~ as above. Consider any 
half line L through 0. Let a Œ. K+ be its first intersection with dQ + 
and b G K+ the first intersection of — L with dQ+. Then b ^ —a 
since K+ contains no antipodal points. Suppose ||fo|| > ||a||. There-
fore — a belongs to the same component, Q+ of Rn — K+ as does 
0. Hence K~ C Ç + . By symmetry, K+ C Q~. Let c be any point 
in K+ at a maximal distance from the origin. Then the radial half 
line joining c to oo and not passing through the origin lies in Rn — K+. 
This implies K+ lies in the unbounded component of Rn — K~ 
contrary to K+ C Q~. 

4. A finite-dimensional Ljusternik-Schnirelmann theorem. This 
section is devoted to a proof of a theorem of Ljusternik and Schnirel-
mann. Below Cl(A, B) denotes the space of continuously Fréchet 
differentiable maps from A to B. 

THEOREM 4.1. Let f G Cl(Rn,R) and f be even. Then, for 
each r> 0, f possesses at least 2n distinct critical points on rSn~l. 

Note that critical points of / occur in pairs because of the even-
ness of / . A good model case of Theorem 4.1 where one is on familiar 
grounds is f(u) = (Mu, u) where M is a symmetric n X n matrix 
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and ( • , • ) denotes the usual inner product in Rn. It is not difficult 
to extend Theorem 4.1 to more general symmetric manifolds than 
spheres or to restrict / G Cl(rSn~l, R) but we prefer to minimize 
technicalities and work in the simplest case. 

By a critical point of f on rSn~l is meant a point at which the 
gradient off relative to rSn~l vanishes, i.e., where 

(4.2) Tu = V/(ii) - ( V/(u), u)ul(u, u) = 0. 

Thus critical points of / are solutions of a nonlinear eigenvalue 
problem of the form Tu = ku where T = V / and À = (Tu,u)l(u,u) 
and, for X ^ 0, (A"1, u) satisfies an equation of the form (0.1). 

PROOF OF THEOREM 4.1. The proof of Theorem 4.1 will be accom-
plished in a series of five steps. Using the notion of genus, a minimax 
(or more properly maximin) characterization will be given for n 
critical values of / in (A). In (B) a 'gradient' mapping will be con-
structed and its properties studied. The mapping is then used in (C) 
to prove a deformation lemma. These preliminaries are then used 
in (D) and (E) to show the minimax numbers are critical values o f / 
and we get enough critical points despite possible degeneracies. 

For convenience we take r = 1. 
(A) Characterization of critical values off By a critical value off 

(restricted to Sn_1) is meant a real number c such that there exists 
u G Sn~l with f(u) = c and u satisfies (4.2). A set of n numbers is 
defined as follows: 

(4.3) cm(f) = cm = sup min/(tt), l ^ m ^ n . 
ACS

n
~

l
;y(A)^m uGA 

Implicit in (4.3) is that A G X(Rn). Since / is continuous and 
y ( S n _ 1 ) = n , the numbers cm are well defined, 1 ̂ S m ^ n. Since 
cm+] is a supremum over a smaller family of sets than cm, c1^ c2 = 
• * * i^ cn. Sets of the form A = {x, — x}, x G Sn_1, are admissible for 
the computation of cx and min f(u) = f(x) for u in such an A. 
Hence c{ = maxS"-i f In a similar fashion cn = mins»-i f To 
prove this it suffices to show that Sn _ 1 is the only subset of S n _ 1 in 
S having genus n. Suppose A G S and A C S n _ 1 with inclusion 
being proper. It can be assumed that A does not contain (0, • • -,0, ±1) . 
The projection mapping p(xl5 • • -,xn) = (xl5 • • *,xn_1,0) is odd 
and p G C ( A , Rn l - (0)). Hence, by 1° of Lemma 3.5, y (A) ^ 
n — 1. Consequently, cn = minS"-1 / . 

We will show the numbers cm are critical values of / , 1 = m ^ n. 
This in itself is not sufficient to prove Theorem 4.1 since the theorem 
asserts the existence of n pairs of distinct critical points and a priori 
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it may happen that the cm's are not all distinct. Thus a multiplicity 
lemma is also needed which guarantees that / has enough critical 
points even in the degenerate case cj+l = • • • = cj+p= c,p> c, 
p > 1. For the latter case it will turn out that / has infinitely many 
distinct critical points corresponding to the critical value c. That this 
is so in the matrix example (Mu, u) mentioned above is clear. 

Another set of critical values o f / can be characterized by 

(4.4) bk(f)=bk= inf max/(H), 1 ̂  k ̂  n. 
ACS" l;y(A)^k ^GA 

As above it readily follows that bY ̂  • • • â bnj bY = minS"_ 1 / = 
Cn> bn

= niaxs"-1 f = Ci. In general as simple examples show, 
Cj 7̂  bn+l_j for j 7̂  1, n. That the bk's are critical values of / 
follows from the cm case on replacing/by —/. 

Another useful characterization of the critical values Cj can be given. 
Let 4 = { w £ S"-1 \f(u) ^ c}. Then 

(4.5) cj = sup {r G R | y (A,) è j}, l^j^n. 

To see this, denote the right-hand side of (4.5) by Tj. Since y (A,) ̂ j 
implies minAr f(u) S cj} therefore Vj â Cj. If TJ < cj7 there exists 
A C Sn _ 1 with y(A) ^ j and Cj > minA f(u) = p > tj. Hence 
A C Ap and j ̂  y(A) ̂  y( Ap). But this contradicts the definition of 
Tj. Thus Tj = Cj. 

As a consequence of (4.5), for any € > 0, y ( Ac. _e) è j . 
(B) A gradient mapping. The next step in the proof of Theorem 4.1 

is to construct a mapping in a 'gradient' direction. First some tech-
nicalities: Recall for u G Sn_1, Tu = Tu — ku with T = V / and 
A. = (Tu,u). Note (rw, u) = 0. Let yx = maxuGS>>-i ||rw|| = y2 = 
maxuES»-i ||Tw|| § |X|, and choose y3 so that (1 + x ) ~ 1 / 2 ^ 5 and 
|(1 + x ) - 1 ' 2 - l | ^ | x | f o r | x | ^ y 3 . 

Let R(w, Ü) = f(u + v) — f(u) — (Tu, v). Since / is continuously 
differentiate, there exists a continuous function 8(e) (independent 
oft/) such that for all u, u + u G S'1"1, |R(w, Ü)| ̂  e||ü|| if ||i;|| g 8(e). 
In addition 8(0) = 0 and 8(e) is a nondecreasing function of e. 
(8(e) can be taken as sup {17 G R| \R(u, v)\^er) for all u G Sn_1and 
| | U | | ^ T ) } . ) Forw GS"" 1 , let 

(4.6, ^-^{«V^.j}. 

Then a(u) is a continuous nonnegative even function ofuonSn~l. 
Finally we define a mapping X : Sn _ 1 —• Sn _ 1 by X(w) = 

(w + a(u)Tu)\\u + a(w)rtt||_1. It is clear from its definition that X is 
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odd and continuous and therefore X( A) G 2 if A G 2. 

LEMMA 4.7. Foru G Sn'\f(X(u)) ^ f(u) + a(u)\\Tu\\2l4. 

PROOF. f(X(u)) = f(u) + (Tu, X(u) - u) + R(u, X(u) - u). Equation 
(4.6) and some easy estimates show 

(4.8) ||X(ti) - u\\ ̂  a||rti|| + a2 | |rw||2 S 2a||ru|| g 8(||ru||/8). 

Therefore, by (4.8) and the properties of ô, 

(4.9) \R(u,X(u) - u)\ ^ ||rii|| ||X(u) - u||/8 S a||rti||2/4. 

Hence once we show that 

(4.10) (Tu,X(u) - u ) § 2 a(w)||rw||2, 

the lemma obtains. To prove (4.10), note that 

(4.11) (Tu,X(u) - u) = „ ̂ f „ + A ( i r — i — • T - l) . 
7 7 ||u + a(w)rw|| V ||u + a(u)Tu\\ I 

Using (4.6) and (4.11), (4.10) readily follows. 
Lemma 4.7 has an infinite-dimensional analogue. Suppose E is a 

Hilbert space, / has a compact Fréchet derivative T (and therefore 
/ is weakly continuous [28] ), and f is uniformly differ entiabl e 
on bounded sets, i.e., there exists a function 6(e) as above with 8 
independent of u on bounded subsets of E. Then the proof of Lemma 
4.7 goes through essentially unchanged. See also [2]. 

An immediate consequence of Lemma 4.7 is that X : Ac —> Ac where 
Ac = {u G S n _ l \f(u)=c}. In fact inclusion is proper unless c 
is a critical value off. A more precise result is given below. 

(C) A deformation lemma. Let Kc = {u G S n _ 1 \f(u) = c, 
Tu = 0}, i.e., Kc is the set of critical points having c as critical value. 

LEMMA 4.12. Let c G R and O be a symmetric open neighbor-
hood of Kc in Sn~'. Then there exists e > 0 such that X(AC_€ — O) C 
Ac+e. In particular if c is a regular value of f i.e., Kc = 0, X(AC_€) 
C A t+e. 

PROOF. Let u G f~\c) — cD . Then Tu ^ 0 and, by Lemma 
4.7, there exists an TJM > 0 such that f(X(u)) > c + 2TJM. Therefore 
there exists a neighborhood NM of u such that f(X(v)) > c + rju for 
all v Œ Nu. Since f~l(c) — iD is compact with {NM} as an open 
covering, there exists a finite subcovering by NUl, • • *, Nu.. Note that 
f(X(v)) > c + TJ„. = c + i) for all t; G Nu., 1 ä= i ^ j , where -n = 
miri!sisifo . 
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Let Ô = (D U NUi U • • • U Nu. Then Ô is a neighborhood of 
f~l(c). This implies there exists € > 0 such that O D 
f~1([c — e, c + e] ) for otherwise we can find a sequence em —» 0 
and wm G / _ 1 ( [c — em> c + €m] ) such that um (£ Q. By the 
compactness of Sn_1, a subsequence of (wm) converges to û satisfying 
flu) = c and M (£ Ô which is impossible. Hence 

ÔDf-K[c-€,c + €]). 

It can further be assumed € ^ TJ. 

Ac_e= AC+€U f-i([c - e, c + e]) G Ac+eU O U N , U • • • U Nttj. 

This implies Ac_€ -OC Ac+e U NMiU • • • U Nu . SinceX(Ac+€) C Ac+€ 

andX(NM. ) C Ac+7] C Ac+e, it follows thatX(Ac_€
J- O) C Ac+€. 

(D) cm is a critical value off. With the aid of Lemma 4.12, it is an 
easy matter to prove that cm is a critical value ot fl 1 = m = n. For if 
not, by Lemma 4.12, there is an e > 0 such that 

(4.13) X ( 4 m J C 4 m + , 

By (4.5), y(ACm-€)^m and, by 1° of Lemma 3.5, y(X(Ac,„_e)) ^ m. 
The definition of cm implies cm = min x(ACm-o f(u) but by (4.13) 
this min is ̂  cm + €, a contradiction. 

(E) A multiplicity lemma. We now know each cm, 1 â m â n, is a 
critical value of/. As was noted in (A), it may occur that cm+i = 
• • • = cm + p , p > 1. The following lemma then completes the proof 
of Theorem 4.1. 

LEMMA 4.14. Suppose cm + 1 = • • • = cm+p = c. Theny(Kc) ^ p. 

The lemma for p > 1 implies Kc contains infinitely many distinct 
critical points since any finite point set has genus 1. 

PROOF OF LEMMA 4.14. Suppose y(Kç) = p — 1. By 7° of Lemma 
3.5, for some 8 > 0, y ^ K J ) ^ p - 1. Letting O = int NÔ(KC), by 
Lemma 4.12, X(Ac_e - cD) C Ac+e. Note that 

B = Ac_e - N8(KC) = Ac_e - int N8(KC). 

From (4.5) with c = cm+p, y(Ac_e) S m + p. Therefore by 5° of 
Lemma 3.5, y(B) ^ y(Ac_e) - y(N8(Kc)) ^ m + 1. By 1° of Lemma 
3.5, y(X(ß)) = m + 1. The definition of c = cm + 1 then shows 
minX(ß) /(w) ̂ § c. However X(B) C Ac+e which implies the 
min ^ c + e, a contradiction, and the lemma is proved. 

REMARK. It is an easy exercise to combine parts (D) and (E) here. 
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5. The infinite-dimensional case. In this section an infinite-
dimensional analogue of Theorem 4.1 will be proved. Let E be a real 
separable Hilbert space with inner product denoted by ( • , • ) and let 
/ G Cl(E, R) where / is even and T, the gradient of f is com-
pact. Since f is even, T is odd. The compactness of T implies that 
/ is weakly continuous [28]. Suppose further that / is uniformly 
differentiable on bounded sets, i.e., for all bounded B C E , there 
exists 8B £ C(R+

y R+) with 8ß(0) = 0, 8B(e) is a nondecreasing 
function of e, and if u, u + v €= B, R(u, v) = f(u + v) — f(u) — 
(T(u),v) satisfies |R(w, t?)| g €| |Ü|| if ||t;|| g 8B(€). The uniform dif-
ferentiability of / and compactness of T imply that T maps weakly 
convergent sequences to strongly convergent ones [2]. Lastly we 
assume f(u) = 0 and f= 0 if and only if u = 0, T(u) = 0 if and only 
if u = 0. 

THEOREM 5.1. Under the above hypotheses on E, f9 T, for each 
r > 0, / possesses infinitely many distinct pairs of critical points on 
3Br(0). 

Again by a critical point of / on dBr(0) we mean a point at 
which the gradient off relative to dBr(0) vanishes, i.e., 

(5.2) Fu = Tu - ku = 0 

where A(W) = (Tu,u)lr2. Thus critical points of / provide us with 
solutions of the nonlinear eigenvalue problem (5.2). Observe again 
the evenness of / implies that critical points occur in antipodal 
pairs. 

For convenience we assume r = 1 and set S = dB^O). 
PROOF OF THEOREM 5.1. The proof is given in four steps. An 

approximate finite-dimensional problem is set up and solved in (A). 
Then in (B) a characterization of critical values of / is given and it 
is shown that the approximate critical values obtained in (A) converge 
to those defined in (B). The existence of infinitely many distinct 
critical values is proved in (C). Lastly in (D) the convergence of 
subsequences of approximate critical points of / obtained in (A) 
to actual critical points off is shown. 

(A) The finite-dimensional approximation. Let (en) be an ortho-
normal basis for E and let En = span {el9 • j -, en}. Consider the re-
striction of / to En Pi S. Thus f(u) = f{xxeY + • • • + xnen) = Fn(x) 
where u = ^\lx^ and x = (xu • • -, xn) with ^ xr

2 = 1, i.e., 
x (E S n l . By Theorem 4.1, Fn(x) possesses at least n distinct pairs of 
critical points ± xnk, Ì = k= n, with corresponding critical values 
given by 
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(5.3) cn>k = sup min Fn(x), 1 ̂  k ^ n, 
BCSn~l;y(B)^k xGB 

or equivalently (since each set B is homeomorphic via an odd homeo-
morphism to A C S) 

(5.4) cnM = sup min f(u). 
ACSDEn ;y(A)^k uEA 

At the critical points xn>k, 

(5.5) dFn(xnk)ldXj - knkxnkj = 0, 1 ̂  j , k ^ n, 

where Xnk = XT=i (dFn(unk)ldxj) xnkj. Let unfe = XT=i xnkjey Since 
XnV = (»uh, ej), dFn(unk)ldxj= (T(unk),ej) and Anfc = (r(unfc), unfc), 

(5.5) can be rewritten as 

(5.6) (T(unk), ej) - Xnk{unk, e3) = 0, 1 ̂ ; ^ n, 

or more succinctly as 

(5.7) (T(unk) - knkunk, <p) = 0 for all <p G En. 

Note also that/(wnfc) = cnk. 
(B) A characterization of critical values. A set of numbers is defined 

in a (by now) natural fashion. These will be shown later to be critical 
values for f onS. Let 

(5.8) ck = sup min f(u). 
ACS ;A compact; y(A) ^/c uGA 

The existence of such A's is clear and because of the weak continuity 
of fy the numbers ck are well defined. The positivity of / on S 
implies ck > 0 for all k. Since they involve suprema over successively 
larger sets, cnk ^ cn+lk ^ ck. Our goal is to show that cnk —» cfc and 
a subsequence of unk converges to uk a critical point of / on S with 
critical value ck. The first step is accomplished with 

LEMMA 5.9. cnk —> ck as n —> °° . 

PROOF. Since cnk is a monotone nondecreasing sequence in n 
bounded above by ck, it converges. To prove the lemma, we show, for 
all e > 0, there exists m = m(e) such that cnk = ck — € for all n = ra. 
By the definition of ck, there is a compact set A C S such that y (A) ^ fc 
and minA/(w) i^ ck — e 12. Using the compactness of A and 7° of 
Lemma 3.5, it is easy to find a neighborhood NB(A) C S such that 
y(IVô(A)) = y(A) ^ fc and m i n ^ / ^ cfc - e. 

Let 17 = | min (1, 8). Let Fn denote the orthogonal projector of £ 



SOME ASPECTS OF NONLINEAR EIGENVALUE PROBLEMS 1 9 1 

onto En and Pn
L = I — Pn, the orthogonal projector of E onto En-L. 

For each u G A there exists j = j(u) G 2V such that | |P / u\\ ^ 7)12. 
The compactness of A implies there exists a j E N such that, for all 
n^jand all u G A, flP/ u|| ^ 77. 

Let n è 7 and set^n(w) = Pnul\\Pnu\\ where u G A. Then 

" • ' • » - " ' a ^ + II P 5 T - " II 
(5.10) 

= T ^ - + (r1—0=5-
Hence ^ n G C(A, S Pi NS(A) Pi £n) and is odd. Therefore by 1° and 
2° of Lemma 3.5, 

(5.11) y(A) g y(¥„(A)) g r(N6(A)) = y(A). 

Thus y(^n(A)) = k and ^n(A) is an admissible set for the calculation 
of cnk and ck. Moreover since ^n(A) C N8(A), cnk = min yn(A)f(u) = 
cfc — € for all n è j . Hence the lemma is proved. 

(C) The existence of infinitely many distinct ck's. Even without 
establishing that they are critical values, we can show there are 
infinitely many distinct numbers ck and each ck is of finite "multi-
plicity", i.e., ck+i = - - • = ck+p for at most finitely many p. These 
assertions are an immediate consequence of 

LEMMA 5.12. ck —» 0 as k -> 0° . 

Before proving Lemma 5.12 another technical lemma is needed [2]. 

LEMMA 5.13. Let E be a separable Hilbert space and f:E-*R 
be weakly continuous in Br(0). Then, for all e > 0, there exists m = 
m(e) such that, for alln= m and for all u,v G Br(0), 

\f(u+Pnv)-f(u+v)\<€. 

PROOF. If not, there is an e > 0 and sequences (un), (vn) C Br(0) 
such that 

(5.14) |/(«„ + PnvJ - f(un +vn)\^€. 

Since Br(0) is weakly compact, subsequences of (un), (vn), (Pnvn) con-
verge weakly to u, v, w respectively. Since / is weakly continuous, 
we can pass to a limit in (5.14) to get \f(u + w) — f(u + Ü) | = e. 
Hence v =4 w. However 
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||Ü - w\\2 = lim (vni - Pnivni, v - w) = lim (vni, (I - Pni)(v - w)) 

and |(ÜBi, (I - Pni)(v - w))\ ^ r\\(I - Pn,)(t> - w)\\ -+ 0 as n{ -* oo 
which implies v = to, a contradiction. 

PROOF OF LEMMA 5.12. By Lemma 5.13 with u = 0, for all € > 0, 
there exists m = m(e ) such that if n ^ m? 

(5.15) | / ( u ) - / ( P B o ) | < e / 2 , oÊB,(f l ) . 

Since /(0) = 0, the continuity of f implies there exists p > 0 such 
that if \\w\\< p, f(w) < € 12. Hence if v G B^O) and ||Pmu|| < p, 
then 

(5.16) /(„) g / (Pm ü) + |/(t>) - f(Pmv) \<€. 

Thus if A C S is compact, A G S , and m i n A / ^ €, Fm(A) must lie in 
the spherical shell a in Em, a = {(p G Em | p = ||<p|| ^ 1}. The unit 
sphere Sm_1 in Em has genus m. It easily follows from 1° and 2° of 
Lemma 3.5 that y (a) = m. Since Pm is an odd continuous map, by 
1° again, y( A) ta m. 

The above analysis shows m i n A / = e implies y (A) = m. Con-
versely y (A) > m implies m i n A / < € and in particular cn < e for all 
n i ^ m. 

(D) 77ie Jiraif procedure. We complete the proof of Theorem 5.1 
by showing a subsequence of wn fc converges to uk, SL critical point of 
/ with f(un) = ck. Since Bx(0) is weakly compact, for fixed k a 
subsequence of unk (which for notational convenience we take to be all 
of unk) converges weakly to uk G Bi(0). Therefore using the weak 
continuity of f,f(unk) = cnk —>f(uk) = ck > 0 as n —» oo. Hence 
uk T̂  0. Since T maps weakly convergent sequences to strongly con-
vergent sequences, T(unk) -> T(uk) f 0 and knk = (T(unk),unk) -+ 
(T(Wjt), Mfc) = Afc. Equation (5.7) now implies (T(uk) — kkuk,<p) = 0 for 
all (p G En n^ k, and therefore for all <p G E. Hence 

(5.17) T K ) = Xfciifc. 

Taking the inner product of (5.17) with T(uk) gives 

(5.18) ||r(u,)||2 = \ f cV0-
Therefore kk ^ 0. Taking the inner product of (5.17) with uk then 
shows 

(5.19) Afc = Xk |K||2 

or uk G S. Thus uk is a critical point of / on S. Moreover unk —» ŵ  
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as n -» oo . This follows from ||wnfc — uk\\
2 = 2 — 2(unk, uk) —» 0 as 

n —> oo. Lemma 5.12 implies the existence of infinitely many uks. 
Hence the proof of Theorem 5.1 is complete. 

As in §4, a multiplicity result can be obtained here. In fact this 
result can be used as part of a direct existence proof of the infinite-
dimensional case. 

LEMMA 5.20. Under the hypotheses of Theorem 5.1, suppose 
Cm+i = • • • = cm+p = c. Then if Kc = {u G S \f(u) = e, Tu = 0}? 

y(Kc) è p. 

PROOF. Note first that Kc is compact. This follows from the last 
part of the proof of Theorem 5.1. More precisely, let (vn) C Kc. It can 
be assumed that vn —» v (weakly) as n —> oo . Therefore f(v) = c > 0 
so v / 0. Thus T(vn) -> T(v) f 0 and, as in (5.18), A2 = ||T(t;)||2 

ye 0. As in (5.19), ||t;|| = 1 and vn —» v. Hence the compactness of 
K. 

Suppose y(Kc) = p — 1. Then, by 7° of Lemma 3.5, there is a 
neighborhood N^KJ C S such that y(Nv(Kc)) = y(Kc) S p - 1 . 
Another application of the argument used to prove Kc is compact 
shows there exists cr? r > 0 such that u G S — int N^(KC) and 
|/(w) — c\< a implies ||rw|| > r. 

The definition of c = cm + p implies there is A C S , A compact, 
y (A) è m + p and m i n A / > c — ßr2/4 where ßr2/4 < o- and 

the yr, l ^ r § 3 , being as in (B) of the proof of Theorem 4.1 (with 
S"-1 replaced by S). 

Let B= {uGA \f(u) < c + a}. Then B G 2(E). Moreover 
||rii|| > T on B - int NÔ(KC) and therefore ^8 < a(u) on this set 
(where a(u) is as in §4). Next consider A — int NV(KC) = A — N^Kç) 
= C. By 5° of Lemma 3.5, y(C) ^ y (A) - y^N^KJ) = m + 1. Let-
ting X be the infinite-dimensional analogue of the X of Lemma 
4.6 — see the remark following that lemma — by 1° of Lemma 3.5, 
y(X(C)) â m - f 1. Hence, by the definition of c = cm+l, mmX(C)f= c. 
But if u G B - int N^KJ), by Lemma 4.6, 

f(X(u)) ^ f(u) + \a(u) \\Yu\\* > c - ^ r 2 + ^ r 2 = c + \ßr* 

while if w E A - ß , f(X{u)) è /(ti) ̂  c + a. Thus we have a 
contradiction and the lemma is proved. 

We conclude this section with some remarks. Since under the 
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hypotheses of Theorem 5.1, any solution of (5.2) on ||u|| = r has X2 = 
II ^(M)| |2 7̂  0, we can divide (5.2) by X to obtain 

(5.21) u = vT(u) 

where v = X -1. Suppose further that T(u) = Lu + M(u) where L 
is a compact selfadjoint linear operator and M(u) = o(||w||) near u = 0. 
Let (̂ fc(p), uk(p)) denote the solutions of (5.21) on dBp(0) obtained 
from (5.8). Then one might suspect that (^(p), uk(p)) —» (/ut, 0) as 
p —» 0 for some fx G r(L). This is indeed the case and in fact under 
appropriate hypotheses each /i £ r(L) is a bifurcation point for (5.21) 
[29]. A remarkable theorem of Krasnoselski [2] shows this under 
more general hypotheses. Namely Krasnoselski shows if T is a com-
pact potential operator, T(0) = 0, f(0) = 0, / is uniformly F rechet 
differentiate near u = 0, and L = T ' (0) is selfadjoint then all 
jx £E r(L) are bifurcation points for u = kT(u). Note that / need not 
be even here. For a proof of a slightly weaker result using Morse 
theory, see [30]. For these variational cases, nothing seems to be 
known about the structure of the solution set comparable to Theorem 
1.10. 

For applications of more general versions of Theorem 5.1 to partial 
differential equations, see e.g. Professor Browder's lectures in this 
symposium or [25]. 

Theorem 5.1 implies (5.2) possesses infinitely many solutions 
(Xn(p), un(p)) on dBp(0). In some recent papers Coffman [26], 
Hempel [31], and at this symposium Clark [32] have used varia-
tional arguments to obtain some interesting lower bounds on the 
number of solutions of equations of the form (5.2) where X is fixed 
rather than u being constrained to be on a sphere or more general 
manifold. 

6. More on continua. In this final section some additional results 
about continua of solutions of functional equations will be presented 
for situations where bifurcation need not occur. Applications to 
elliptic and hyperbolic partial differential equations will be given. 
First we give a result essentially due to Leray and Schauder [ 5]. 
See also [33]. Consider 

(6.1) u= G(k,u) 

where G : R X E^> E is compact and G(0, u) = 0. Then (0,0) is a 
solution of (6.1). Let C7 denote the closure of the set of solutions of 
(6.1) and<ï>(X, u) = u - G(X, u). 
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THEOREM 6.2. The component of U to which (0,0) belongs is un-
bounded in R+ X E and in R~ X E. 

PROOF. Let C denote the component of C7 containing (0, 0). Note 
that a H ({0} X E) = {(0,0)}, i.e., (0,0) is the unique solution of 
(6.1) having X = 0. If the conclusion of Theorem 6.2 is not valid, 
essentially as in Lemma 1.9 there is a bounded open set ( D C ß X E 
such that C C O , U H d O = 0, and d O PI ({0} X E) C 
({0} X Bi(0)). Let oK = { w £ £ | (A, U) G O } . By Lemma 1.8 with 
A = R, 

(6.3) d(<I>(X, -),Ok)= constant = c, À G B . 

Since (D x = 0 for |X| large, c = 0. On the other hand, $(0, • ) = I 
so c = 1, a contradiction. 

REMARK. If G(X, 0) = 0, then Ö contains the line of trivial solutions, 
{(X, 0) | A G R}, so for this case Theorem 6.2 is of no interest. 

Next some applications of Theorem 6.2 to partial differential equa-
tions will be given. Consider first the quasilinear elliptic boundary 
value problem 

(6.4) 

n 

— ̂  dij(x, u, Du)ux x. = \F(x, u, Du, X), x G î l , 

1
 u

" 
[ u = 0, xGdtl, 

where ft C Rn is a smooth bounded domain, a^ and F are con-
tinuously differentiate functions of their arguments, the uniform 
ellipticity condition (2.28) holds, and F(x, 0, 0, X) > 0 for x G ft and 
X G R+. As in §2, (6.4) is converted to an operator equation in 
E= C , + f l ( f l )nB.C. where a G (0,1). For (A, u) G R X E, let 
u = G(X, W) G C2+a(fì) denote the unique solution of 

(6.5) 
5) aij(x, w, Du)vxx = XF (x, w, Dw, X), x G lì, 

Ü = 0, xŒdù. 

Then G is compact and Theorem 6.2 applies here. However a better 
result obtains. Let P + be as in §2. 

THEOREM 6.6. ^ f i ( f i + X £ ) C (R+ X F+) U {(0, 0)}. 

PROOF. For (X, u) G <£(! (R+ X E) and u near 0, the right-hand 
side of (6.4) is nonnegative. Hence, by the maximum principle, 
u G P\ If a H (R+ X F)(f (R+ X F+) U {0, 0}, there exists 
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(X, « ) £ ^ D ( R X dP+) with X > 0. Therefore, u(x0) = 0 for some 
x0 £ (1 or du(x0)ldv = 0 for some x0 G d£l. Arguing as in Lemma 
2.37 shows u = 0 in ß . Hence (X, u) = (X, 0). But (X, 0) does not satisfy 
(6.4). The theorem is proved. 

As a second application we treat the Dirichlet problem for the "H-
equation" which arises in connection with the parametric form of the 
Plateau problem, i.e., the problem of spanning a given curve in R3 

by a surface of prescribed mean curvature [34]. (We thank S. 
Hildebrandt for informing us of this question.) The equations in-
volved are 

AU=2HUX A Uv, x2 + y2< 1, 
(6.7) * 

U = h, x2 + y2 = 1. 

Here A is the 2-dimensional Laplacian, U(x, y) = (u(x, t/), v(x, j/), 
w(x, t/)), h £E (O(dfl))3, H is a constant, and A denotes vector product. 
We extend h to O = {x2 + y2 < 1}, e.g. as a triple of harmonic func-
tions, and let V = U — h. Substituting in (6.7) yields 

AV = 2H(h + V)x A(h+ V)u in H, 
(6.8) 

v = o on an. 

It is now a simple matter to convert (6.8) to an operator equation in 
E = (C1+«(ft) Pi B.C.)3 and of the form (6.1) with G satisfying the 
hypotheses of Theorem 6.2. We will not formalize this result. It 
would be interesting if the same sort of procedure could be applied to 
the Plateau problem itself. 

Our last application of Theorem 5.2 will be to a hyperbolic partial 
differential equation. Consider the nonlinear wave equation 

(6.9) Du = utt - uxx = XF(x, t,u), 0 < x < IT, 0 ^ t ^ 2TT, 

together with the periodicity and boundary conditions 

(6.10) u(x, t+ 2TT) = u(x, t), u(0, t) = 0 = U(TT, t). 

The function F is assumed to be a twice continuously differentiable 
function of its arguments, 2TT periodic in t. For convenience we intro-
duce some notation. Let L2 denote the closure of continuous function 
on [0,77] X [0, 2TT] , 2TT periodic in t with respect to 

H 2 = f j ' * (<p(x,t))2dxdt 
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and let Ck denote the set of k times continuously differentiate func-
tions of (x, t) on the above domain and 2TT periodic with respect to t. 
As a norm in Ck we take || • ||n where 

IMI*= 2 ll**4 IMI = max M*>')|. 

Finally set C° = C and || • ||0 = || • ||. 
The problem (6.9)-(6.10) differs from those considered earlier in 

that D together with (6.10) possesses a null space, in fact an infinite-
dimensional one containing all tp(x, t) = p(x -f t) — p( — x + t) where 
p is 2TT periodic in its argument and twice continuously differentiable. 
Let N denote the closure of this null space in L2. Then (0, u) satisfies 
(6.9)-(6.10) for all « G N f l C 2 (and in a generalized sense for all 
u G N). In analogy with §1, these solutions will be called the trivial 
solutions of (6.9)-(6.10). A natural question to ask is what are the 
bifurcation points of (6.9)-(6.10) with respect to the space of trivial 
solutions. (Again in analogy with §1, (0, u) is a bifurcation point of 
(6.9)-(6.10) if every neighborhood of (0, u) contains nontrivial solu-
tions.) 

To find a necessary condition for (0, v), v G N Pi C2, to be a bi-
furcation point, observe that if (A, u) is a classical solution of (6.9)-
(6.10), then because of the selfadjointness of D with respect to the 
conditions (6.10), 

f 2TT A T 

(6.11) F(x,t,u)<pdxdt=0 for all ç> G IV. 
Jo Jo 

Letting (A, U) —> (0, v), convergence being in R X C, the necessary 
condition becomes D G J V D C2, and v satisfies (6.11). Henceforth 
(6.11) will be denoted more briefly by F(x, t, v) _L N. We pose a more 
general bifurcation question: Given w G C, does there exist v = 
V(w) G N PI C such that F(x, t,v + w) _L N. An answer is provided 
by the following result: 

LEMMA 6.12. If F(x, t, è) is strongly monotone in £, i.e. 
dF(x,t,Qld£^ß>0 for all (%, t, €) £ [09ir] X [0,2TT] X R, ffcen 
f/iere existe a unique v = V(w) G A/ H C satisfying F(x, t,v + w) 
J_ N. TTie map u; —» V(u;), C -* N H C is continuous. Moreover if 
w G. Ck and F is Ck in its arguments, then V(w) G Ck D N. 

PROOF. The existence and regularity results are rather lengthy and 
will not be carried out here. See [35], [36]. To show the 
uniqueness of v, observe that, if v{, v2 are two solutions, (6.11) implies 
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Ç2lT [TT 

0 = 1 I ( F(x, t, vl + tu) — F(x, t, v2 + w))(vi — v2) dx dt 
(6.13) 

f 2 i 277 

0 

Hence ÜX = t>2. 
To proceed we also need a simpler lemma which will be stated 

without proof. See [37]. Let N 1 denote the orthogonal comple-
ment of N in L2. 

LEMMA 6.14. If f G N1 Pi Ck, k =1 1, tfiere exists a unique 
w G N1 fi Cfc+1 such tfia£ Du; = f, w satisfies (6.10), and 

(6.15) |H|fc+1^cfc||/||fc. 

With the aid of Lemmas 6.12 and 6.14, (6.9)-(6.10) can be converted 
to an operator equation of the form (6.1) in E = N1 D C2 as follows: 
Let u ) £ £ and A G R Then by Lemma 6.12 there exists a unique 
v = V(u;) GNOC2 such that F(x, £, v + w) _L N. Hence by Lemma 
6.14, there is a unique W = G(k, w) G N 1 Pi C3 satisfying 

(6.16) D W = XF(x, t, V(u;) + u>), 0 < x < TT, 0 ^ t ^ 2TT, 

and (6.10). It is easy to see that G is compact and G(0, w) = 0. Hence 
Theorem 6.1 is applicable here and 

THEOREM 6.17. There exists a component of the solution set of 
(6.16), (6.10) which meets (0,0) and is unbounded in R X (C2 fì N 1 ). 

It is then not too difficult to show that (5.9)-(5.10) possesses an 
unbounded component of nontrivial solutions which meets the bifurca-
tion point (0, V(0)). 

We conclude this section with a different sort of application to an 
elliptic problem. This was motivated by recent work of L. Nirenberg 
[38] which in turn generalizes a result of Landesman and Lazer 
[39]. Let ï£> C Rn be a smooth bounded domain. Consider 
the boundary value problem 

(6.18) 

Xu= YJ aa{x)Tyu = \g(x9u), x E ö , 
|cr|â2m 

I ®JU = S bjy(x)Dyu = 0, x E a ^ l g j ^ m , 

where the usual multi-index notation is being employed. JL is a uni-
formly elliptic operator of order 2m with smooth coefficients and the 
boundary conditions are assumed to be complementary with m,- = m, 
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l g j â m (see [40] ). The function g is assumed to be continuously 
differentiable in its arguments. £ together with the B.C. is a Fredholm 
map of C2m +«( ÎO) -» Ci (Jb) for any a G (0, 1) [40]. 

As in the earlier examples in this section, (6.18) will be converted 
to an equivalent operator equation. However we will not in general 
be able to achieve the form (6.1). Let E = 0(£>). Let the kernel of 
X together with the B.C. be span {vl7 • • -, vk} = Vk and let the co-
kernel be span {wu • • -, u^} = Wj. We can identify Vk with Rk, 
Wj with R> and write E=RkXÊ=RJXË where Ê, Ë are 
respectively the subspaces of E orthogonal in an L2 sense to Rk, R?, 
i.e., M G E implies u = ^ L a{Vi + û where 

û G Ê = Iw G E I [ wvi dx = 0,1 S i g fcj 

and similarly for É. Thus if u G E, w = (a, û) = (b, w) where a G Rfc, 
b G f i 1 , M £ Ê , « G É . Let P be the L2 orthogonal projector on 
É, i.e., Pu = ü for u Ç£ E. Then if / G E, there exists a unique 
0 G C2ro+tt(fl) H Ê such that [40] 

UÛ=Pf, x G ^ , 
(b.iy; ^ s ^ = 0 x G a ^ , 1 ^ j ^ m. 

With the aid of these preliminaries (6.18) can be converted to an 
operator equation in E = Rk X Ê. Let u = (a, û) G Rfc X Ê 
and let G(X, u) = (A, 0) where 

(6.20) 

and 

A = öi — X g(x, u)t£>i dx, 1 ^ i = J, 

= öi, j + l â i g f c ( i f f c > j ) 

, r £Û = kPg(x,u), x G ! à , 
i D ' Z i ; l Sil? = 0, x £ ^ , l ^ ^ m , 

where tf GC2m+«(Lö) H Ê. By our above remarks it is easily seen 
that G(X, it) is compact. Note that if X ^ 0, G(X, u) = u if and only 
if (A, ti) is a solution of (6.18). (For X = 0, all a G Rfc are solutions.) 

Let 4>(X, w) = u — G(X, w). Nirenberg [38] studied the case 
j = /c, i.e., the Fredholm index of I. is è 0. (He also worked in a 
Sobolev space framework rather than O(ft) so he could treat con-
tinuous g.) If j < k, the usual Leray-Schauder degree of <Ï>(X, * ) must 
be zero since then 4>(X, • ) maps Rk X Ê into a proper subset of 
itself as (6.20) shows. (More precisely if, for some ilG Rk X Ê, 
d(<i>(K • ), a 0) / 0, then d(<D(A, • ), ft, fe) ^ 0 for all fe small. But 
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the range of <ï>(\, • ) is a proper subspace of Rk X Ê so this is 
impossible.) Nirenberg showed if j < k and _/, g satisfy various tech-
nical conditions, then one can use an extension of the Leray-Schauder 
theory to conclude the existence of zeros of 4>. 

Instead of using any generalized notion of degree we will apply 
the Leray-Schauder theory. Assume that g is an odd function of u. 
Then (6.18) has the solution (k, 0). The oddness of g implies that 
G(\, (a9u)) = —G(\, ( — a, —u)), i.e., G is odd in u. Let ft be a sym-
metric bounded open neighborhood of 0 in Rk X Ê. Since by our 
above remarks, d(<&(k9 * ), fì, 0) = 0, the remark following Lemma 3.2 
implies that 4>(X, • ) has a pair of zeros u, — w €E dft. Since this is true 
for all such fì, it follows from the compactness of G and a lemma from 
point set topology [7] that <I>(A, •) has a symmetric unbounded com-
ponent C ( = £ + U d-, C-= -C+) of zeros in Rk X Ê which 
meet u = 0. With a bit more work it can be shown that 

THEOREM 6.22. Under the above hypotheses on JL and g, for each 
À G R , (6.18) possesses a symmetric unbounded component of solu-
tions in {k} X C2m+a(£>). 

REMARK. An analogous result can also be obtained if one works 
with W2m>p as does Nirenberg rather than C2m+a. Also provided 
that we have oddness, g can be permitted to depend on derivatives of 
u up to order 2m — 1. 
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