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A b s t r a c t .  Let U and V be independent random variables with continuous 
density function on the interval (0, 1). We describe families of functions g 
for which uniformity of U and V is equivalent to uniformity of g(U, V) on 
(0, 1). These results axe used to prescribe methods for improving the quality 
of pseudo-random number generators by making them closer in distribution to 
the U(0, 1) distribution. 

Key words and phrases: Characterization of uniform distribution, indepen- 
dence, pseudo-random number generator, fractional sum. 

1. Introduction 

Characterization of the uniform distribution often provides useful tools for 
constructing goodness-of-fit statistics, simulation of highly complex statistical pro- 
cedures and testing the quality of pseudo-random number generators. Although 
the uniform distribution is extensively characterized, Kotz (1974) has noted that 
there is a need for a complete survey of the characterization results, particularly 
those results that  have meaningful practical applications. This observation under- 
scores a need for "global" characterizations of the uniform distribution. 

In this paper, we address and provide some answers to the following question: 
If U and V are independent random variables having continuous density function 
with support (0, 1), for what family of functions g does the uniformity of U and 
V imply (and is implied by) uniformity of g(U, V)? In providing partial answers 
to this question, we introduce three classes of such functions in Section 2. In 
Section 3 we show how some members of these families characterize the uniform 
distribution. In Section 4, we consider the case when U and V are not exactly 
uniformly distributed. We use results of Section 3 to transform these variates into 
random variables that are closer in distribution to the uniform distribution. The 
use of these results to improve the quality of pseudo-random number generators 
are discussed. 
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2. Characterization results 

Let U and V be independent  r andom variables with the  cont inuous densi ty 
functions fv(u)  and f y (v)  having suppor t  (0, 1). Also let g be a measurable  
function from [0, 1] × [0, 1] to [0, 1]. 

2.1 The class of functions g 
DEFINITION 1. We define G to be the  class of all functions g such tha t  

(2.1) W = g(U, V) ~ U(0, 1), 

and  W independent  of V if and  only if U ~ U(0, 1). 

Examples  of funct ion which belong to G (proved later) are 

(2.2) gl(u,v)=min(U, i - u )  
1 

(2.3) g2(u, v) = l u -  vl + , 

where 5 = I(v>u), the  indicator  function of v > u, and  

(2.4) ga(u, v) = u + v mod  1. 

2.2 The class of functions 7-l 
Let m be the  Lebesgue measure  on the  uni t  interval. For a measurable  set 

A C [0, 1], let Hg(A) = {(u,v)  t g(u,v) c A}. The  "cross-section" of Hg(A) at a 
fixed v e (0, 1) is defined by H~(A) = {u I g(u, v) • A}. 

DEFINITION 2. 7~ is the  class of all functions g tha t  satisfy (i) 

(2.5) m(H~(A)) = re(A) for all v e (0, 1), A C (0, 1), 

and  (ii) for any interval (a, b) C [0, 1], there exist v e (0, 1) and  A C (0, 1) such 
tha t  

(2.6) (a,b) = H~(A). 

Clearly, if A1, A 2 , . . .  is a sequence of disjoint subsets  of (0, 1), and  v E (0, 1), 
then  Hgv(A1), Hvg(A2),. . .  is a sequence of disjoint subsets  of (0, 1), and  

Consequently,  
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Hence if g E 74, 

(2.7) 

Using (2.7), it is clear that (2.5) can be verified by choosing intervals A = (0, w), 
0 < w < 1. We may thus relax (2.5) to 

(2.8) m ( g ~ ( O , w ) ) = w ,  for all v E (0,1). 

2.3 The class of functions IC 

DEFINITION 3. ~ is the class of functions g such that 

(2.9) g(U, V) ,,~ V(0, 1) 

whenever V and U are i.i.d. U(0, 1). 

It is easily shown that 

(2.10) 

and 

(2.11) 

belong to K: but not to ~. 

3. The main results 

ga(u,v)- min(u,v) 

05 (u, v) - log u 
log u + log v 

We will now show how a simple relationship among 74, G and K: leads to some 
simple characterizations of the uniform distribution. 

THEOREM 3.1. 7-/ C ~ C E. 

PROOF. Clearly ~ C K. To show that 7-/C G, let g E 74 and let U ,,~ U(0, 1). 
Then the conditional distribution of W --- g(U, V), given V = v, is 

P[W E A IV=v] = P[g(g,v) E A] = P[V E H~(A)] 

= m(gg(A) )  = m(A).  

That is, the conditional distribution of W given V = v is U(0, 1). Since this 
distribution does not depend on v, W is independent of V and W ~ U(0, 1). On 
the other hand, if W ,~ U(0, 1) and independent of V, then for any (a, b) C (0, 1), 
there exist v E (0, 1) and A C (0, 1) such that (a, b) = H~(A). 

(b - a) = P I T  E (a, b)] = P[W E (a, b) I V = v] = P[g(U, v) E A] 

= FlU E Hvg(A)] = ] fv(u)du.  
JH ~(A) 
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This would imply tha t  f v  (u) = 1, for all 0 < u < 1. [] 

THEOREM 3.2. Let U and V be independent random variables distributed 
over (0, 1) with the continuous p.d.f, fv(u) and fy(v),  respectively. Then the 
followin 9 statements are equivalent: 

(i) U ~ V(0,  1). 
(ii) W1 = min(U/V, (1 - U)/(1 - Y)) ~ U(0, 1), and independent of V. 

(iii) W 2  = IU - VI(A/V  + (1 - A) / (1  - Y)) ~ V(0, 1), and independent of V, 
where A = I(y>v), the indicator function of V > U. 

(iv) W3 = U + V mod 1 ~ U(0, 1), and independent of Y. 

PROOF. From the definition of ~ and equations (2.2), (2.3) and (2.4), Theo- 
rem 3.2 follows immediately if we can show gl, g2 and g3 E ~. From Theorem 3.1, 
it is sufficient to show tha t  gl, 92 and 93 C ~ .  Note tha t  

g2(u,v) = m a x ( 1 -  -,u 1 -  1 

= 1 - m i n  ~ 1 

= 1 - gl (u, v). 

Since g E 7-/if and only if 1 - g E ~/, it suffices to prove tha t  gl and g3 belong to 
7-/. For 0 < w < 1, let A = (0, w). Then 

and 

H~ 1 (A) = (0, vw) U (1 - w + vw, 1), 

(0, w - v)  u (1 - v,  1),  
gv93(A) = ( 1 - v , l + w - v ) ,  

i f v < w  
if v > w .  

Clearly 
m(H~ I(A)) = w = m(H~3(A)), 

thus equation (2.5) is satisfied. 
Now l e t 0 < a < b < l .  Let 

a 
wl ---- (1 - b) ÷ a and A1 = (wl, 1). v l -  ( 1 - b ) + a '  

Also let 
v3 -- 1 - a, W 3 = b - a and A3 = ( 0 ,  W 3 ) .  

Clearly Hvg:(A1) = (a, b) -- Hyde(A3). Hence 91 and g3 C 7~. [] 

This theorem generalizes the well-known property tha t  if U and V are inde- 
pendent  and U ~ U(0, 1), then W -- U ÷ V mod 1 ~ U(0, 1), and W and V are 
also independent (see Theorem 2.1 of Stapleton (1963)). 
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4. Improving pseudo-random number generators 

It is well known that  no algorithm exists for generating truly uniform random 
variables. The above results can be used to improve the quality of generated 
pseudo-random numbers. 

THEOREM 4.1. Let U and V be two generated random variables with respec- 
tive densities f v  and fy ,  and let 

e l - -  sup Ifu(t)-iI, 
O<t<l 

e m :  sup I fvCt)  - 11. 
O < t < l  

Let W = g(U, V), W' -- g'(U, V) = g(V, U) and let fw ,  fw,  denote the p.d.f, of 
W and W I. 

(1) I fg  e IC., then (1 - el)(1 - e2) _~ fw(w)  ~_ (1 + et)(1 + e2). 
(2) I f  g e ~ ,  then  1 - el <_ f w ( w )  <_ 1 + el .  

(3) Ifg, g' E 7-l, then 1 - ele2 < fw(w) ,  fw,(w) ~ 1 + ele2. 

P ROOF. 

( 4 . 1 )  P(w ~ W ~ w ÷ h) = L 1 

Since g E ]C, 

For w E (0, 1), choose h > 0 such that w + h < 1. Then 

/H~ fv  (u)dufy (v)dv. 
(w,w+h) 

L t  ]H dudv = h. 
~(~,~+h) 

Using the fact that 1 - el __ fv(U) ! 1 + el and 1 - e2 _~ fy(v) _~ 1 + e2 in (4.1), 
we have 

f t  f (1 - e l ) ( 1 -  e2)dudv <_ P(w <_ W <_ w + h) 
J0 JH ~(w,w+h) 

/o1/  <_ (1 + el)(1 + e2)dudv. 
~(~,~+h) 

Therefore, 

(1-et)(1-e2)< P ( w < W < w + h )  <(l+el)(l+e2). 
- -  h - 

Part  (1) follows by letting h ~ 0. To prove (2), we use the fact that 1 - et _< 
fu(u) _~ 1 + el. From (2.5), fH~(~,w+h)du = h. Hence 

L1 ] (1 - el)dufw(v)dv <_ P(w < W <_ w + h) 
f 

JH ~(w,w-i-h) 

/ol/  (1 + el)dufy(v)dv. 
~(w,w+h) 
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Consequently, 

(1 - -  el) ( P(W < W < w + h) < (1 + El). 
- -  h - 

Part  (2) follows by letting h ~ 0. To prove (3), let 51(u) = fv(u) - 1 and 
52(v) -- fy(v) - 1 in (4.1). Then 

P(w <_ W <_ w + h) = [ (1 + 51(u) + 52(v) + 51(u)52(v) )dudv. 
JH 9(w,w+h) 

Using the fact that  f~ 52(v)dv -- 0, and g satisfies (2.5), we see that  

/. I ' / . I  1 52(v)dudv = 5~(v) dudv = h 52(v)dv = O. 
g(w,w+h ) av (w,w+h ) 

Similarly, since g~ satisfies (2.5), we have 

H 51(v)dvdu O. 
g(w,w÷h) 

Therefore, 

P(w < W < w + h) = f (1 + 5~(u)5~(v))dudv. 
JH g(w,w+h) 

Since 151(u)I <_ el and 152(v)l _< e2, we have 

(1 - el¢2)h _< P(w <_ W < w +  h) <_ (1 +~1~2)h. 

Part (3) follows easily. [] 

Theorem 4.1 provides a theoretical justification for the practice of generating 
U(0, 1) random numbers by taking the fractional parts of sums of pseudo-random 
numbers. Several authors have suggested combining several random number gen- 
erators to get a "more uniform" generator. Wichmann and Hill (1982) suggested 
adding three simple multiplicative congruential generators and taking the frac- 
tional part. They claimed that  this procedure "ironed out" the imperfections 
in the component variates. L'Ecuyer (1988) provided an empirical support  for 
Wichmann and Hill's procedure. Part (3) of Theorem 4.1 shows that  the true 
distribution of the fractional part of a sum of independent pseudo-random number 
is closer to U(0, 1) than each of the component pseudo-random variate. 

Marsaglia (1985) empirically compared several popular generators and con- 
cluded that  the combination generator is superior to others. Other authors such 
as Collings (1987) and Anderson (1990) also recommended the combination gener- 
ator. Brown and Solomon (1979), Marsaglia (1985) and Deng and George (1990) 
provided some theoretical justifications for combining pseudo generators to ob- 
tain a more uniform generator. Unfortunately~ these authors assume that  the 
individual generators are stochastically independent. This assumption cannot be 
justified theoretically. Deng et al. (1989, 1991) consider combining generators that  
are not necessarily independent. They showed that  such combined generators are 
asymptotically uniform and independent. 
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