
SOME CRITICAL ISSUES IN MAKING DECISIONS WITH PAIRWISE COMPARISONS 

EVANGELOS TRIANTAPHYLLOU1 and STUART H. MANN2

Assistant Professor, Department of Industrial and Manufacturing Systems Engineering, Louisiana State University, 

3134C CEBA Building, Baton Rouge, LA 70803-6409, U.S.A. 

E-mail: IETRIAN@LSUVM.SNCC.LSU.EDU 

2 Professor of Operations Research and Director a the School of Hotel, Restaurant and Recreation Management, 

The Pennsylvania State University, University Park, PA 16802, U.S.A. 

Abstract: Pairwise comparisons are the core of the AHP and provide an intuitive and efficient method in eliciting 

information for multi-criteria decision-making (MCDM) applications. However, there are a number of critical 

issues related to their application in solving a MCDM problem. The main challenges are: (i) how to quantify 

them, (ii) how to process the resulted reciprocal matrices, and (iii) how to process the decision matrices. This paper 

presents some of the alternative approaches proposed to solve the previous problems and discusses their relative 

effectiveness and limitations. 
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1. Introduction. 

The Analytic Hierarchy Process (AHP) is best illustrated by Saaty in [26] to [31]. The AHP has attracted 
the interest of many researchers mainly due to the nice mathematical properties of the method and the fact that the 
required input data are rather easy to obtain. The AHP is a decision support tool which can be used in solving 
complex decision problems. It uses a multi-level hierarchical structure of objectives, criteria, subcriteria, and 
alternatives. The pertinent data are derived by using a set of pairwise comparisons. These comparisons are used 
to obtain the weights of importance of the decision criteria, and the relative performance measures of the alternatives 
in terms of each individual decision criterion. If the comparisons are not perfectly consistent, then it provides a 
mechanism for improving consistency [44]. 

However, since the early days it became apparent that there are some problems with the way pairwise 
comparisons are used and the way the AHP evaluates alternatives. First, Belton and Gear in [2] observed that the 
AHP may reverse the ranking of the alternatives when an alternative identical to one of the already existing 
alternatives is introduced. In order to overcome this deficiency, Belton and Gear proposed that each column of the 
AHP decision matrix to be divided by the maximum entry of that column. Thus, they introduced a variant of the 
original AHP, called the revised-AHP. Besides the revised-AHP, other authors also introduced other variants of 
the original AHP (see, for instance, [16]). However, the AHP is the most widely accepted method and is considered 
by many as the most reliable MCDM method. 

The fact that rank reversal also occurs in the AHP when near copies are considered, has also been studied 
by Dyer and Ravinder [4] and Dyer and Wendell [5]. Saaty 129, 30] provided some axioms and guidelines on how 
close a near copy can be to an original alternative without causing a rank reversal. He suggested that the decision 
maker has to eliminate alternatives from consideration that score within 10 percent of another alternative. This 
recommendation was later sharply criticized by Dyer [6]. 

Dyer [6, 7] demonstrated that the original AHP may result in arbitrary rankings, even when no identical 
alternatives are considered. He also says that in some cases the AHP may yield results which may be highly 
correlated with the true performances of a consistent decision maker, and even provide an accurate ranking of 
alternatives in other special cases. However, the same author asserts that, in general, this cannot be guaranteed a 
priori. 
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Dyer attributed this problem to the principle of hierarchic composition, which is one of the main assumptions 

in the AHP. This principle assumes that the weights of the criteria do not depend on the alternatives under 

consideration. As an alternative approach, Dyer suggested that AHP be combined with utility theory. That paper 

by Dyer stimulated some responses by Saaty [31] and Harker and Vargas [11]. They expressed many concerns 

whether traditional utility theory can be combined with the AHP. 

As Winkler [42] remarked in a related technical note, utility theory is not a panacea. He cautions the reader 

to be careful in accepting alternative theories. Clearly, these problems are still controversial in decision theory. 

Some additional discussions on these truly important issues are due to Bell and Farquhar [1], Hogarth and Baler 

135], Weber and Carnerer [41], Munier [22], Fishburn and LaValle [10], and Sarin [25]. 

Many of the previous problems are not bound only in the AHP. They are present with any method which 

has to elicit information from pairwise comparisons. These problems can be divided into the following three 

categories: 

(i) How to quantify the pairwise comparisons, 

(ii) How to process the resulted reciprocal matrices, 

and (iii) How to process the decision matrices. 

Next, we consider some of the main ideas related with pairwise comparisons (or PCs). In the sections that follow, 

we consider each one of the previous challenges, and discuss some remedies which have been proposed to cope with 

the related difficulties. 

2. The Concept of the Pairwise Comparisons 

One of the most crucial steps in many decision-making methods is the accurate estimation of the pertinent 

data. This is a problem not bound in the AHP method only, but it is crucial in many other methods which need to 

elicit qualitative information from the decision-maker. Very often qualitative data cannot be known in terms of 

absolute values. For instance, what is the worth of the i-th alternative in terms of a political impact criterion? 

Although information about questions like the previous one is vital in making the correct decision, it is very difficult, 

if not impossible, to quantify it correctly. Therefore, many decision-making methods attempt to determine the 

relative importance, or weight, of the alternatives in terms of each criterion involved in a given decision-making 

problem. 

An approach based on pairwise comparisons which was proposed by Saaty (see, for instance, [26] and [28]) 
has long attracted the interest of many researchers. Pairwise comparisons are used to determine the relative 
importance of each alternative in terms of each criterion. In this approach a decision-maker has to express his 
opinion about the value of one single pairwise comparison at a time. Usually, the decision-maker has to choose his 
answer among 10-17 discrete choices. Each choice is a linguistic phrase. Some examples of such linguistic phrases 
are: "A is more important than B", or "A is of the same importance as B", or "A is a little more important than B", 
and so on. Our concern in this paper is not the wording of these linguistic statements, but, instead, the numerical 
values which should be associated with such statements. 

Thd main problem with the pairwise comparisons is how to Quantify the linguistic choices selected by the 
decision maker during their evaluation. All the methods which use the pairwise comparisons approach eventually 
express the qualitative answers of a decision maker into some numbers which, most of 'the time, are ratios of 
integers. A case in which pairwise comparisons are expressed as differences (instead of ratios) was used to define 
similarity relations and is described by Triantaphyllou in 1401. The next section examines the issue of quantifying 
pairwise comparisons. Since pairwise comparisons are the keystone of these decision-making processes, correctly 
quantifying them is the most crucial step in multi-criteria decision-making methods which use qualitative data. 

3. Problem #I: On the Quantification of Pairwise Comparisons 

Pairwise comparisons are quantified by using a scale. Such a scale is an one-to-one mapping between the 
set of discrete linguistic choices available to the decision maker and a discrete set of numbers which represent the 
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importance, or weight, of the previous linguistic choices. There are two major approaches in developing such 

scales. The first approach is based on the linear scale proposed by Saaty (1980) as part of the AHP. The second 

approach was proposed by Lootsma in [13], [14], and [15] and determines exponential scales. Both approaches 

depart from some psychological theories and develop the numbers to be used based on these psychological theories. 

3.1. Scales Defined on the Interval [9, 1/9] 

In 1846 Weber stated his law regarding a stimulus of measurable magnitude. According to his law a change 

in sensation is noticed if the stimulus,is increased by. a constant percentage of the stimulus itself (Saaty, [28]). That 

is, people are unable to make choices from an infinite set. For example, people cannot distinguish between two very 

close values of importance,,say 3.00 and 3.02. Psychological experiments have also shown that individuals cannot 

simultaneously compare more than seven objects (plus or minus two) (Miller, 121)). This is the main reasoning used 

by Saaty to establish 9 as the upper limit of his scale, 1 as the lower limit and a unit difference between successive 

scale values. 

The values of the pairwise comparisons are determined according to the scale introduced by Saaty in [28]. 

According to this scale (which we call Scalel), the available values for the pairwise comparisons are members of 

the set: {9, 8,7, 6,5, 4, 3, 2, 1, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, 1/8, 1/9}. The above numbers illustrate that the 

values for the pairwise comparisons can be grouped into the two intervals [9, I] and [1, 1/9]. As it was stated 

above, the values in the interval [9, 1] are evenly distributed, while the values in the interval [1, 1/9] are skewed 

to the right end of this interval. 

There is no good reason why for a scale defined on the interval [9, 1/9] the values on the sub-interval 19, 

1] should be evenly distributed. An alternative scale could have the values evenly distributed in the interval [1, 

1/9], while the values in the interval [9, 1] could be simply the reciprocals of the values in the interval [1, 1/9]. 

This consideration leads to the scale (which we call Scale2) with the following values: {9, 9/2, 9/3, 9/4, 9/5, 9/6, 

9/7, 9/8, 1, 8/9, 7/9, 6/9, 5/9', 4/9, 3/9, 2/9, 1/9}. This scale was originally presented by Ma and Zheng in [17].. 

In the second scale each successive value on the interval [1, 1/9] is (1 - 1/9) / 8 = 1/9 units apart. In this way, 

the values in the interval [I, 1/9] are evenly distributed, while the values in [9, I] are simply the reciprocals ofithe 

values in [1, 1/9]. It should be stated here that the notion of having a scale with a group of values evenly 

distributed, is followed in order to be in agreement with the same characteristic of the original Saaty scale. As it 

will be seen in the next section, other scales can be defined without having evenly distributed values. 

Besides the second scale, many other scales can be generated. One way to generate new scales is to 

consider weiphted versions between the previous two scales. That is, for the interval [1, 1/9] the values can be 

calculated using the formula: 

NewValue = Value(Scalel) + (Value(Scale2) - Value(Scalel) )*(a/100). 

where a can range from 0 to 100. Then, the values in the interval [9, 1] are the reciprocals of the above values. 

For a = 0 Scalel is derived, while for a = 100 Scale2 is derived. 

3.2. Exponential Scales 

A class of exponential scales has been introduced by Lootsma in [13] to [15]. The development of these 

scales is based on an observation in psychology about stimulus perception (denoted as ei). According to that 

observation, due to Roberts [23], the difference e„.„ - en must be greater than or equal to the smallest perceptible 

difference, which is proportional to en. As a result of Robert's observation the numerical equivalents of these 

linguistics choices need to satisfy the following relations: 

en.„ - en = e e n, (where E > 0) or: 

= (1 + e) eo = (1 + en., = 

= (I + e)"i eo, (where: eo = 1) or: en = e* 

In the previous expressions the parameter 7 is unknown (or, equivalently, e is unknown), since -y = + c), 

and e is the basis of the natural logarithms (please note that ei is just the notation of a variable). 

Another difference between exponential scales and the Saaty scale is the number of categories allowed by 

the exponential scales. There are only four major linguistically distinct categories, plus three so-called threshold 

categories between them. The threshold categories can be used if the decision maker hesitates between the main 

categories. For a more detailed documentation on psychophysics we refer the reader to Marks [18], Michon et al. 
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[19], Roberts [23], Zwicker [45], and Stevens and Hallowell Davis [24]. The reader will find that the sensory 

systems for the perception of tastes, smells, and touches follow the power law with exponents near 1. 

3.3. Evaluating Different Scales 

In order for different scales to be evaluated, two evaluative criteria were developed by Triantaphyllou et al. 

in [38]. Furthermore, a special class of pairwise matrices was also developed. These special matrices were then 

used in conjunction with the two evaluative criteria in order to investigate some stability properties of different 

scales. 

The first matrix is called the Real Continuous Pairwise matrix, or the RCP matrix. This matrix is 

configured by the actual pairwise comparisons of a given test problem. Next; a scale is used and the hypothesis 

that the decision maker is as accurate as possible is made. As result, a RCP matrix can be approximated by, what 

in [38] is called, the Closest Discrete Pairwise matrix or the CDP matrix. The CDP matrix may not be perfectly 

consistent. That is, the consistency index (CI) values of CDP matrices are not necessarily equal to zero (see also 

figure 1). More on this inconsistency, and some other important theoretical issues, can be found in Triantaphyllou 

et al. 136] and [38]. It is important to observe here that the CDP matrices are the reciprocal matrices with pairwise 

comparisons that a decision maker will construct if we assume that each of his pairwise comparisons is the closest 

possible to its actual real value. 

Recall that the decision maker is limited by the discrete values (i.e., the values from the set e provided to 

him by a scale). He can never know the actual values of his pairwise comparisons. He simply attempts to 

approximate them. In other words, we assume here that these approximations are the closest possible. Clearly this 

is a highly favorable assumption when one attempts to investigate the effectiveness of various scales. In [38] the 

previous two classes of matrices with pairwise comparisons were used in conjunction with two evaluative criteria 

to study the effectiveness of the previous scales. 

Two kinds of ranking inconsistency were examined. The first kind is "ranking reversal". The second 

kind is "ranking indiscrimination". In order to examine the effectiveness of various scales the concept of the 
CDP matrices can be used. That is, the ranking implied by a CDP matrix (which, as mentioned in the previous 
section, represents the best decisions that a decision maker can make) has to be identical with the actual ranking 
indicated by the corresponding original RCP matrix. Therefore, the following two evaluative criteria were 
introduced to investigate the effectiveness of any scale which attempts to quantify pairwise comparisons: 
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Figure 1. (from Triantaphyllou et at. [36]). 
Maximum, Average, and Minimum CI Values of Random CDP Matrices When the Original Saaty Scale is Used. 
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CRITERION I: 

Let A be a random RCP matrix with the actual values of the pairwise comparisons of N alternatives. 

Let B be the corresponding CDP matrix when some scale is applied. Then .the ranking yielded when 

the CDP matrix is used should not demonstrate any ranking inversions when the CDP ranking is 

compared with the ranking derived from the RCP matrix. 

CRITERION 2: 

Let A be a random RCP matrix with the actual values of the pairwise comparisons of N alternatives. 

Let B be the corresponding CDP matrix when some scale is applied. Then, the ranking yielded 

when the CDP matrix is used should not demonstrate any ranking indiscriminations when the CDP 

ranking is compared with ranking derived from the RCP matrix. 

Since the previous two ranking anomalies are independent of the scale under consideration or the method 

used to process matrices with pairwise comparisons, the previous two evaluative criteria can be used to evaluate anv 
scale and method. 

In Triantaphyllou et at. [38] the previous two evaluative criteria were applied as follows: First, a random 

RCP matrix was determined. Given that RCP matrix and a scale, the corresponding CDP matrix was found. Next, 
any ranking inversions or indiscriminations were recorded. This was done for matrices of different sizes. The 
resultant inversion and indiscrimination rates lead to the formulation of a decision problem as follows. Since there 
were a total of 78 different scales for which relative performance data in terms of the two evaluative criteria were 
obtained, it was concluded that this was a classical multi-criteria decision-making problem. That is, the 78 scales 
can be treated as the alternatives in this decision-making problem. The only difficulty in this consideration is how 
to assess the weights for the two evaluative criteria. Which criterion is the most important one? Which is the less 
important? Apparently these type of questions cannot be answered in a universal manner. 

The weights for these criteria depend on the specific application under consideration. However, one may 
argue that, in general, ranking indiscrimination is less severe than ranking reversal. Depending on how more critical 
ranking reversals are, one may want to assign a higher weight to the ranking reversal criterion. If both ranking 
reversal and ranking indiscrimination are equally severe then the weights of the two criteria are equal (i.e., they are 
set equal to 0.50). 

For the above reasons, the previous decision-making problem was solved for all possible weights of the two 
criteria. Criterion 1 was assigned weight W, while criterion 2 was assigned weight W2 = 1.00 - W1 (where 1.00 
> W, > 0.00). 

For each of these combinations of the weights of the two evaluative criteria, the decision-making problem 
was solved by using the revised Analytic Hierarchy Process (introduced by Belton and Gear [2]). In Triantaphyllou 
and Mann [34] the revised Analytic Hierarchy Process was found to perform better when it was compared with other 
multi-criteria decision-making methods. For each of the above decision-making problems the best and the worst 
alternative (i.e. scale) was recorded. 

The results regarding the best scales are depicted in figure 2. Similarly, the results regarding the worst 
scales are depicted in figure 3. In both cases the best or worst scales are given for different values of the weight 
for the first criterion (or equivalently the second criterion) and the size of the set. The computational results 
demonstrate that only very few scales can be classified either as the best or the worst scales. It is possible the same 
scale (for instance, scale 78) to be classified as one of the best scales for some values of the weight W, and also as 
the worst scale for other values of the weight W,. Probably, the most important observation is that the results 
illustrate very clearly that there is no sinEle scale which is the hest scale for all cases. Similarly, the results 
illustrate that there is no single scale which is the worst scale for all cases. However, according to these 
computational results, the best (or worst) scale can be determined only if the number N is known and the relative 
importance of the weights of the two evaluative criteria has been assessed. 
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4- Problem #2: Processing Reciprocal Matrices with PCs 

At this point it assumed that the decision-maker has determined the values of all the pairwise comparisons. 

That is, available are the values au (for i,j = 1,2,3,...,N), where au represents the relative performance of alternative 

A; when it is compared with alternative Al in terms of a single criterion. Given these values, the decision maker 

needs to determine the relative weights, say Wi (i=1,2,3,...,N), of the alternatives in terms of the single criterion. 

Saaty [28] has proposed a method which asserts that the desired weights are the elements of the right principal 

eigenvector of the matrix with the pairwise comparisons. This method has been evaluated under a continuity 

assumption by Triantaphyllou and Mann in [37]. Moreover, other authors have proposed alternative approaches. 

For instance, Chu, et al. in [3] observed that, given the data au, the values WI to be estimated are desired 

to have the following property: 

= W1/W. 

This is reasonable, since au is meant to be the estimate of the ratio W1/W. Then, in order to get the estimates for 

the W; given the data au, they proposed the following constrained optimization problem: 

N N 

minimize .9 = E E (aii Wi  - W1 ) 2
I=i j = 1 

subject to: EWI = 1, 
a = 

and Wi  > 0, for any i = 1, 2 , 3 . . . . . N. 

They also gave an alternative expression Si that is more difficult to solve numerically. Where: 

minimize S i  = - Wi /W1) 2 . 

In Federov et al. [8], a variation of the previous least-squares formulation was proposed. For the case of 

only one decision maker the authors recommended to use the following models: 

log a ii = log PT1 — log W. + Wi ) e 

and a ii = NJ / Wi  + 2 ( Wj ) 

where W; and WI are the true (and thus unknown) weights; Ti  (X, Z) and '17 2 (X, Z) are given positive 

functions (where X,Z > 0). The random errors eu are assumed to be independent with zero mean and unit variance. 

However, they fail to give a way of selecting the appropriate two previous positive functions. 

In the following paragraphs we present the main idea which was originally described in Triantaphyllou et 

al., [34]. In that treatment the assumption Of the human rationality is made. According to that assumption the 

decision maker is a rational person. Rational persons are defined here as individuals who try to minimize their 
regret [32], to minimize losses, or to maximize profit [43]. In the present context, minimization of regret of losses, 
or maximization of profit could be interpreted as the effort of the decision maker to minimize the errors involved 

in the pairwise comparisons 

As it was stated in the previous paragraphs, in the inconsistent case, the entry au of the matrix A is an 

estimate of the real ratio W1/W1. Since it is an estimate, the following is true: 

= (WiNdu, for ij = 1,2,3,...,N. (I) 

In the previous relation, du denotes the deviation of au from being a perfectly accurate judgment. Obviously, if du

= 1, the au value was perfectly estimated. From the previous formulation, we conclude that the errors involved 

in these pairwise comparisons are given by 

t u = d0 - 1.00, 

or by using (1) above, 

eu = a-U (W/W) - 1.00. (2) 

When the set of alternatives (or criteria) contains N elements, then N(N-I)/2 total pairwise comparisons need 
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to be estimated. The corresponding N(N-1)/2 errors are (after using relations (1) and (2)): 

cu = a (W/W) - 1.00, for ij -= 1,2,3 ..... N, and j > 1. (3) 

Since the Wi's are relative weights which (in most cases) have to add up to 1.00, the following relation should also 

be satisfied: 

E w• = 1.00, and WI > 0, for i = 1,2 ,3 . . . .. N . (4) 

When the data (e.g. the pairwise comparisons) are perfectly consistent, then relations (3) and (4) can be written as 

follows: 

B W = b. (5) 

The vector b has zero entries everywhere, except that the last entry is equal to 1.00; the matrix B has the following 

form (blank entries represent zeros): 
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The error minimization issue is interpreted in many cases (for instance, in regression analysis and in the 
linear least-square problem) as the minimization of the sum of squares of the residual vector r b - BW 1331. In 
terms of the previous formulation (5), this means that, in a real-life situation (i.e., when errors are not zero any 
more), the real intention of the decision maker is to minimize the following expression 

,-• 
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f 2 (x) = fi b — Bht, (6) 

which, apparently, expresses a typical linear least-square problem. 

In Triantaphyllou et al. 1351 all the previous methods were tested in terms of an example originally presented 

by Saaty in [26] and also later used by other authors (e.g., [3] and [8]). In that test it was found that the proposed 

human rationality approach results in much smaller residuals. Moreover, in the same study it was found, on 

thousands of randomly generated test problems, that the eigenvalue approach may result in considerably higher 

residual values than the proposed least-squares approach that uses the previous human rationality assumption. 

5. Problem #3: Processing the Decision Matrices 

In Triantaphyllou and Mann [34] the AHP, revised AHP, Weighted Sum Model (WSM) [9], and the 

Weighted Product Model (WPM) [20] were examined in terms of two evaluative criteria. That study focused on 

the last step of any MCDM method which involves the processing of the final decision matrix. That is, given the 

weights of relative performance of the decision criteria, and the performance of the alternatives in terms of each one 

of the decision criteria, then determine what is the ranking (or relative priorities) of the alternatives. 

As it was shown in Triantaphyllou and Mann [34], however,, these methods can give different answers to 

the same problem. Since the truly best alternative is the same retiardless of the method chosen, an estimation of 

the accuracy of each method is highly desirable. The most difficult problem that arises here is how one can evaluate 

a multi-dimensional decision-making method when the true best alternative is not known. Two evaluative criteria 

were introduced in [34] for the above purpose. 

The first evaluative criterion has to do with the premise that a method which is accurate in 

multi-dimensional problems should also be accurate in single-dimensional problems. There is no reason for an 

accurate multi-dimensional method to fail in giving accurate results in single-dimensional problems; since 
single-dimensional problems are special cases of multi-dimensional ones. Because the first method, the WSM, 

gives the most acceptable results for the majority of single-dimensional problems, the result of the WSM was used 
as the siandard for evaluating the other three methods in this context. 

The second evaluative criterion considers the premise that a desirable method should not change the 
indication of the best alternative when an alternative (not the best) Is replaced by another worse alternative (given 
that the importance of each criterion remains unchanged). 

In Triantaphyllou and Mann [34] the previous two evaluative criteria were applied on random test problems 
with the numbers of decision criteria and alternatives taking the values 3,5, 7, ..., 21. In those experiments it was 
found that all the previous four MCDM methods were inaccurate. Furthermore, these results were used to form 
a decision problem in which the four methods themselves were the alternatives. The decision criteria were derived 
by considering the two evaluative criteria. The numerical results (% of failure rates) are presented in the following 
table and are also depicted in figure 3. To our greatest surprise, one method would recofnmend another, rival 
method, as being the best method! However, the final results seemed to suggest that the revised AHP was the most 
efficient MCDM method of the ones examined. This was reported in Triantaphyllou and Mann [34] as a decision 
makine paradox. Finally, a different approach of evaluating the performance of the AHP and the revised AHP, 
by using the previous concept of the RCP and CDP matrices, is described by Triantaphyllou and Mann in [39]. 
In That treatment it was found that these two methods may yield dramatically inaccurate results (more than 80% of 
the time). 

Table I. 

Summary of the Computational Results (from [34]). 

, 
Criterion 

1 2 

Ceres with 

Number of lain 3 3 3 21 3 3 3 21 

Number . of criicr. 3 7 21 3 3 7 21 

Subcritcrion 2 3 100 101 102 103 200 

I
-- Method 

WPM 14.7 12.7 12.1 25.7 0 0 0 

AHP 8.2 10.5 12.3 10.9 0.16 0.26 0.26 0.02 

r, Rev. AIIP 7.4 8.2 8.8 3.0 0.50 0.50 0.50 0.60 
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Figure 4. (from [34]) 
Indication of the Best MCDM Method According to Different Approaches. 

6. Conclusions 

There is no doubt that pairwise comparisons offer a unique opportunity to effectively elicit information 

regarding qualitative data in MCDM problems. Although they were first proposed (in the way described in this 

paper) as part of the AHP method, they can be used to quantify data in many other MCDM methods. However, 

there are some inherent difficulties regarding the application of pairwise comparisons to MCDM methods. 

The present paper presented an overview Of some of the problems studied by the authors in the past. These 

problems can be divided into three classes: (i) problems in quantifying pairwise comparisons, (ii) problems in 

processing reciprocal matrices with pairwise comparisons, and (iii) problems regarding the processing of the data 

in the final decision matrix. 

Regarding the first class of problems, it was demonstrated by the authors and their associates in 

Triantaphyllou et al. [34] that there is no optimal way for quantifying pairwise comparisons. That is, there is no 

single scale which is always perfect. No matter what scale a decision maker uses, there is always potential for 

introducing inaccuracies. Of course, the effect of these inaccuracies on the quality of the final decision, depends 

on their magnitude. 

The second class of problems reveals that there is not a uniquely best way for extracting the relative 

priorities from a complete set of pairwise comparisons. Different assumptions on what the real intentions of the 

decision maker were (or ought to be) may lead to totally different relative priorities. A least squares method 

proposed by the authors in Triantaphyllou et al. [35] gave robust results (under an assumption of human rationality) 

but it is rather complicated to be easily applied in practice. 

Probably the most paramount conclusion is related to class (iii) of problems. Research by the authors has 

revealed that the AHP, revised AHP, WSM, and WPM methods may lead to incorrect conclusions, even if problems 

(i) and (ii) are not present. In Triantaphyllou and Mann [34] it was demonstrated that all the previous four 
methods may reach the wrong decision. 

The results presented in this paper should not be interpreted as a proof that pairwise comparisons are not 
an efficient and effective way for eliciting information about qualitative data. Instead, these results must be viewed 
as evidence to the contrary of what has been sometimes claimed in the literature. To find the truly best solution 
to a MCDM problem may never be humanly possible. The conclusions of the solution should be taken lightly and 
used only as indications to what may be the best answer. Although the search for finding the best MCDM method 
may never end, research in this area of decision making is still critical and very valuable. 
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