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SOME NEW DIFFERENCE SEQUENCES SPACES
DEFINED BY AN ORLICZ FUNCTION

TUNAY BILGIN

ABSTRACT. In this paper we introduce some new difference se-
quence spaces combining lacunary sequences and Orlicz func-
tions. We establish some inclusion relations between these
spaces.

1. INTRODUCTION

Let o and cdenote the Banach spaces of real bounded and convergent
sequences x = ( x;) normed by ||z|| = sup, |z;|, respectively.

A sequence of positive integers § = (k,) is called "lacunary” if ko= 0,

0 < kr < kpy1 and hy = ky — ky—1 — 00 as r — oo .The intervals
determined by 6 will be denoted by I,= (k,_1, k) and q,= k;/k,_1. The
space of lacunary strongly convergent sequence Ny was defined by Freedman
et al [5] as:

Ny ={x: lim, o h ! 3 |2; — 5| =0, for some s }

i€ly

An Orlicz function is a function M :[0,00) — [0,00) which is continuous,
non- decreasing and convex with M (0) = 0, M (x) > 0 for z > 0 and
M (x) — o0 as x — oo. If convexity of M is replaced by subadditivity, then
this function is called a modulus functions (see, Ruckle [13] ).

Let w be the spaces of all real or complex sequence x = ( x;) . Lindentrauss
and Tzafriri [8] used the idea of Orlicz function to defined the following
sequence spaces.

[e.0)

Iy ={x: ZM(‘*‘—;‘) < o0, p> 0}

=1

which is called an Orlicz sequence spaces [ is a Banach space with the
norm,

|;]

|zl = inf{p>0:§:M(—)§1}.

i—1 p
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Strongly almost convergent sequence was introduced and studied by Mad-
dox [10] and also independently by Freedman et al [5].

Parashar and Chaudhary [12] have introduced and examined some prop-
erties of the sequence spaces defined by using an Orlicz function M, which
generalized the well-known Orlicz sequence spaces [c,1,p] , [c,1,p], and
[c,1,p]- It may be noted here that the spaces of strongly summable se-
quences were discussed by Maddox [9].

Kizmaz [6] was defined the sequence spaces

loo(A) = { x= (x;) : sup|Az;| < o0 },

c(A) = { x =(a;) : lim; |Az; — s| = 0 for some s },

¢o (A) = { x =(x;) : lim; |Az;| = 0}, where Az; = (x; —x;41). Subsequently
difference sequence spaces has been discussed in Bilgin[2], Ahmad and Mur-
saleen [1] , Malkowsky and Parashar[11] Et and Basarir [3], Et and Colak
[4]and others. The purpose of this paper is to introduce and study a concept
of lacunary A -convergence using Orlicz function and to examine inclusion
relations among new spaces in the same way that c(A) is related to c.

Now we introduce the following sequence spaces:

Definition 1.1 Let M be an Orlicz function and p = (p; ) be any bounded
sequence of strictly positive real numbers. We have

wf(M.p)a ={x: limr—oo ! 2 M (2e)" =0, p> 0}

w? (M, p)a ={ x: lim, oo h7' > M ('Axf‘ﬂ) = 0,for some s, p > 0}
i€l
wl (M, p)a ={ x : sup, h;' 32 M(‘Am) < o0, p > 0},
i€l

7

where for convenince, we put M (%) instead of [M (%)}p CIfx e

wG(M ,D)A, we say that x is lacunary A -convergence to s with respect to
the Orlicz function M.

When M(x) = x, then we write wo(p)A, w?(p)a and w?, (p)a for the
spaces wi(M,p)a, w (M p)a and w? (M p)A, respectively. If p; = 1 for all
i, then wd(M,p)a, w? (M, p)a and wl (M, p)a reduce to wl(M)a, w? (M)a
and w?, (M) ,respectively.

The following inequality will be used troughout the paper;

(1.1) |ai + bi[”* < C(lag[” + [bi™)
where a; and b; are complex numbers , C = max(1,27~1), and H = sup
pi <00

2. Inclusion theorems

By using (1), it is easy to prove the following theorem.
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Theorem 2.1. Let M be an Orlicz function and p =(p; ) be a bounded
sequence of strictly positive real numbers. Then wg (M, p)a, w? (M, p)a and

9 (M, p)a are linear spaces over the set of complex numbers.

Theorem 2.2 Let M be an Orlicz function. If sup;(M (z))P < oo for all
fixed z > 0 then

w’(M,p)a C wl(M,p)a.
Proof. Let x € w?(M,p)a.There exists some positive p; such that

Az — 5|\ P
lim h,~ 1ZM<M> = 0.
T—00 pl
i€l
Define p = 2p;. Since M is non decreasing and convex ,by using (1.1), we

have
A Di A R Di
wph- 1ZM(’ xz\) - 1ZM(M)
r i€l p i€l P
Pi
}

<Cfsup, ;' ¥ M (Br=)™ 4 qup, pt py M (L)

zEr
< C{sup, h, Z; M('A“ 8') + sup, h, 1%} M(‘ ‘) } < oo.

Hence 2 € w? (M, p)a. This completes the proof.
Theorem 2.3. Let M be an Orlicz function and 0 < h = inf p;. Then
9 (M,p)a C wf(p)a if and only if

(1.2) TILIgO hot Z M ()P = 0
i€l
for some t > 0.
Proof. Let w? (M,p)a C wl(p)a. Suppose that (2) does not hold.
Therefore there are a subinterval I, r(m) of the set of interval I, and a number

A;il for all i, such that

to > 0, where ty =

(1.3) hemy 2 M ()" <K <oo,m=1,23,...
1€ (m)

Let us define x = (z;) as following

Az, = pto zel,,(m)
! { 0 . ¢ Ir(m)

Thus by (3), x€ w? (M,p)a. But x ¢ w(p)a. Hence (2) must hold.
Conversely, suppose that (2) holds and that x€ w? (M,p)a. Then, for
each r
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A Di
(1.4) 1ZM<‘ x”) < K < oo,
i€l

Suppose that x ¢ wf(p)a.Then, for some number 1 > ¢ > 0, there is a
\Apﬂ»‘z’\ S e

number i such that , for a subinterval I,., of the set of interval I,
for i> ig. From properties of the Orlicz function, we can write

M) > Miep
which contradicts (2), by using (4). Hence we get w? (M,p)a C wf(p)a.
This completes the proof.

Definition 2.1 An Orlicz function M is said to satisfy the As-condition
for all values of u, if there exists a constant L > 0 such that M(2u) <LM(u),
u>0.

It is also easy to see that always L > 2. The As- condition equivalent to
the satisfaction of inequality M(Tu) <LTu M(u) for all values of u and for
all T'> 1 ( see, Krasnoselskii and Rutitsky [7]).

Theorem 2.4 Let 0 < h = infp; < p; < supp; = H < oo. For

an Orlicz function M which satisfies As- condition , we have wi(p)a C

wh (M, p)a,w’ (p)a C w? (M, p)a and wl (p)a C wl(M,p)a.
Proof. Let x € w’(p)a. Then we have
ht S (‘AL;_S‘)Z)Z — 0 as r — oo, for some s.
i€l
Let € > 0 and choose ¢ with 0 < § < 1such that M (t) < e for 0 <t < 4.
We can write

1ZM('A””Z_ ')pi — ! 3 J\4(7|A‘"’”_S|)plﬁr

i€l iel, P
|Ax; —s|/p<é
Axi — s\ Pi
+h ! 3 M(i‘ i S’)
. p
1€ 1,
|Ax; —s|/p>6
For the first summation above, we 1mmediately write
_ Ax;—
ht . > M(' mp S') <max (g,e")
1€,
|Az; —s| /p<§

by using continuity of M. For the second summation, we will make following
procedure. We have

(2] (2
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Since M is non decreasing and convex, it follows that

|Azi—s] |Azi—s] 1 1 |Az;—s|
M (PBr=l) < mrn 4 (Bu=ed) o) < Im(2)+ du{e (Bu=sl) /6)
Since M satisfies Ao-condition , we can write

a (1Bsel) < g (Bnel) i) () o)
= o{(Bz=l) /5ym(2)

In this way, we write

[\ Pi
12]\4(|A%Z |) < max(e, ") +

i€l

+ max {1, [LM(2) /5] }hlz<m“”’ >

i€l p

Taking the limit as ¢ — 0 and 7 — oo, it follows that zcw?(M,p)a

Following similar arguments we can prove that wg (p)a C wg(M ,p)a and
whe(p)a C wl(M,p)a.

After step of this section, different inclusion relations among these se-
quence spaces are going to be studied. Now we have

Theorem 2.5. Let M be an Orlicz function. Then the following state-
ments are equivalent.
i) wl(p)a C wly(M,p)a
iD%@MCw(Mm
iii) sup, h, 1 > M (t)P" < oo for all ¢ > 0.

i€l

Proof. i) =i): Let (i) holds. To verify (ii), it is enough to prove

w(p)a C wl(p)a. Let x € wf(p)a. Then, there exist r > rg, for € > 0,

such that
Z (]Am,\ )pl

icl,
Hence there exists K > 0 such that

suph 12 <|A$z|) <K

i€l

So, we get x Ewgo(p)A
ii)=-1i1): Let (ii) holds. Suppose that (iii) does not holds. Then for some
t>0

suph ! Z M ()P = 0
i€l
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and therefore we can find a subinterval I, of the set of interval I, such
that

(1.5) Z M< > >m,m=1,2,3,..

ZGI

Let us define x = (z;) as followmg

_ )R i€l
A ‘{0 STy

Then = € wi(p)a but by (5), x ¢ wl (M,p)a, which contradicts (ii).
Hence (iii) must holds.

iii)= i): Let (iii) hold and zcw? (p)a. Suppose that x ¢ w’ (M,p)a.
Then for zcw?, (p)a

(1.6) suph ! Z M (’sz‘>

i€l p

Let t = % for each i, then by (6)

Sup h, ! Z M (t 00
ZEI’r

which contradicts (iii). Hence (i) must holds.

Theorem 2.6. Let M be an Orlicz function. Then the following state-
ments are equivalent.
D) w§(M,p)a C wh(p)a
i) wi(M,p)a C ul(p)a
iii) inf, h, ZM()pi>Oforallt>O.

i€l

Proof. i) =ii): It is obvious.
i1) =44i): Let (ii) holds. Suppose that (iii) does not holds. Then

inf, bt > M (t)?" = Ofor some t > 0,

i€l

and we can find a subinterval I, (,,) of the set of interval I, such that

) 1
-1 i _
(1.7) he(m) 'GIE M (m)P* < —m = 1,2,3,...
L&l (m)

Let us define x = (z;) as following

R pm ;1€ Ir(m)
Az = { 0 ) i ¢ Ir(m)

Thus, by (7) z€wf(M,p)a but x ¢ w’_ (p)awhich contradicts (ii). Hence
(iii) must holds.
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ii1) = 4): Let (iii) holds. Suppose that x€w(M,p)a. Therefore,

Pi
(1.8) 1ZM(‘Ax”) -0
i€l
as r — co. Again, suppose that x ¢ w(p)a for some number ¢ > 0 and
a subinterval I, of the set of interval I,., we have |A—;i‘ > ¢ for all i.
Then, from properties of the Orlicz function, we can write
M((E)" > ey
Consequently, by (8) we have
lim -1
r— 00 ZEZIT M (e
which contradicts (iii). Hence (i) must holds.

Finally, in this section, we consider that (p;) and (¢;) are any bounded
sequences of strictly positive real numbers. We are able to prove w?(M, q)a
C w?(M,p)a only under additional conditions.

Theorem2.7. i) If 0 < infp; < p; < 1 for all k, then w?(M)n C

we(M’p)A
ii) 1 <p; <sup p; = H < oo, then w? (M, p)a € w?(M)a
Proof. i) Let x € w?(M,p)asince 0 < infp; < p; <1 we get
o\ Pi
1ZM<‘A'%.Z S’><h 1ZM<‘A'%.Z S’>
i€l i€l p

and hence x € w?(M)a.
Let 1 < p; <supp; = H < oo, and x € w?(M)a. Then for each 0 < £ < 1
there exists a positive integer rg such that

A
1ZM<’ T ‘) <e<1
i€l
for all r > ry. This implies that

1ZM<|A%— )

i€l

Y 1ZM<|MZ_ |)
i€l
Therefore x € w?(M, p)a
Using the same technique as in Theorem 2 in [14], it is easy to prove the
following theorem.
Theorem 2.8. Let 0 < p; < ¢; for all i and let (¢; / p;) be bounded .
Then

w? (M, q)a € w? (M, p)a
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