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#### Abstract

It is well known that every Euclidean ring is a principal ideal ring. It is also known for a very long time that the converse is not valid. Counterexamples exist under the rings R of integral algebraic numbers in quadratic complex fields $\mathbb{Q}[\sqrt{-D}]$, for $D=19,43,67$, and 163. In conection with these counterexamples several results were published in an effort to make them somewhat more accessible. The aim of this note is to present and complete these results.
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## 0 . Introduction

It is well known that any Euclidean domain is a principal ideal domain, and that every principal ideal domain is a unique factorization domain.

The main examples of Euclidean domains are the ring $\mathbb{Z}$ of integers and the polynomial ring $K[x]$ in one variable $x$ over a field $K$. It is known that the polynomial ring $R[x]$ in one variable $x$ over a unique factorization domain $R$ is also a unique factorization domain. So the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ of all polynomials in $n \geq 1$ variables over $\mathbb{Z}$, and the polynomial ring $K\left[x_{1}, \ldots, x_{n}\right]$, in $n \geq 1$ variables over $K$, are also unique factorization domains. But, the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ for $n \geq 1$, and the ring $K\left[x_{1}, \ldots, x_{n}\right]$ for $n \geq 2$, are not principal ideal domains. Therefore, we have simple examples of unique factorization domains, that are not principal ideal domains. It is easy to see that any Euclidean domain is a principal ideal domain. But, usually, to show that the converse is not valid, one gives no counterexamples, or one refers to [3]. Unfortunately, for such examples one cannot find all details which could make those examples easy to understand, in [3].

The counterexamples exist under the rings $R$ of integral algebraic numbers in quadratic complex fields $\mathbb{Q}[\sqrt{-D}]$, for $D=19,43,67,163$, ( 6$], 1967$ ). Namely,

[^0]H. M. Stark in the mentioned article proved that under the rings $R$ of integral algebraic numbers in complex quadratic fields $\mathbb{Q}[\sqrt{-D}]$, exactly those for $D=$ $1,2,3,7,11,19,43,67$, and 163 , are principal ideal domains, and it is well known (see ( $[2], 1962$, Th. 246, p. 213) that the first five of these rings are also Euclidean domains.

Toward the end of the 20th century some articles ([8, 1973; [1] 1988) were published in which for one of the remaining four rings (for that with $D=19$ ) it was proved that it is a principal ideal, but not a Euclidean domain. In another article ([7, 1975), taking in account that all remaining rings $R$ (for $D=19$, 43,67 , and 163) are principal ideal domains, it was proved that none of those rings are Euclidean domains. The last proof is somewhat simpler than the corresponding proof in [8] because in this first proof some non-essential details were omitted.

Both of these proofs are based on a theorem from 3. The corresponding proof in [1] is not directly based on the cited theorem, but it is essentially not different from the proof in [7].

The proofs in [8] and [1] that, for $D=19$, the ring $R$ is a principal ideal domain, differ slightly, and are based on a theorem in [7, which is due to Dedekind and Hasse.

So, in view of [8] and [1], respectively [7, we have one, respectively four, counterexamples of rings which are principal ideals, but not Euclidean domains. Those counterexamples are easier to understand and there are no other such counterexamples under the rings $R$ of integral algebraic numbers in the complex quadratic fields $\mathbb{Q}[\sqrt{-D}]$.

Let us remark that under rings $R$ of integral algebraic numbers in the complex quadratic fields $\mathbb{Q}[\sqrt{-D}]$ there are such rings that are not unique factorization domains (for instance, for $D=5$ ).

The aim of this article is to present all of the mentioned results from [8, [7, and [1]. For this purpose we first describe (Section 1) the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$ and the ring $R$ of integral algebraic numbers $R$ in this field. Then we give some basic facts (Section 2) about Euclidean, "almost Euclidean", and principal ideal domains, including the two mentioned theorems from [3] which we will use in the last section (Section 3). The last section contains all mentioned and some other examples and counterexamples, from which those which are well known were only mentioned.

## 1. The ring $R$ of all integral algebraic numbers in the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$

First we are concerned with the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$ and with the ring $R$ of all algebraic integers in this field.

Let $\mathbb{Q}$ be the field of rational numbers, and $D$ be a positive integer without square factors greater than 1 . Then $\sqrt{-D}=i \sqrt{D}$ is a root of the monic quadratic equation

$$
(X-\sqrt{-D})(X-\overline{\sqrt{-D}})=0
$$

with the rational coefficients:

$$
1,-(\sqrt{-D}+\overline{\sqrt{-D}})=0, \sqrt{-D} \cdot \overline{\sqrt{-D}}=D
$$

hence, an algebraic number of degree 2.

Theorem 1.1. The set

$$
\mathbb{Q}[\sqrt{-D}]=\{a+b \sqrt{-D} \mid a, b \in \mathbb{Q}\}
$$

is a subfield of the field $\mathbb{C}$ of all complex numbers, actually the smalest subfield containing $\mathbb{Q}$ and $\sqrt{-D}$.

Proof. For $a=0$ and $b=1$, we have

$$
\sqrt{-D}=0+1 \cdot \sqrt{-D} \in \mathbb{Q}[\sqrt{-D}]
$$

and for $a \in \mathbb{Q}$ and $b=0$,

$$
a=a+0 \cdot \sqrt{-D} \in \mathbb{Q}[\sqrt{-D}] \text {, i.e. } \mathbb{Q} \subseteq \mathbb{Q}[\sqrt{-D}] .
$$

Obviously, $\mathbb{Q}[\sqrt{-D}]$ is closed under addition and conjugation. Since

$$
\sqrt{-D} \cdot \sqrt{-D}=-D \in \mathbb{Q} \subseteq \mathbb{Q}[\sqrt{-D}]
$$

the set $\mathbb{Q}[\sqrt{-D}]$ is also closed under multiplication. Therefore, $\mathbb{Q}[\sqrt{-D}]$ is a commutative ring with unity element 1.

In particular, $\mathbb{Q}[\sqrt{-D}]$ is a vector space over the field $\mathbb{Q}$. This space has a basis $\{1, \sqrt{-D}\}$, hence the dimension

$$
\operatorname{dim}_{\mathbb{Q}} \mathbb{Q}[\sqrt{-D}]=2 .
$$

An element

$$
\alpha=a+b \sqrt{-D} \in \mathbb{Q}[\sqrt{-D}] \backslash\{0\}
$$

has in $\mathbb{C}$ an inverse

$$
\alpha^{-1}=(\alpha \bar{\alpha})^{-1} \bar{\alpha} .
$$

But,

$$
\alpha \bar{\alpha}=a^{2}+b^{2} D \in \mathbb{Q}, \alpha \bar{\alpha} \neq 0,
$$

i.e.

$$
(\alpha \bar{\alpha})^{-1} \in \mathbb{Q}, \text { hence }(\alpha \bar{\alpha})^{-1} \cdot \bar{\alpha} \in \mathbb{Q}[\sqrt{-D}] .
$$

This means $\alpha^{-1} \in \mathbb{Q}[\sqrt{-D}]$, and so $\mathbb{Q}[\sqrt{-D}]$ is a field.

Definition 1.1. The field $\mathbb{Q}[\sqrt{-D}]$ is called the complex quadratic field of algebraic numbers.

Definition 1.2. For an element $\alpha \in \mathbb{Q}[\sqrt{-D}]$ we say that it is an algebraic integer if the monic quadratic equation

$$
(x-\alpha) \cdot(x-\bar{\alpha})=0
$$

has all coefficients in $\mathbb{Z}$ :

$$
1,-(\alpha+\bar{\alpha}), \alpha \bar{\alpha} \in \mathbb{Z}
$$

That is true for

$$
\alpha=a+b \sqrt{-D}, \quad(a, b \in \mathbb{Z})
$$

since

$$
\alpha+\bar{\alpha}=2 a \in \mathbb{Z}, \alpha \bar{\alpha}=a^{2}+b^{2} D \in \mathbb{Z}
$$

But, in the case that

$$
\begin{equation*}
D \equiv-1(\bmod 4), \text { i.e. } D=4 k-1(k \geq 1) \tag{*}
\end{equation*}
$$

an algebraic number

$$
\alpha=a+b \sqrt{-D} \in \mathbb{Q}[\sqrt{-D}]
$$

can be an algebraic integral number also when

$$
a \notin \mathbb{Z} \text { and/or } b \notin \mathbb{Z}
$$

In this case we must have

$$
\alpha+\bar{\alpha}=2 a \in \mathbb{Z}, \text { i.e. } a=\frac{2 a_{1}+1}{2}\left(a_{1} \in \mathbb{Z}\right)
$$

and

$$
\alpha \bar{\alpha}=a^{2}+b^{2} D=a_{1}^{2}+a_{1}+\frac{1}{4}+b^{2} 4 k-b^{2} \in \mathbb{Z}
$$

hence

$$
a=a_{1}+\frac{1}{2}, b=b_{1}+\frac{1}{2}, \quad\left(a_{1}, b_{1} \in \mathbb{Z}\right)
$$

Under the additional condition $(*)$, the algebraic number

$$
\begin{aligned}
\alpha & =a_{1}+\frac{1}{2}+\left(b_{1}+\frac{1}{2}\right) \sqrt{-D} \\
& =\left(a_{1}-b_{1}\right)+\left(2 b_{1}+1\right)(1+\sqrt{-D}) / 2, \quad\left(a_{1}, b_{1} \in \mathbb{Z}\right),
\end{aligned}
$$

is also an integral algebraic number. In particular, for $a_{1}=b_{1}=0$,

$$
\theta=\frac{1}{2}(1+\sqrt{-D}) \in \mathbb{Q}[\sqrt{-D}]
$$

is an algebraic integer.
Thus, the following theorem is true:
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Theorem 1.2. If the condition (*) is fulfilled, then for the set of all algebraic integers in $\mathbb{Q}[\sqrt{-D}]$

$$
R=\{a+b \theta \mid a, b \in \mathbb{Z}\},
$$

holds, and otherwise, only

$$
R=\{a+b \sqrt{-D} \mid a, b \in \mathbb{Z}\}
$$

holds. In both cases $R$ is an integral domain with unity element 1. In the first case

$$
\theta=(1+\sqrt{-D}) / 2
$$

is a root of the monic quadratic equation

$$
X^{2}-X+k=0
$$

where $k$ is the rational integer in ( $*$ ), and $\sqrt{-D}$ is a root of the monic quadratic equation

$$
X^{2}+D=0
$$

Definition 1.3. The ring $R$ in Theorem 1.2. is called the ring of algebraic integers in the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$.

This ring is closed under conjugation, since

$$
\bar{\theta}=k-\theta, \text { respectively } \overline{\sqrt{-D}}=-\sqrt{-D} .
$$

In the ring $R$ of algebraic integers in $\mathbb{Q}[\sqrt{-D}]$ we have the mapping

$$
\varphi: R \rightarrow \mathbb{Z}, \quad \varphi(\alpha)=\alpha \bar{\alpha},(\alpha \in R)
$$

with the properties:

$$
\varphi(\alpha) \geq 0, \quad \varphi(\alpha)=0 \Leftrightarrow \alpha=0
$$

ii)

$$
\varphi(\alpha \beta)=\varphi(\alpha) \cdot \varphi(\beta), \quad(\alpha, \beta \in R)
$$

From $i i$ ), it follows
ii')

$$
\varphi(\alpha \beta) \geq \varphi(\alpha), \quad(\alpha, \beta \in R, \beta \neq 0)
$$

Using the mapping $\varphi$, which has the first two properties of the Euclidean norm in the definition of the Euclidean domain, we can determine the set $\mathcal{U}$ of all unities in $R$.

For the unity element 1 of $R$ we have obviously, $\varphi(1)=1$. Therefore, for $u \in \mathcal{U}$, from

$$
u \mid 1 \text { and } 1 \mid u, \quad(u \neq 0)
$$

we have, taking ii') into account, $\varphi(u)=1$.
If

$$
R=\{a+b \sqrt{-D} \mid a, b \in \mathbb{Z}\},
$$

from $\varphi(u)=1$, it follows:

$$
u=a+b \sqrt{-D} \Leftrightarrow a^{2}+b^{2} D=1,
$$

i.e. for $D>1$,

$$
a^{2}=1, b^{2}=0, \text { hence } a= \pm 1, b=0
$$

and, for $D=1$, i.e. in the case of the ring $R=\{a+b i \mid a, b \in \mathbb{Z}\}$, of Gaussian integers it follows

$$
a^{2}=1, b^{2}=0 \vee a^{2}=0, b^{2}=1,
$$

hence

$$
a= \pm 1, b=0 \vee a=0, b= \pm 1
$$

That means

$$
\begin{gathered}
\mathcal{U}=\{1,-1\},(D>1), \\
\mathcal{U}=\{1,-1, i,-i\},(D=1) .
\end{gathered}
$$

Now let

$$
D \equiv-1(\bmod 4), \text { i.e. } D=4 k-1(k \geq 1)
$$

i.e.

$$
R=\{a+b \theta \mid a, b \in \mathbb{Z}\} .
$$

Then for

$$
u=a+b \theta, \quad(a, b \in \mathbb{Z})
$$

we have

$$
1=\varphi(u)=(a+b / 2)^{2}+b^{2} D / 4=a^{2}+a b+b^{2} k
$$

respectively

$$
1=\varphi(\bar{u})=\varphi(a+b-b \theta)=(a+b)^{2}-a b+b^{2}(k-1) .
$$

If $k>1$, then for $a \cdot b \geq 0$, it follows

$$
b^{2}=0, a^{2}=1, \quad \text { i.e. } a= \pm 1, b=0
$$

respectively for $a \cdot b \leq 0$,

$$
b=0,(a+b)^{2}=1, \quad \text { i.e. } a= \pm 1, b=0
$$

since (for $k \geq 2$ ) we can not have

$$
b^{2}=1,(a+b)^{2}=0, \quad a b=0
$$

in view of the contradiction

$$
a=-b, \text { and } a=0 .
$$

It remains to check the case when $k=1$. In this case, for $a \cdot b \geq 0$, we have

$$
a^{2}+a b+b^{2}=1
$$

i.e.

$$
a^{2}=1, b=0 \vee a^{2}=0, b^{2}=1,
$$

hence

$$
a= \pm 1, b=0 \vee a=0, b= \pm 1
$$

For $a \cdot b \leq 0$, we have

$$
(a+b)^{2}-a b=1
$$

hence

$$
(a+b)^{2}=1, a b=0 \vee(a+b)^{2}=0, a b=-1
$$

That means

$$
a= \pm 1, b=0 \vee a=0, b= \pm 1 \vee a= \pm 1, b=\mp 1
$$

The unities of $R$ essentially determine the structure of the ring $R$. Therefore, the foregoing (known) results we state in the form of the following theorem:

Theorem 1.3. The ring $R$ of all algebraic integers in the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$ has the following unities:

1) If $D \not \equiv-1(\bmod 4)$,

$$
\begin{gathered}
u= \pm 1 \vee u= \pm i,(D=1) ; \\
u= \pm 1,(D>1) .
\end{gathered}
$$

2) If $D \equiv-1(\bmod 4)$, i.e. $D=4 k-1,(k \geq 1)$,

$$
u=a+b \theta,
$$

where:
i) $a= \pm 1, b=0 \vee a=0, b= \pm 1 \vee a= \pm 1, b=\mp 1,(k=1)$;
ii) $a= \pm 1, b=0,(k>1)$.

## 2. Euclidean, almost Euclidean, principal ideal, and unique factorization domains

First we recall the following well-known definitions:
Definition 2.1. A domain $\mathbb{D}$ with unity element $e$ is said to be a principal ideal domain if every ideal $A$ of $\mathbb{D}$ is a principal ideal, i.e. if it is generated by one element $\alpha \in \mathbb{D}$,

$$
A=(\alpha)=\mathbb{D} \cdot \alpha
$$

Definition 2.2. For a domain $\mathbb{D}$ we say it is a Euclidean domain if on $\mathbb{D}$ we can define a mapping $\varphi: \mathbb{D} \rightarrow \mathbb{Z}$, with the following three properties:
i) $\varphi(\alpha) \geq 0, \quad \varphi(\alpha)=0 \Leftrightarrow \alpha=0$;
ii) $\quad \varphi(\alpha \beta)=\varphi(\alpha) \cdot \varphi(\beta),(\alpha, \beta \in \mathbb{D})$;
iii) for each $\alpha, \beta \in \mathbb{D}, \beta \neq 0$, there exist $\gamma, \rho \in \mathbb{D}$ such that

$$
\alpha=\beta \gamma+\rho, \quad \varphi(\rho)<\varphi(\beta)
$$

called the Euclidean norm.

Let us remark that from ii) follows
ii') $\varphi(\alpha \beta) \geq \varphi(\alpha),(\alpha, \beta \in \mathbb{D}, \beta \neq 0)$.
The condition ii') is usually taken instead of ii) in the definition of the Euclidean domain.
Since in iii),

$$
\rho=0 \Leftrightarrow \beta \mid \alpha
$$

and

$$
\rho \neq 0 \Leftrightarrow 0<\varphi(\alpha-\beta \gamma)<\varphi(\beta)
$$

we can replace the condition iii) in definition 2.2. by
iii') for all $\alpha, \beta \in \mathbb{D}, \beta \neq 0, \varphi(\alpha) \geq \varphi(\beta), \beta \mid \alpha$ or there is $\gamma \in \mathbb{D}$ such that

$$
0<\varphi(\alpha-\beta \gamma)<\varphi(\beta)
$$

Thereby, the assumption $\varphi(\alpha) \geq \varphi(\beta)$ is not essential since for $\varphi(\alpha)<\varphi(\beta)$, we can take $\gamma=0$ and $\rho=\alpha$, to get iii).
Usually, in the definition of the Euclidean domain it is explicitly assumed that $\mathbb{D}$ has a unity element. This is not necessary, since it is well-known that the existence of a unity element follows automatically. Namely, (in view of $\mathbb{D} \neq\{0\}$ ) the set

$$
\{\varphi(\alpha) \mid \alpha \in \mathbb{D}, \alpha \neq 0\}
$$

is a non-empty subset of $\mathbb{N}$, and therefore there exists a minimal element

$$
\varphi(\lambda)=\min \{\varphi(\alpha) \mid \alpha \in \mathbb{D}, \alpha \neq 0\}
$$

From this it follows that

$$
\varphi(\alpha) \geq \varphi(\lambda),(\alpha \in \mathbb{D}, \alpha \neq 0)
$$

and therefore, then there exists no element $\gamma \in \mathbb{D}$ with

$$
0<\varphi(\alpha-\lambda \gamma)<\varphi(\lambda)
$$

hence we have

$$
\lambda \mid \alpha, \text { i.e. } \alpha=\lambda \gamma .
$$

In particular,

$$
\lambda \mid \lambda, \text { i.e. } \lambda=e \lambda,(\text { for some } e \in \mathbb{D}) \text {. }
$$

But, then

$$
\alpha e=e \lambda \gamma=\lambda \gamma=\alpha,
$$

and $e \in \mathbb{D}$ is the unity element of $\mathbb{D}$.
The idea arises to replace the condition iii') by the somewhat weaker condition iii") for all $\alpha, \beta \in \mathbb{D}, \beta \neq 0, \varphi(\alpha) \geq \varphi(\beta), \beta \mid \alpha$ or there exist $\delta, \gamma \in \mathbb{D}$ such that

$$
0<\varphi(\alpha \delta-\beta \gamma)<\varphi(\beta)
$$

In this way we can generalize the notion of a Euclidean domain:
Definition 2.3. For a domain $\mathbb{D}$ with a unity element we say that it is an almost Euclidean domain, if it is possible to define on $\mathbb{D}$ a mapping $\varphi: \mathbb{D} \rightarrow \mathbb{Z}$, with the properties $i$ ), $i i^{\prime}$ ), and iii"), called the Dedekind-Hassean norm.

The following theorem is well known:
Theorem 2.1. Every Euclidean domain is a principal ideal domain.
Proof. The well-known proof of this theorem we will adapt a little to the condition iii').
Let $A$ be an ideal of $\mathbb{D}$. If $A=\{0\}$, then $A=(0)$ is a principal ideal. If $A \neq\{0\}$, then there exists

$$
\varphi(\beta)=\min \{\varphi(\alpha) \mid \alpha \in A, \alpha \neq 0\}
$$

Since $\mathbb{D} \beta \subseteq A$, it suffices to prove that for all $\alpha \in A, \alpha \neq 0$ we have

$$
\beta \mid \alpha \text {, i.e. } \alpha \in \mathbb{D} \beta \text {, since surely } 0 \in \mathbb{D} \beta \text {. }
$$

By the choice of the element $\beta, \beta \neq 0$ and $\varphi(\alpha) \geq \varphi(\beta)$. If $\beta \nless \alpha$, then according to iii') there exists $\gamma \in \mathbb{D}$, such that

$$
0<\varphi(\alpha-\beta \gamma)<\varphi(\beta)
$$

This is not possible, since $\alpha-\beta \gamma \in A$ and $\alpha-\beta \gamma \neq 0$.
From the above proof we derive the proof of the following theorem, which in view of the condition $i i i$ "), differs only in taking

$$
0<\varphi(\alpha \delta-\beta \gamma)<\varphi(\beta)
$$

instead of

$$
0<\varphi(\alpha-\beta \gamma)<\varphi(\beta),
$$

and thereby $\alpha \delta-\beta \gamma \in A$. That means, the following theorem is also true.

Theorem 2.2. Every almost Euclidean domain $\mathbb{D}$ is a principal ideal domain.
This generalization of Euclidean to almost Euclidean domain has its own reason. Theorem 2.2 is known (ev. without the term "almost Euclidean domain"), and is due to Dedekind and Hasse (see [3], p. 100 and [1], pp. 868, 870). This theorem will be used in the proof of Theorem 3.4 ( Section 3.).

It is known that the following theorem is valid.
Theorem 2.3. Every principal ideal domain $\mathbb{D}$ is a unique factorization domain.

Therefore in any principal ideal domain $\mathbb{D}$ we can define a mapping $\varphi: \mathbb{D} \rightarrow \mathbb{Z}$ with the properties i) and ii) given in Definition 2.3. It is sufficient to take

$$
\begin{gathered}
\varphi(\alpha)=0,(\alpha=0) \\
\varphi(\alpha)=2^{n_{1}+\cdots+n_{i}}, \quad\left(\alpha=p_{1}^{n_{1}} \cdots p_{i}^{n_{i}}\right),(\alpha \neq 0) .
\end{gathered}
$$

But such a mapping $\varphi$ also has the property iii"). Actually, if for $\alpha, \beta \in \mathbb{D}, \beta \neq$ $0, \varphi(\alpha) \geq \varphi(\beta)$, we have $\beta \mid \alpha$, and in this case there is nothing to prove. On the other hand, if $\beta \nless \alpha$ :

$$
(\alpha, \beta)=(\alpha \delta-\beta \gamma), \quad(\text { for some } \delta, \gamma \in \mathbb{D})
$$

and

$$
0<\varphi(\alpha \delta-\beta \gamma)<\varphi(\beta)
$$

follows. Namely,

$$
\alpha \delta-\beta \gamma \neq 0, \text { in view of } \beta \neq 0
$$

and

$$
\varphi(\alpha \delta-\beta \gamma)<\varphi(\beta)
$$

since

$$
(\alpha \delta-\beta \gamma) \mid \alpha, \beta
$$

and if

$$
\varphi(\alpha \delta-\beta \gamma)=\varphi(\beta)
$$

then

$$
\alpha \delta-\beta \gamma \sim \beta
$$

hence

$$
\beta \mid \alpha, \quad \text { since } \quad(\alpha \delta-\beta \gamma) \mid \alpha
$$

That means the converse of Theorem 2.2 is valid too, i.e.
Theorem 2.4. A domain $\mathbb{D}$ is an almost Euclidean domain if and only if $\mathbb{D}$ is a principal ideal domain.

We close this section with the following theorem needed in the last section.

Theorem 2.5. Let $\mathbb{D}$ be a domain that is not a field (hence $\mathbb{D} \backslash(\mathcal{U} \cup\{0\}) \neq \emptyset)$. If there exists no $\beta \in \mathbb{D} \backslash(\mathcal{U} \cup\{0\})$, such that for all $\alpha \in \mathbb{D}, \beta \mid(\alpha-\rho)$ for some $\rho \in \mathcal{U} \cup\{0\}$, then $\mathbb{D}$ is not a Euclidean domain.

Proof. Suppose on the contrary, that the domain $\mathbb{D}$ satisfying the conditions of the theorem is a Euclidean domain. Then there exists

$$
\varphi(\beta)=\min \{\varphi(\alpha) \mid \alpha \in \mathbb{D} \backslash(\mathcal{U} \cup\{0\})\}
$$

Since $\beta \neq 0$, then for every $\alpha \in \mathbb{D}$, there exist $\delta, \gamma \in \mathbb{D}$ such that

$$
\alpha=\beta \gamma+\rho, \varphi(\rho)<\varphi(\beta) .
$$

But, then, by choosing $\beta \in \mathbb{D}$, we have $\rho \in \mathcal{U} \cup\{0\}$, i.e.

$$
\beta \mid(\alpha-\rho) \text { for some } \rho \in \mathcal{U} \cup\{0\}
$$

a contradiction.

## 3. Some counterexamples

The most important examples of Euclidean domains are the ring $\mathbb{Z}$ of rational integers and the polynomial ring $K[x]$ in one variable $x$ over a field $K$.

The following theorem is well-known:
Theorem 3.1. If $\mathbb{D}$ is a unique factorization domain, then the polynomial ring $\mathbb{D}[x]$ in one variable (and therefore in finitely many variables) over $\mathbb{D}$ is a unique factorization domain too.

In particular, the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right],(n \geq 1)$ as well as the ring $K\left[x_{1}, \ldots, x_{n}\right]$, $(n \geq 1)$ is a unique factorization domain. But, for $n \geq 1$, the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$, and for $n \geq 2$, the ring $K\left[x_{1}, \ldots, x_{n}\right]$ are not principal ideal domains.

Thus, there are simple counterexamples proving that the converse of Theorem 3.1 is not true.

On the contrary, as we mentioned in the introduction, for a very long time, we have not had any simple counterexample that could prove in an understandable manner that there exist principal ideal domains which are not Euclidean domains.
For the ring $R$ of algebaraic integers in the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$ Stark ( 6,1967 ) proved that $R$ is a principal ideal domain, exactly in the cases when:

$$
D=1,2,3,7,11,19,43,67, \text { and } 163
$$

Otherwise, it is known (see [2], Th. 246, p. 213) that the first five of these domains are also Euclidean domains. For the sake of completness we will prove now this known result:

Theorem 3.2. For $D=1,2,3,7$, and 11, the ring $R$ of algebraic integers in the field $\mathbb{Q}[\sqrt{-D}]$ is a Euclidean domain with the Euclidean norm $\varphi, \varphi(\alpha)=\alpha \bar{\alpha}$.

Proof. For nonzero elements $\alpha, \beta$ in $R$, we have $\alpha \cdot \beta^{-1}=x+i y \sqrt{D}$ in $\mathbb{Q}[\sqrt{-D}]$. Let $x$ and $y$ belong to the unit intervals $\left[u_{1}, u_{2}\right]$ and $\left[v_{1}, v_{2}\right]$, respectively, where $u_{i}, v_{j}$ are rational integers.
If $D=2$, then we can choose $u+i v \sqrt{2}$ in $R$ such that $|x-u| \leq 1 / 2$ and $|y-v| \leq 1 / 2$, and so

$$
\alpha=(x+i y \sqrt{2}) \beta=(u+i v \sqrt{2}) \beta+((x-u)+i(y-v) \sqrt{2}) \beta
$$

with

$$
\varphi(((x-u)+i(y-v) \sqrt{2}) \beta)<\varphi(\beta)
$$

If $D=1,3,7$ or 11 , then we can find $u+i v \sqrt{D}$ in $R$ such that $|x-u| \leq 1 / 2$ and $|y-v| \leq 1 / 4$.
Namely, if $x$ belongs to the first, respectively to the second, half of $\left[u_{1}, u_{2}\right]$, and $y$ belongs to the first, respectively to the fourth, quarter of $\left[v_{1}, v_{2}\right]$, then we can choose $u=u_{1}$, respectively $u=u_{2}$, and $v=v_{1}$, respectively $v=v_{2}$. Finally, if $y$ belongs to the second or to the third quarter of $\left[v_{1}, v_{2}\right]$, we can take $u=\left(u_{1}+u_{2}\right) / 2$ and $v=\left(v_{1}+v_{2}\right) / 2$. Then we have

$$
\alpha=(x+i y \sqrt{D}) \cdot \beta=(u+i v \sqrt{D}) \cdot \beta+((x-u)+i(y-v) \sqrt{D}) \cdot \beta
$$

with

$$
\begin{aligned}
\varphi(((x-u)+i(y-v) \sqrt{D}) \cdot \beta) & =\left(|x-u|^{2}+|y-v|^{2} D\right) \cdot \varphi(\beta) \\
& =(4+D) / 16 \cdot \varphi(\beta)<\varphi(\beta) .
\end{aligned}
$$

For the ring $R$ with $D=19$ (with $D=19,43,67$, and 163 ) it is not difficult to prove that it is a principal ideal, but not a Euclidean domain. The proofs in 8 and [1] that $R$, for $D=19$, is a principal ideal domain are based on Theorem 2.3 and differ only in the proof of the following theorem:

Theorem 3.3. The ring $R$ of algebraic integers in the complex quadratic field $\mathbb{Q}[\sqrt{-19}]$ is an almost Euclidean domain.

Proof. Since $D=4 \cdot 5-1$,

$$
R=\{a+b \theta \mid a, b \in \mathbb{Z}\}
$$

and $R$ has the set of all unities

$$
\mathcal{U}=\{1,-1\} .
$$

Moreover, on $R$ we define the mapping

$$
\varphi: R \rightarrow \mathbb{Z}, \quad \varphi(\alpha)=\alpha \bar{\alpha},(\alpha \in R)
$$

with properties i) and ii) from Definition 2.2. We prove that $\varphi$ has the property iii) too. Let $\alpha, \beta \in R, \beta \neq 0$ and $\varphi(\alpha) \geq \varphi(\beta)$. If $\beta \mid \alpha$, we have nothing to prove. Otherwise, we have to prove that there exist $\delta, \gamma \in R$, such that

$$
0<\varphi(\alpha \delta-\beta \gamma)<\varphi(\beta)
$$

This is equivalent to

$$
0<\varphi((\alpha / \beta) \delta-\gamma)<\varphi(1)
$$

In the proof of the last relation, we will follow the proof from [8]. For

$$
\alpha, \beta \in R, \alpha \neq 0, \beta \neq 0, \beta \nless \alpha,
$$

we have

$$
\alpha / \beta=(a+b \sqrt{-19}) / c, \quad(a, b, c \in \mathbb{Z}, \quad(a, b, c)=1) .
$$

Therefore $c>1$, since for $c=1, \alpha / \beta \in R$, i.e. $\beta \mid \alpha$.
Suppose that $c \geq 5$, and choose the rational integers $d, e, f, q, r$ so that

$$
\begin{gathered}
a e+b d+c f=1, \\
a d-19 b c=c q+r,|r|<c / 2 .
\end{gathered}
$$

This is possible, since $\mathbb{Z}$ is a Euclidean domain, hence also a principal ideal domain, and $(a, b, c)=1$. We set now

$$
\delta=d+e \sqrt{-19}, \gamma=q-f \sqrt{-19} .
$$

Then

$$
(\alpha / \beta) \delta-\gamma=(a+b \sqrt{-19})(d+e \sqrt{-19}) / c-(q-f \sqrt{-19})=r / c+\sqrt{-19} / c
$$

The complex number

$$
r / c+\sqrt{-19} / c \neq 0
$$

and moreover

$$
\varphi((r+\sqrt{-19}) / c)=\left(r^{2}+19\right) / c^{2}<1
$$

in view of

$$
|r| \leq c / 2 \text { and } c \geq 5
$$

Namely, for $c \geq 6$,

$$
\begin{aligned}
\left(r^{2}+19\right) / c^{2} & \leq\left(c^{2} / 4+19\right) / c^{2}=1 / 4+19 / c^{2} \\
& \leq 1 / 4+19 / 36=112 / 144<1
\end{aligned}
$$

and for $c=5,|r| \leq 2$, i.e.

$$
\left(r^{2}+19\right) / c^{2} \leq(4+19) / c^{2}=23 / 25<1 .
$$

It remains to check the cases $c=2, c=3$, and $c=4$, which will be considered separately:
i) $c=2$. From $\beta \nless \alpha$ and $(a, b, c)=1$ it follows that $a, b$ are of different parities.

We set

$$
\delta=1, \text { and } \gamma=[(a-1)+b \sqrt{-19}] / 2=[(a-1)-b] / 2+b \theta .
$$

Surely, $\delta, \gamma \in R$. Moreover,

$$
(\alpha / \beta) \delta-\gamma=1 / 2 \neq 0
$$

and has the norm

$$
\varphi((\alpha / \beta) \delta-\gamma)=\varphi(1 / 2)=1 / 4<1
$$

ii) $\underline{c=3}$. Then $(a, b, c)=1$ implies

$$
a^{2}+19 b^{2} \equiv a^{2}+b^{2} \not \equiv 0(\bmod 3)
$$

Let

$$
\delta=a-b \sqrt{-19}, \quad \gamma=q
$$

where

$$
a^{2}+19 b^{2}=3 q+r, \quad r=1 \text { or } r=2
$$

Then

$$
(\alpha / \beta) \delta-\gamma=r / 3 \neq 0
$$

and has the norm

$$
\varphi((\alpha / \beta) \delta-\gamma)<1
$$

iii) $c=4$. In this case $a$ and $b$ are not both even. If they are elements of different parities

$$
a^{2}+19 b^{2} \equiv a^{2}-b^{2} \not \equiv 0(\bmod 4)
$$

Let

$$
\delta=a-b \sqrt{-19}, \quad \gamma=q
$$

where

$$
a^{2}+19 b^{2}=4 q+r, \quad 0<r<4
$$

Then

$$
(\alpha / \beta) \delta-\gamma=r / 4 \neq 0
$$

and has the norm

$$
\varphi((\alpha / \beta) \delta-\gamma)<1
$$

If $a, b$ are both odd, then

$$
a^{2}+19 b^{2} \equiv a^{2}+3 b^{2} \not \equiv 0(\bmod 8)
$$

Let

$$
\delta=(a-b \sqrt{-19}) / 2=(a+b) / 2-b \theta \in R, \quad \gamma=q,
$$

where

$$
a^{2}+19 b^{2}=8 q+r, \quad 0<r<8
$$

Then

$$
(\alpha / \beta) \delta-\gamma=r / 8 \neq 0,
$$

and

$$
\varphi((\alpha / \beta) \delta-\gamma)<1
$$

So, Theorem 3.3. has been proved.

The proofs of the theorems in [8, [7], and [1], asserting that certain $R$ in $\mathbb{Q}[\sqrt{-D}]$ are not Euclidean domains differ slightly, but only those in [8] and [7] are directly based on Theorem 2.5.

Following [7] we will now prove the theorem:
Theorem 3.4. The ring $R$ of algebraic integers in the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$ is not a Euclidean domain for $D=19,43,67$, and 163.

Proof. Since

$$
D \equiv-1(\bmod 4), \text { i.e. } D=4 k-1,(k=5,11,17,41)
$$

in view of Section 2.

$$
R=\{a+b \theta \mid a, b \in \mathbb{Z}\}
$$

is an integral domain with unity element 1 and the set of unities

$$
\mathcal{U}=\{1,-1\} .
$$

Moreover, the mapping

$$
\varphi: R \rightarrow \mathbb{Z}, \quad \varphi(\alpha)=\alpha \bar{\alpha}, \quad(\alpha \in R),
$$

has the properties i) and ii) of the Euclidean norm.
Here we modify somewhat the proof from [7. If $R$ were a Euclidean domain with a Euclidean norm $\psi$, then there would exist

$$
\psi(\beta)=\min \{\psi(\alpha) \mid \alpha \in R \backslash(\mathcal{U} \cup\{0\})\}, \quad(\beta \in R, \beta \neq 0),
$$

and for every $\alpha \in R$, we would have

$$
\alpha=\beta \gamma+\rho, \text { for some } \gamma, \rho \in R, \rho=0 \vee \psi(\rho)<\psi(\beta),
$$

i.e.

$$
\beta \mid(\alpha-\rho), \rho \in \mathcal{U} \cup\{0\}=\{1,-1,0\} .
$$

In particular, this would be true for $\alpha=2$, and so we would have

$$
\beta \mid 2 \text { or } \beta \mid 3, \text { since } \beta \nmid 2-1=1 \text {. }
$$

From now on we follow again the proof from (7). But, 2 and 3 are not reducible in $R$. Namely, if

$$
2=(a+b \theta)(c+d \theta),(a+b \theta \notin \mathcal{U}, c+d \theta \notin \mathcal{U})
$$

then

$$
4=\varphi(2)=\varphi(a+b \theta) \varphi(c+d \theta)
$$

i.e.

$$
2=\varphi(a+b \theta)=\varphi(c+d \theta)
$$

since

$$
1 \neq \varphi(a+b \theta) \in \mathbb{Z}, 1 \neq \varphi(c+d \theta) \in \mathbb{Z}
$$

From this it follows that

$$
\begin{aligned}
2 & =\varphi(a+b \theta)=(a+b / 2+\sqrt{-D} b / 2)(a+b / 2-\sqrt{-D} b / 2) \\
& =a^{2}+a b+b^{2} / 4+(4 k-1) b^{2} / 4=a^{2}+a b+b^{2} k .
\end{aligned}
$$

Hence, for $a b \geq 0$, in view of $k \geq 5, b=0$, and for $a b \leq 0$,

$$
\begin{aligned}
2 & =\varphi(a+b \theta)=\varphi(a+b \bar{\theta})=\varphi(a+b-b / 2-\sqrt{-D} b / 2) \\
& =(a+b-b / 2)^{2}+(4 k-1) b^{2} / 4=(a+b)^{2}-a b+b^{2}(k-1),
\end{aligned}
$$

hence, $b=0$ also.
Similarly, we could prove $d=0$, and hence $2=a b$, would be a nontrivial presentation of 2 in $\mathbb{Z}$ as a product of primes, which is impossible.
Similarly one can prove that 3 is not reducible in $R$.
We have had

$$
\beta \mid 2 \text { or } \beta \mid 3,
$$

and so

$$
\beta= \pm 2 \text { or } \beta= \pm 3 .
$$

But, none of these four numbers can divide

$$
\theta, \theta+1, \theta-1
$$

for otherwise

$$
\begin{aligned}
\beta \mid \theta & \Rightarrow \varphi(\beta) \mid \varphi(\theta) \\
\beta \mid(\theta+1) & \Rightarrow \varphi(\beta) \mid \varphi(\theta+1) \\
\beta \mid(\theta-1) & \Rightarrow \varphi(\beta) \mid \varphi(\theta-1)
\end{aligned}
$$

This is impossible, since

$$
\varphi(\beta)=4 \text { or } \varphi(\beta)=9,
$$

and

$$
\begin{aligned}
\varphi(\theta) & =(1 / 2+\sqrt{-D} / 2)(1 / 2-\sqrt{-D} / 2)=1 / 4+(4 k-1) / 4=k \\
\varphi(\theta+1) & =(3 / 2+\sqrt{-D} / 2)(3 / 2-\sqrt{-D} / 2)=9 / 4+k-1 / 4=k+2 \\
\varphi(\theta-1) & =(-1 / 2+\sqrt{-D} / 2)(-1 / 2-\sqrt{-D} / 2)=1 / 4+(4 k-1) / 4=k .
\end{aligned}
$$

Let us remark, that in this proof we have not used Theorem 2.5. Why was this theorem then used in [7] In the proof given in 7] one takes an arbitrary element $\beta \in R \backslash(\mathcal{U} \cup\{0\})$ with the property

$$
\beta \mid(\alpha-\rho) \text { for each } \alpha \in R \text { and some } \rho \in(\mathcal{U} \cup\{0\}) \text {. }
$$

For such an element $\beta$ all remaining arguments in the above proof are valid, and thus such $\beta \in R \backslash(\mathcal{U} \cup\{0\})$ does not exist.
In view of Theorem $2.5 R$ is not a Euclidean domain.
It is clear that this small modification of the proof of Theorem 3.4. used later in [1, was not used in [7]. By this modification one cannot get much more, since the proof that for

$$
\varphi(\beta)=\min \{\varphi(\alpha) \mid \alpha \in R \backslash(\mathcal{U} \cup\{0\})\},(\beta \in R, \beta \neq 0),
$$

we have

$$
\beta \mid(\alpha-\rho) \text { for all } \alpha \in R, \alpha \neq 0 \text { and some } \rho \in(\mathcal{U} \cup\{0\}),
$$

is actually equivalent to the proof of Theorem 3.5.
We will close this article with another well-known counterexample.
In view of the mentioned result of Stark there are not many rings $R$ of algebraic integers in the complex quadratic field $\mathbb{Q}[\sqrt{-D}]$ which are principal ideal domains. It is known that the ring $R$ for $D=5$ is not a unique factorization domain. Namely, in this ring

$$
\mathcal{U}=\{1,-1\} \text { and the numbers } 3,2+\sqrt{5}, 2-\sqrt{5}
$$

are not irreducible, and

$$
9=3 \cdot 3=(2+\sqrt{5})(2-\sqrt{5})
$$

are nonequivalent presentations of 9 as a product of non-reducible elements.
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