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Abstract: In this paper we deal with an original technically oriented model for cognitive semantics. As the expected area of

application we focus on the process of extraction of modal linguistic summaries from data managed by autonomous com-

ponents of ambient systems and intelligent environments. As such, the cognitive semantics is defined for a particular case

of modal natural language statements with epistemic modalities. The statements of interest are built with natural language

operators, representing epistemic modalities (related to the main cognitive states of knowledge certainty: full certainty,

strong belief and epistemic possibility), and natural language connectives of equivalence. Furthermore, an approach to their

effective processing by autonomous computational systems is designed. An internal architecture of the autonomous com-

putational component is designed with respect to modular model for natural language processing with separate modules for

epistemic and semantic memory storage and processing. An original theoretical concept underlying the model of semantic

memory is a holon defined as a collection of complementary linguistic protoforms. Finally, we provide several illustrative

computational examples of linguistic summaries’ extraction, based on artificial and real data.

Key words: linguistic description, linguistic summary, natural language connective, equivalence, epistemic modality, natu-

ral language engineering, autonomous system

I. INTRODUCTION

Over the last years linguistic summaries have become

an important concept, intensively studied by data scien-

ces. Such popularity results from the fact that linguis-

tic summaries are an effective way of producing compact

and human-friendly representations of data collections with

which human end users can naturally cope in the context

of modern smart environments and modern systems [8, 50].

Moreover, modern IT systems have become strongly inter-

twined with Big Data paradigm and related models [40],

where ability to generate user-friendly responses is highly

important.

Up to now multiple classes of linguistic summaries have

been elaborated and utilized, each tailored to a particu-

lar data semantics and specific application domains. Fortu-

nately, despite the fact that these applications are diverse,

strongly case-related and highly dependent on a particular

data meaning, it is still possible to design their clear cate-

gorization. A theoretical concept, which proves to be use-

ful for an effective differentiation between distinct groups

of linguistic summaries, is the concept of protoform [23].

It is worth mentioning, that the concept of protoform in the

context of linguistic summaries has already been applied.

In each practical case a protoform was understood as an
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abstracted prototype of a more general structure, i.e. an un-

derlying members of a group of natural language (summa-

rizing) statements, mutually interrelated by their shape and

content. Often practically interesting hierarchies of proto-

forms were also defined and applied.

However what seems to be the main drawback of proto-

forms application, is the fact that there exists no unified lan-

guage of precise representation of protoforms in data in-

tensive systems. Below, we indirectly illustrate this draw-

back by the fact that four different linguistic summaries ap-

proaches specify different schemes of protoforms.

Although it is usually not directly stated, it is still worth

mentioning that the concept of protoform is in many ways

related to linguistics. For instance, to some extent it corre-

sponds to the well-known concept of derivation tree. How-

ever, for the sake of this study, it is significant and interest-

ing that there exists a strong theoretical relation between the

concept of protoforms and the paradigm of cognitive linguis-

tics [10], as well as interactive linguistics. The latter, lesser

known in the mainstream of linguistic research, is based on

an original MIC theory developed by Włodarczyk and Wło-

darczyk in CELTA1, and provides the information technol-

ogy field with valuable and methodologically effective ap-

proach to natural language modelling and analysis [2].

The suggested relation between the protoform, linguis-

tic summary, and the paradigms of cognitive and interactive

linguistics seems to be especially promising and helpful for

practical applications. Namely, particular models of natural

language processing, developed with respect to both theo-

retical paradigms, provide valuable support for the analysis,

design and implementation of these components of ambient

systems and smart environments, in which autonomous pro-

duction of natural (semi-natural) language-based linguistic

summaries is assumed as a desirable functionality of the sys-

tem.

In this paper we present several results from research and

development efforts to design, implement and verify an orig-

inal computational model for processing modal linguistic

summaries complying with the assumptions of mutual influ-

ence between different technologies, supporting the analysis,

design, and implementation of ambient systems and intelli-

gent environments, and the paradigms of cognitive and in-

teractive linguistics. In particular, we focus on specific mo-

dels of cognitive semantics dedicated to particular classes

of (semi)natural language statements built using natural lan-

guage connectives of equivalence and (auto)epistemic opera-

tors of knowledge, believe and possibility2. Preliminary re-

sults for the analysis of this class of modal sentences, some-

times only partially in line with the paradigms of cogni-

tive and interactive linguistics, were published elsewhere,

e.g. [34, 43-45]. In this study we take into account additional

elements, conceptual and theoretical, that increase the degree

of consistency between the commonsense semantics of nat-

ural language equivalence-based modal statements and their

technical counterparts of our interest.

The paper is organized into six major sections, followed

by a short conclusion of the presented research.

Section II presents a brief overview and comparison of

four groups of linguistic summarizations of knowledge. For

each group a set of related protoforms is given and adequate

source publications are cited. Moreover, the main concep-

tual difference between fuzzy-theory related and epistemic

modality-based summaries is pointed out. In general, this

section locates our original research in a broader context of

similar projects, subject to the fact that the other research

into linguistic summaries does not involve the concept of

epistemic modality as am important aspect of communica-

tion.

Section III illustrates several examples of practical con-

texts, in which modal linguistic summaries are built from

natural language operators of epistemic modality and sen-

tence connectives of equivalence are used as natural lan-

guage representations of summaries knowledge. Special at-

tention is paid to explanation of specific conditions, in which

the use of the latter linguistic means is natural and necessary

to capture the actual cognitive state of an autonomous sys-

tem, carrying out a linguistic summary.

Section IV introduces a formal model for autonomous

systems capable of producing the aforementioned modal

linguistic summaries. A dedicated architecture of the au-

tonomous systems is described, including a detailed presen-

tation of computational submodules for episodic and seman-

tic memory management. At the general level of function-

ality, the episodic memory is treated as data corpus – to be

linguistically summarized, while semantic memory plays the

role of a specialized module for managing protoforms and

internal representations of extracted linguistic summaries.

Section V provides a detailed presentation and discus-

sion of the core theoretical concept underlying the produc-

tion of modal linguistic summaries built with natural lan-

guage connectives of equivalence and modal operators of

knowledge, belief and possibility. In particular, focusing on

the underlying concept called cognitive semantics of modal

statement.

Section VI illustrates the behaviour of the presented ap-

proach through several computational examples and depicts

1 Centre de Linguistique Théorique et Appliquée, Université Paris Sorbonne-Paris IV.
2 In natural languages auto-epistemic operators are used in such statements as I know that X. I believe that Y, or I find it possible that X.. Importantly,

extraction and production of the aforementioned statements is realised by autonomous, interactive and data intensive knowledge processing systems. It is

worth underlying, that in all of the aforementioned linguistic cases the first person singular form is an apparent characteristics and necessity. However, it

is quite obvious that communicating auto-epistemic modalities is a far more complex issue. Namely, it is necessary to remember that the auto-epistemic

modality is indirectly assigned to multiple statements without a direct application of the first person singular, e.g. It is possible that X.. It is enough to note

that the concept of auto-epistemic modality becomes inevitable if the statement is referred to (and interpreted within) a subjective perspective – internally

developed by this statement’s uttering subject.
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how commonsense consistency of extracted linguistic sum-

maries is realized in the proposed computational model.

II. BRIEF OVERVIEW AND DISCUSSION OF

RELEVANT RESEARCH

For the purposes of our study, we find it sufficient to

briefly overview only four groups of linguistic summaries,

already developed (to various extent), studied and utilized in

multiple contexts of Big Data, as well as ambient intelligent

systems and smart environments. As aforementioned, each

of the four groups can be naturally defined by the related

protoform (set of protoforms) used.

II. 1. Fuzzy conditional summaries

The first class consists of statements being instances of

the following two protoforms, having the form of general-

ized conditional structure:

IF x is A THEN x is B. (1)

IF x is Ai THEN y is Bj with possibility Ri;j . (2)

Historically, these semi-natural language statements

were usually referred to as linguistic knowledge rather than

linguistic summaries. However, it is quite obvious that in-

stances of both protoforms (1) and (2) are compact and

human-friendly linguistic representations of relations estab-

lished over data, spoken (or written) in a particular natu-

ral language. Usually, they are used as approximate linguis-

tic descriptions for behavioural algorithms of systems, auto-

matically identified from corpora (collections) of numerical

data [26].

Examples of linguistic summaries being instances of

protoform (1) are:

• IF x is Small THEN y is Small,

• IF x is Small THEN y is Big,

and protoform (2):

• IF x is Big THEN y is Small with possibility 0.1,

• IF x is Big THEN y is Big with possibility 0.9.

There exist multiple, already classic, works dealing with

fundamental problems of linguistic summaries derived from

protoforms of conditional-structured linguistic summaries

(e.g. [42, 49, 51] or [41]). Modelling and analysis of com-

monsense interpretability of the summaries is included.

It is necessary to mention that in many ways all research

on conditional-structured linguistic summaries refers to the

well-known concept of linguistic variable [20], which seems

especially relevant to our study.

II. 2. Yager’s original approach and its developments

Strong theoretical research and practical developments

also related to the second group of popular linguistic sum-

maries that was originally introduced by Yager [47] and sub-

stantially extended in many subsequent works, e.g. [16-18].

The main protoforms underlying the second group of lin-

guistic summaries are as follows:

QR′s are S. (3)

QBR′s are S. (4)

where Q denotes a linguistic quantifier, R points at a set of

objects, in a broad sense B defines a subset of R, and F is

(a name of) a property attributed to objects from R. In con-

sequence, summaries derived from these protoforms are lin-

guistically quantified propositions [22].

Examples of linguistic summaries being instances of

protoform (3) are:

• Most trees are high.

• Some trees are very old.

and protoform (4):

• Some active sensors are highly overheated.

• All young employees are very well paid.

Again, this line of research is apparently rooted in the

original concept of linguistic variable [20], too, and in many

ways is related to Zadeh’s paradigm of computing with

words [13, 24, 25].

II. 3. Linguistic summaries of periodical data

The third group of relatively well studied linguistic sum-

maries can be in a way treated as a generalization of the pre-

vious group. However, the new element is the included as-

pect of time. In particular, the semantics of summarized data

in this case is in various ways temporally labelled.

An example of related protoform of our interests is:

Prec1T ime x is Pdt with a period of Prec2Unit. (5)

where Prec1 and Prec2 are precision adverbs, T ime is

a time contextualisation expression, Pdt is a linguistic term

for particular periodicity assessment, and Unit represents

a particular time period. Variable x refers to a particular

event.

Examples of instances of linguistic summaries, derived

from protoform (5), are:

• During the first decade, the phenomenon is periodic

with a period of about 1 week.

• From 10 a.m. to 12 a.m., the signal is highly periodic

with a period of more or less 10 seconds.

Over the last years, the group of temporally-related lin-

guistic summaries has been an object of intensive theore-

tical study and application-oriented development. Although

the body of results is still rather modest, as compared to pre-

viously mentioned groups of linguistic summaries, however,

it consists of strong computational models (see [11, 14, 15]

for interesting and valuable examples). Again, all of them

are in many ways related to the original concept of linguis-

tic variable [20] and Zadeh’s paradigm of computing with
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words [13, 24, 25].

II. 4. Modal linguistic summaries

The fourth group of linguistic summaries relevant to

our study to be briefly communicated in this discussion we

choose the set of (semi-)natural language statements derived

from the following protoforms, already considered in our

previous research, e.g. [37-39]:

Π(o is S).

Π(o exhibits S).
(6)

Π(o is not P).

Π(o does not exhibit P).
(7)

Π(o is P and is Q).

Π(o exhibits P and exhibits Q).
(8)

Π(o is P and is not Q).

Π(o exhibits P and does not exhibit Q).
(9)

Π(o is not P and is Q).

Π(o does not exhibit P and exhibits Q).
(10)

Π(o is not P and is not Q).

Π(o does not exhibit P and does not exhibit Q).
(11)

where Π is instantiated by an (auto)epistemic operator of

knowledge certainty (uncertainty), and P and Q are prop-

erties attributed to object o.

A collection of (auto)epistemic modalities3 considered

in [37-39] consisted of the following three linguistic opera-

tors to communicate epistemic modality:

• the language phrase I know that... for verbal (or writ-

ten) presentation of epistemic certainty (further for-

malized by Know(.)).

• the language phrase I believe that... for verbal (or writ-

ten) presentation of slightly reduced certainty (further

formalized by Bel(.)).

• the language phrase It is possible that... for verbal (or

written) presentation of distinctly reduced certainty

(further formalized by Pos(.)).

As aforementioned, the indirect usage of the first per-

son singular is not a coincidence, i.e. in this way potential

receivers are informed that the communicated content is ex-

tracted from a strictly subjective cognitive perspective of an

autonomous system.

Possible illustrative examples of linguistic summaries,

derivable from protoforms (8)-(11) are:

• I know that the object o is luminous if and only if it

has a high temperature.

• I believe that the object o is not luminous if and only

if it does not have a high temperature.

• It is possible that the object o is luminous if and only

if it does not have a high temperature.

The fact why instances of natural language statements

derivable from protoforms (8)-(11) can (and should) be

treated as linguistic summaries of some data is discussed in

the following sections.4

It is worth mentioning that with a high degree of certainty

it can be assumed that the three types of epistemic modality

are captured by (and communicable with) the majority (if

not all) contemporary natural languages.

Finally, it should be underlined that a regular theory re-

garding modal linguistic summaries has already been devel-

oped. It supports the way in which this class of summariz-

ing statements can be evaluated against their pragmatic ade-

quacy and commonsense consistency, and further applied to

practical contexts. Such support is ensured by an original

theory of modal language grounding (the grounding theory

for short) which was presented in parts elsewhere: detailed

sub-theories of natural language grounding relevant to proto-

forms (6)-(7) in [30, 36] and sub-theories related to proto-

forms (8)-(11) in [29, 31, 32, 35].

II. 5. Comparing of linguistic summaries –

commonsense meaning and unconventional applications

At the general level the pragmatic function of the four

classes of linguistic summaries (derivable from the presented

cases of protoforms) seems to be similar, i.e. to commu-

nicate summarized knowledge about an aspect of a domain

by means of natural language statements. However, there

exists an important underlying difference between the first

three classes of linguistic summaries and the latter one (de-

rived from protoforms (6)-(11)).

Similarly as in [1], we assume the following list of ele-

ments involved in creation of linguistic descriptions and

derivable from the first three classes of protoforms:

Input data

usually collections of numeric data, possibly with an

associated temporal and/or spatial component, defined

as input variables.

Linguistic variables

defined on the input variable domain as a set of fuzzy

sets which label and categorize that domain. Each la-

bel in a linguistic variable is associated to a mathe-

matical fuzzy definition in the form of a membership

function.

Fuzzy quantifiers

These are also defined via fuzzy membership func-

tions.

3 See [19] for a comprehensive presentation and discussion of the concepts.
4 See [39] to find out examples of complex, more extended and particular domain-related statements, formulated in a natural language, with a modal

linguistic summary as their core element.
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Evaluation criteria

used to discriminate the most adequate linguistic de-

scriptions (linguistic summarization), e.g. the data

coverage degree, the sentence fulfillment degree, the

relevance and the description length.

Protoform

an abstract prototype for particular linguistic sum-

maries of interest, used as a base for natural language

statement derivation.

A similar, but not the same, list of elements can be pro-

posed for the class of modal linguistic statements, based on

sub-theories discussed in papers [29-32, 35, 36]:

Input data

collections of data (not necessarily numeric), usually

with an associated temporal and/or spatial component.

Linguistic variables

defined on the input variable domain as a set of crisp

sets which label and categorize that domain. Again,

each label in a linguistic variable is associated to

a crisp definition in the form of a membership func-

tion. In general, it is a set of properties’ names, where

each name of a property is associated to a particular

value from the input variable domain.

Linguistic operators of (auto-)epistemic modalities

These are defined via an original concept of cognitive

semantics.

Protoform

an abstract prototype for particular linguistic sum-

maries of interest, used as a base for natural language

statement derivation.

Evaluation criteria

used to derive (and choose) adequate modal descrip-

tions (modal linguistic summarization) that are real-

ized by the above mentioned concept of cognitive se-

mantics.

A deeper study into the nature of aforementioned groups

of linguistic summaries forces the conclusion that main dif-

ferences between both groups of summaries result from the

fact that they are used to communicate two fundamentally

different types of knowledge vagueness. Namely, the linguis-

tic summaries derivable from protoforms (1)-(7) cover a case

of fuzziness understood as lack of crisp borders of particu-

lar concepts [22], while the remaining summaries are used to

communicate epistemic uncertainty [21], resulting from sub-

jectively experienced knowledge incompleteness (see [27]

for an interesting classification of knowledge incomplete-

ness types). In conclusion, it is the concept of a linguistic

variable that is naturally related (and applicable) to all mod-

els of semantics, supporting linguistic summaries derivable

from protoforms (1)-(7), while it is still not needed in our

detailed sub-theories covering the semantics of modal lin-

guistic summaries [29-32].5

It is quite obvious that the main body of research and de-

velopment results on linguistic summaries covers mainly the

case of fuzzy-related statements. However, for at least one

reason the other results, related to epistemic uncertainty, can

and should be evaluated as practically important and rele-

vant: although it is rarely stressed in the literature on cogni-

tive linguistics, it is still true that the concept of epistemic

uncertainty is originally derived from the concept of sys-

tem’s autonomy. Therefore, if autonomous computational ar-

tificial components with abilities of natural language produc-

tion are taken into account as a functionally required element

of a broader system, the problem of computationally realized

autonomous production of modal linguistic summaries be-

comes substantial and practically non-negligible. Therefore,

modern interactive systems, especially those based on such

paradigms as Big Data, ambient intelligence and smart envi-

ronments, are the main application area targeted by our pro-

posals presented in further subsections. The following mo-

tivating scenarios show, in a more detailed manner, particu-

lar circumstances in which autonomous production of modal

linguistic summaries becomes unavoidable.

III. MOTIVATING SCENARIOS FOR EXTRACTION

OF LINGUISTIC SUMMARIES

The fact that the class of studied linguistic summaries

consists of natural language statements built with three types

of operators, representing epistemic modalities, significantly

changes practical contexts in which our summaries can be

utilized. It is crucial that a final model for managing linguis-

tic summaries’ extraction (to be developed in the forthcom-

ing sections) has to take into account a necessary encapsu-

lation of summarizing processes by a related autonomous

system. The related system has to be treated as one and the

only one owner of such processes. A necessity to explicitly

distinguish between the model components, which repre-

sent purely private, internal (cognitive) structures and inter-

nal knowledge bases of autonomous summarizing system,

and the model components, which represent all entities of

a world (a domain) external to the system, is a fundamen-

tal and inevitable theoretical assumption of the approach.

5 For the sake of completeness of presentation, it is worth mentioning that some introductory steps have already been taken towards an effective integration

of simple fuzzy linguistic summaries and modal linguistic summaries [46]. The results bring us closer to effective integration of processing of epistemic

uncertainties and fuzzy imprecision in the same autonomous computational component. The related research into this issue is underway.
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In other words: the target model of linguistic summaries’

extraction from internal and encapsulated knowledge base

must include a dedicated model for cognitive processes car-

rying out data summarization. The latter is contrary to mod-

els of linguistic summaries’ extraction in which only a fuzzy

semantics of data summarising statements is required, while

all references to cognitive states of autonomous systems car-

rying out the summarization are negligible as irrelevant.

A clear distinction of the two cognitive perspectives,

from the overall body of cognitive processes carrying out

computational actions contributing to linguistic summaries’

extraction, is not an easy task. Fortunately, the following two

scenarios of data collection and summarization, based on

two apparently distinct concepts of external and embedded

(internal) data bases, allow for better explanation of the very

specific nature of extracting linguistic summaries in which

natural language connective of equivalence are combined

with dedicated labels for epistemic modalities. Moreover,

presented scenarios are intended to ground our technical re-

search into linguistic summaries’ engineering in relevant but

non-technical theories, dealing with natural language pro-

cessing.

Fig. 1. Internal vs. external knowledge base – a generalized
initial state

Both illustrative scenarios discussed below refer to the

same set of conceptually simple, but still realistic situations

shown in the forthcoming figures.

Firstly, the figures include a graphic representation for

an autonomous computational system, i.e. a small figure of

a man. The autonomous system is assigned an intentional

stance to analyze available data in order to find out if and

how each pair of events can be treated as equivalent, in the

sense of their co-appearance. In general, our definition of an

event can be eventually very broad, but for the sake of this re-

search it is sufficient to consider a class of simplified events,

related to a simple discrete fact of exhibiting a property by

an object. Sample events are (a) exhibiting property P by an

object o and (b) exhibiting property Q by an object o)6.

Secondly, in all figures a graphic representation for an

external data base is given. The external data base is in-

tended to store representations of the events that occurred

in the past. Fig. 1 shows a complete content of the exter-

nal database consisting of information on events occurred in

a multi-object world. For the sake of simplicity, in all other

figures only a portion of the external database is illustrated,

i.e. associated with a single object.

Thirdly, in all figures a graphic representation of an in-

ternal database, encapsulated by the autonomous system,

is proposed (see a circle associated with a small figure

of a man). Similarly to the external database, the internal

database is also intended to store data on events that oc-

curred in an external world. However, for individual figures

contents of the internal database will vary, depending on the

purpose of a particular example of interest.

Fourthly, linguistic summaries, developed by the auto-

nomous computational system, are represented as a collec-

tion of modal formulas. The formulas represent instances of

particular protoforms, all based on sentence connective of

equivalence and operators of epistemic modalities. Obviou-

sly, the formulas can always be easily reformulated into

(stated as) adequate natural language statements.

From the autonomous system’s perspective, the external

data base plays a basic role of the primary source of know-

ledge about some events. Therefore, in order to acquire in-

formation about an event primary represented in the external

data base, the autonomous system needs to retrieve adequate

and event-related items of data from the external data base,

and then save them in the internal (embedded) data base.

An item retrieval operation is completed if and only if related

data items have been successfully stored in the internal data

base. In fact, a data item can be treated as a portion of knowl-

edge cognitively acquired by an autonomous system if and

only if a dedicated representation of the item (perhaps a di-

rect copy of data from the external database) has been stored

in the internal database (encapsulated / incorporated by this

system). Otherwise the retrieved item would be inaccessible

to all cognitive processes carried out by the autonomous sys-

tem. The content of the internal data base defines the actual

scope of the autonomous system’s knowledge about recog-

nizable external events. In other words, only part of the en-

capsulated data can contribute to what the autonomous sys-

tem knows about external events)7.

Fig. 1 represents an initial state treated as a reference

point for both of the knowledge processing scenarios (and

linguistic summary extraction tasks) considered below. Let

us note that all primary knowledge about external events’

appearances is stored in the dedicated external data base. In

both scenarios the internal database will mediate between

a linguistic summary and the primary knowledge source,

i.e. the external database. However, the way the internal

database is taken into account in a particular scenario and

influence the autonomous knowledge state will vary signifi-

cantly.

6 Further, we refer to these and similar events by symbols P (o) and Q(o), respectively.
7 Conversely, removing a data item from the internal data base is functionally equivalent to forgetting this item.
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III. 1. Externally grounded linguistic summarization of

data

Let us now consider the first aforementioned scenario in

which summarization of knowledge is, in a particular sense,

carried out in direct relation with events’ representations

originally stored in the external database. For the sake of

presentation simplicity let us further assume that the target

range of data for summarizing processes is restricted to all

and only to these external data which refer to a single object

o3. Sample consecutive steps of the scenario are presented in

Fig. 2-6.

Fig. 2. Externally grounded summarization of data: state 1 = initial
state

Under the first scenario the linguistic summary is estab-

lished on a regular basis, i.e. to-date each new data item from

an external database is retrieved and saved in the internal

database. After a new data item has been saved, relevant lin-

guistic summaries built from sentence with connectives of

equivalence and summarizing retrieved data are computed.

Fig. 3. Externally grounded summarization of data: state 2 = one
item acquired

Fig. 2 shows an initial step at which the external database

is restricted to all event-related data on an object o3.

Fig. 4. Externally grounded summarization of data: state 3 = two
items acquired

Fig. 3 shows the state which the autonomous system

adopted after having acquired a data item on an observed

state of properties P and Q (a simplified event). Obviously,

the data item originated from the external data base. The ac-

tual subjectively experienced knowledge state of the system

has changed as compared with the previous state (illustrated

in Fig. 2). The entire collection of data stored internally by

the autonomous system is checked against the appearance of

equivalent events. In the situation depicted on Fig. 3 the en-

tire internal data base developed by the system supports the

equivalence P (o3) ⇔ Q(o3). It is quite obvious that such

equivalence is strengthened whenever the co-appearance of

both properties in object o3 is experienced.

The same transformation occurs between state 2 (see

Fig. 3) and state 3 (see Fig. 2). The volume of a new internal

database in state 3 is increased by 1, compared to state 2.

However, the entire content of the internal database contin-

uous to support the equivalence P (o3) ⇔ Q(o3), and only

this equivalence.

Fig. 5. Externally grounded summarization of data: state 4 = three
items acquired

Fig. 6. Externally grounded summarization of data: state 5 = four
items acquired

A new situation depicted in Fig. 5, occurs after a new

data item is acquired by the summarizing system. Namely,

the internal database is supplemented by an event represen-

tation that supports the equivalence ¬P (o3) ⇔ ¬Q(o3).
The newly acquired data item does not influence in any way,

i.e. does not support or contradict the equivalence P (o3) ⇔
Q(o3). As such, it seems reasonable and adequate to extract

two linguistic summaries based on both formulas shown in

Fig. 5.

State 5 depicted in Fig. 6 emerges as a result of extension

of the contents of the internal database by a knowledge piece

supporting the equivalence P (o3) ⇔ Q(o3). Therefore, even

if the volume of the internally collected contents increases,
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the form of linguistic summaries remains unchanged. Natu-

ral language statements communicating the meaning of two

equivalences P (o3) ⇔ Q(o3) and ¬P (o3) ⇔ ¬Q(o3) are

obtained by the summarizing autonomous system (a human

end-user) as linguistic summaries of the primary external

database, although the internal database substantially sup-

ported the realization of knowledge processing tasks.

Let us note that at each stage of the first scenario the

summarizing autonomous system is assigned a state of cer-

tain knowledge regarding the equivalence relation between

events under consideration. From the system’s point of view,

the current resulting knowledge is based on and only on all

data contents which has ever been incorporated into the in-

ternal database. No other conceptual structure for knowledge

representation, e.g. an empty slot for possible new know-

ledge items, is involved and considered as an important fac-

tor affecting the current result of summarization. For every-

thing the autonomous system has collected up to a point, she

is sure for her current resulting model of equivalence and

acts as if a current task of summary extraction has been com-

pleted.

In conclusion, it is worth noting that the first scenario

of linguistic summaries’ extraction converges with natural

behaviour of human end-user determining forms of possi-

ble and adequate linguistic summaries whenever a new data

item comes from his or her external environment and with

a manner of not constraining expectations regarding size and

contents of primary source of data to be summarized.

Fig. 7. Internally grounded summarization of data: state 1 = no item
retrieved

III. 2. Internally grounded linguistic summarization of

data

Let us now consider a second scenario for linguistic sum-

maries production in which summarization processes are

launched after the internal database is completed regarding

its content. In other words, we will not deal with a scenario in

which the linguistic summary is in a way updated after a new

piece of data is acquired, but we concentrate on a sequence

of knowledge states emerging step by step during the suc-

cessive transfer of data from the internal database to a work-

ing memory controlled by the autonomous system. Although

the difference seems relatively slight, a deeper analysis leads

to a conclusion that possible consequences are fundamen-

tal and significant, e.g. for the form of final linguistic sum-

maries. The forthcoming presentation clarifies the issue util-

ising figures Fig. 7-11.

Fig. 7 depicts an initial state of summarization. A key el-

ement of the following scenario lays in the fact that data to be

summarized is in entirety located in the internal database and

the volume of collected data is computationally available for

the autonomous system. As such, the system "knows" that

four data items are stored in the internal database, but "she is

not aware" of their content8. Moreover, it is the main reason

why the knowledge state about the entire collected content

is described by four complementary equivalences related to

states of properties P and Q in the object o3. Possibility op-

erator is a very natural choice to mark the certainty level of

all alternative equivalences to communicate their certainty as

linguistic summarizations.

Fig. 8. Internally grounded summarization of data: state 2 = one
item retrieved

Fig. 8 illustrates another state of the process. The first

data item retrieved from the internal data base and trans-

ferred into the working area (in this sense explicitly included

in a summary being extracted), substantially changes the cur-

rent state of knowledge about the entire content of collected

database to be summarized. Namely, a pair of the previous

four alternative summaries are cognitively rejected as incon-

sistent with the just acquired data item. At the same time one

of the remaining equivalences becomes stronger regarding

the assigned level of certainty: the second modal equivalence

has just been strengthened by a particular experience, while

the other modal equivalence remains unsupported by yet re-

trieved data. The next step of the process contributes to the

final result in a similar manner. Related results are depicted

in Fig. 8.

8 In our approach we often refer to the so-called intentional approach to modelling systems. It is worth mentioning that there exists a rich and comprehensive

literature about this issue (see such excellent works as [5] or [6]).
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Fig. 9. Internally grounded summarization of data: state 3 = two
items retrieved

Fig. 10. Internally grounded summarization of data: state 4 = three
items retrieved

Fig. 11. Internally grounded summarization of data: state 5 = four
items retrieved

Fig. 9 illustrates the next intermediate state of the fi-

nal result computation. However, this time the third data

item retrieved makes both equivalences equally certain, pro-

vided that the certainty is treated as experienced by the au-

tonomous system herself. The remaining unprocessed con-

tent consists of only one data item. After the remaining

item is retrieved and transferred into the working memory,

the situation becomes certain, as regards to the final form

of equivalence relation between events under consideration.

For everything that the autonomous system has collected,

she becomes certain about the actual form of events-related

equivalence. The process of linguistic summarization com-

pletes and the final result is depicted in Fig. 11.

In this paper we omit a detailed explanation of psycho-

logical rationality of the second scenario by comparing this

scenario with psychological models of semantics of modal

statements. However, at least the following comments need

to be made.

Firstly, the process of natural language generation by hu-

man systems is carried out including various types of col-

lected knowledge. In particular, it is often inevitable that the

process refers simultaneously to both episodic and semantic

knowledge, i.e. both developed internally by a living system

and stored in her internal databases.

Secondly, the overall process of natural language genera-

tion, including a case of generation of modal linguistic sum-

maries, consists of multiple cognitive sub-processes which

are carried out on various levels of living system’s aware-

ness. In fact, advanced and well supported non-technical

models of natural language processing exist which mani-

festly refer to such property of language production and un-

derstanding. For instance, there exists a rich legacy of re-

search into such concepts as deep cognition, implicit cogni-

tion, shallow level of cognition or deep level of cognition,

i.e. worth mentioning regarding this issue is [12]). However,

although the models contribute substantially to better under-

standing of actual processes of language production by hu-

mans, they are usually incompatible with the actual nature

of artificial autonomous systems to which consciousness-

related concepts, e.g. implicit cognition, are usually redun-

dant.

The latter remark does not mean that there do not ex-

ist concepts that may be treated as artificial counterparts

of the above mentioned human oriented concepts of deep

and implicit cognition, which are particularly interesting to

our study. Fig. 11 shows a situation in which a reference

to the concept of deep cognition and related psychologi-

cal phenomena seem to be natural and necessary. It is as-

sumed that in Fig. 11 an autonomous computational system

intends to determine autonomously the best possible linguis-

tic summary of a distributed database (regarding two events

related to properties P, Q and an object o3). If cardinality

of database is inconveniently high, as well as time and/or

computing capabilities are substantially limited, the situa-

tion depicted in the figure can be effectively redefined by

means of such concepts – as the internal database or implicit

cognition, provided that the size of the entire distributed

database is treated as known to the autonomous system and

the entire distributed database is identified with the inter-

nal database. It is our claim that such conceptualization of

computational processes carried out in the entire (Big Data

based) distributed information system, depicted in Fig. 11,

makes it possible to effectively and rationally produce in-

stances of linguistic summaries, built with natural language

connectives of equivalence and natural language operators of

epistemic modalities.
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Fig. 12. Internally related summarization of a distributed database:
a relevant context of application

In the following sections a technically oriented approach

to modelling the above introduced ideas and issues is pre-

sented, discussed and partially verified.

IV. A MODEL FOR TECHNICALLY ORIENTED

GROUNDING OF LINGUISTIC SUMMARIES

In this paper we strictly focus on presentation of the

process of extracting linguistic summaries with epistemic

modalities and natural language connectives of equivalence.

Let us now introduce the formal framework for managing

and grounding the aforementioned linguistic descriptions.

It is worth underlying, that the presented model follows

directly from the original theory of epistemic modalities’

grounding [30, 31, 33] adopted and extended to a case of

natural language connectives of equivalence.

The overall architecture (see Fig. 13) of the presented

approach falls into the category of ubiquitous computing

and ambient intelligent systems. Yet, the underlying struc-

tures are rather simple and consist of several different data

storages, interconnected modules, and processes that go-

vern interconnections between modules. In particular, dif-

ferent data storages involve storage of episodic and seman-

tic knowledge, as well as storage of linguistic summaries.

Further, different modules manage aforementioned data stor-

ages, whereas interconnections of the modules define how

these storages are linked with each other and involve three

major processes: perception, semantic memory transition,

and grounding. For the sake of simplicity we further limit

our presentation to a case of a single agent system. How-

ever, please note that the presented approach can be extended

to a case of multi-agent system – population of individual

agents.

Fig. 13. Overall architecture

IV. 1. Representation of episodic perceptions

At the very core of the proposed approach is an indivi-

dual autonomous agent. As aforementioned, the original

theory of epistemic modalities’ grounding assumes that the

subject of knowledge (autonomous agent) is situated in

a world and collects empirical knowledge about the world

states. Each observation of the world is given as a ba-

sic knowledge granule and contributes to the content of an

episode (functionally related to episodes in neurolinguistic

models [9]).

We further assume that the external environment World

consists of a set of atomic objects o ∈ O. Each object from

the external environment can either exhibit or not exhibit

a property P ∈ ∆ from a finite set of all observable proper-

ties ∆P = {P1, . . . , PK}. Due to the technical nature of the

proposed approach individual world states are relativized to

individual discrete time points t ∈ T . For the sake of nota-

tion brevity, we further assume that property Pi(t) represents

a set of all objects that exhibit property Pi at time point t.
Further, O/Pi(t) represents a set of all objects that do not ex-

hibit property Pi at time point t. Consequently, the following

world profile tuple formally represents actual world’s states:

WP (t) =< O,P1(t), . . . , PK(t) > . (12)

An individual embedded agent is capable of perceiving

the external environment through a set of dedicated sen-

sors. As such, these sensors are a form of a direct inter-

face between the agent and the external world, and results

of individual observations are encapsulated in agent’s inter-

nal knowledge base (see Fig. 13). Such a knowledge base is

a strictly private body of knowledge about the state of the

external environment. It consists of information regarding

the state of different objects, available in the environment

at current time point t, in regards of the perceivable9 proper-

ties P1, . . . , PK . As such we further assume that a set P+
k (t)

consists of all objects oi ∈ O that at time point t where regis-

tered by the agent to exhibit property Pk, whereas set P−

k (t)
consists of all objects oi ∈ O that in time point t where reg-

istered to not to exhibit property Pk.

9 Available to the agent’s perceptual system.
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The following base profile tuple is introduced to for-

mally represent internally stored (embodied) observation –

episode:

BP (t) =< O,P+
1 (t), P−

1 (t), . . . , P+
K (t), P−

K (t) > (13)

The introduced tuples are sometimes called t-related

world profile (Eq. 12) and t-related base-profile (t-related

episodes) (Eq. 13), respectively [30, 36].

In particular, for each k = 1, . . . ,K, o ∈ Pk holds

if and only if at time point t object o exhibited property

Pk, otherwise the property was not exhibited; for each k =
1, . . . ,K, o ∈ P+

K (t) if and only if at time point t object o

is represented in t-related episode as exhibiting the property

Pk; for each k = 1, . . . ,K, o ∈ P−

k if and only if at time

point t the object o is represented as non-exhibiting property

Pk in t-related episode.

We further assume that the agent’s perception system is

correct10. In short, the agent cannot perceive anything that is

outside of (contradictory to) the current state of the world.

Formally the correctness is defined in strict reference to the

world profile (see Eq. 14). In particular, at a given time point

t the agent cannot perceive an object o exhibiting certain

property o ∈ P+
k (t) if the world profile contradicts such

a state o /∈ Pk(t). Moreover, at a given time point t the

agent cannot perceive an object o not exhibiting certain prop-

erty o ∈ P−

k (t) if the world profile contradicts such a state

o ∈ Pk(t).

o ∈ P+
k (t) ⇒ o ∈ Pk(t)

o ∈ P−

k (t) ⇒ o /∈ Pk(t).
(14)

Internal representation of observations conducted by the

autonomous agent up to time point t can be represented as

a set of established base profiles that represent individual

episodes experienced by the agent. The overall content of

the episodic knowledge base is represented by the following

collection of base-profiles:

Episodes(t) = {BP (tn) : tn ∈ T and tn ≤ t}. (15)

As aforementioned, the role of Episodes(t) is crucial due

to its ultimate function in the induction of subjective refer-

ences to the external world given in a form of linguistically

oriented models stored in the semantic memory, especially

in situations when direct world’s observation is restricted or

impossible for some reasons.

In each state of the system (defined by the time point

t ∈ T ) agent’s empirical knowledge is divided into two parts.

The first, called shallow, represents a conscious part of the

knowledge processing processes and includes a portion of

already processed episodes. The second, called deep, repre-

sents the rest of the empirical material, which is beyond the

reach of conscious cognition. It includes still unprocessed –

raw – episodes. As it has already been shown, such a divi-

sion has its justification and is widely described in the cog-

nitive science literature. The first part represents the focal

point (point of attention) of the entity, whilst the other rep-

resents the unconscious (to the entity) empirical knowledge.

It seems an obvious analogy to that of the distribution of

processed and unprocessed part of knowledge. In particular,

the existence of such a knowledge division implies the need

for markers of modal uncertainties, taking into account the

impact of unconscious empirical knowledge on the current

context expression.

The set of Episodes is naturally divided into two levels:

deep and shallow. At each particular time point t ∈ T , the

related Episodes is given as a partition of Episodes(t) into

the shallow and deep level of knowledge, represented by the

following tuple:

Episodes(t) = (Episodes(t), Episodes(t)), (16)

where Episodes(t) states for the experience which is lo-

cated at the shallow cognitive level (at the time point t), and

Episodes(t) states for the remaining experience (located at

the deep cognitive level and at the same t).

IV. 2. Representation of semantic knowledge

Typically there is a gradual transition from episodic to

semantic memory, in which episodic memory reduces its

sensitivity and association to particular events, so that the

information can be stored as more general knowledge. Sim-

ilarly, in the proposed approach the episodic knowledge fills

in adequate semantic structures eventually reducing the orig-

inal association to a particular past event.

The main assumption of the grounding theory is that

linguistic statements are inseparably connected to so-called

mental language holons. Language holons represent embed-

ded summarization of empirical episodic experiences gath-

ered by an individual. In particular, each holon relates to ex-

periences, though reduced their sensitivity and association

to particular events, strictly related to certain subject(s). As

such, the holon represents individually established semantic

structure that represents, i.e. in the sense it summarizes past

experiences of an individual with a particular subject(s).

It should be underlined that the structure of the holon

is strictly related to a given protoform at hand. Moreover,

a holon has the noteworthy property of playing the role of

a whole and a part at the same time. As such a holon fills in

a certain protoform with the content (whole), thus represents

its particular instantiation, and at the same time is composed

10 In the presented paper it is assumed that the perception system of an individual agent is additionally complete. In particular, it is not possible that at

a given time point t agent is unable to determine the state of a given property Pk (or properties) in a given object o. Nevertheless, it is worth mentioning

that an incomplete model is also considered and is further researched by the authors elsewhere.
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of internal structures (parts) that result from transition from

episodic memory. For example, in the case of simple modal-

ities [30] a holon relates to a protoform of type Ω(p) (where

Ω is a modal operator, and p refers to object exhibiting prop-

erty P ). Its internal structure is then comprised of two in-

terconnected parts (see Fig. 14) – summaries of individual

experiences that involved this object to exhibit property P ,

and summaries of individual experiences that involved this

object not to exhibit property P .

Fig. 14. Model of a simple holon

We can note that each part of the holon relates to a differ-

ent cognitive state the individual can experience, whereas

the whole holon refers to the relation between these cogni-

tive states. As such, we can state that in many ways language

holons are similar to mental models known from the cogni-

tive linguistics and psychology [28].

Consequently, we can note that established linguistic

summary related to the protoform is grounded in agent’s in-

dividual experiences in a sense that it is grounded in the so-

called mental language holons.

From the pragmatic point of view, mental language

holons are higher level summarizations (semantic general-

izations) of relative share of complementary bodies of ex-

periences related to particular subjects (or their conjunc-

tions). For the sake of completeness it is worth mentioning

that at the technical level mental language holons can be

treated as complexes of complementary classification rules

(see Fig. 15).

Fig. 15. Model of holon – case of equivalence

Let us now focus on the formal tool to represent different

classes of cognitive states involved in the process of ground-

ing linguistic summaries with epistemic modalities and natu-

ral language connectives of equivalence. In particular, we

focus on the presentation of the holon, i.e. construction of

its parts and construction of the whole. As such, the focal

point of the following presentation is the case of Ω(p ⇔ q),
Ω(p ⇔ ¬q), Ω(¬p ⇔ q), and Ω(¬p ⇔ ¬q) protoforms.

For the sake of brevity of definitions and ease of presen-

tation let us further focus on a case of a single object o ∈ O.

Bear in mind that this simplifying assumption does not limit

the generality of the presented model. In particular, all the

presented definitions and theorems can be easily extended to

a case, where multiple objects are taken into consideration.

The first tool is the notion of a grounding set. Ground-

ing set CP,Q contains all base profiles that are available in

agent’s current knowledge state Episodes(t), i.e. gathered

agent’s observations of the external world up to time point

t, and which represent experiences relating to information

about properties P ∈ Ω and Q ∈ Ω.

Such a grounding set is naturally partitioned into four

basic sub-parts, each representing different combination of

available information regarding the properties P ∈ Ω and

Q ∈ Ω. For instance, one such part focuses on the cogni-

tive state relating to the case where both properties P ∈ Ω
and Q ∈ Ω were registered to exhibit in object o. Another

part focuses on the cognitive state relating to the case where

property P ∈ Ω was registered to exhibit in object o and

property Q ∈ Ω was registered not to exhibit in object o.

The third part focuses on the cognitive state relating to the

case where property P ∈ Ω was registered not to exhibit in

object o and property Q ∈ Ω was registered to exhibit in ob-

ject o. The final part focuses on the cognitive state relating

to the case where both properties P ∈ Ω and Q ∈ Ω, where

registered not to exhibit in object o.

Formally, all empirical support which is functionally ac-

cessible to the episodic memory and related to semantically

complementary protoforms is given by the following inter-

related subsets of Episodes(t):

Cp∧q(t) = {E(tn) : tn ≤ t, o ∈ P+(tn)

and o ∈ Q+(tn)},
(17)

Cp∧¬q(t) = {E(tn) : tn ≤ t, o ∈ P+(tn)

and o ∈ Q−(tn)},
(18)

C¬p∧q(t) = {E(tn) : tn ≤ t, o ∈ P−(tn)

and o ∈ Q+(tn)},
(19)

C¬p∧¬q(t) = {E(tn) : tn ≤ t, o ∈ P−(tn)

and o ∈ Q−(tn)}.
(20)

We can note that the grounding set C is a particular

technical realisation of the linguistic holon. Such a holon as

a whole represents an instantiation of a certain protoform,
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and as a part is naturally partitioned into four interconnected

components Cp∧q , Cp∧¬q , C¬p∧q , and C¬p∧¬q .

It is worth mentioning a basic comment why we utilise

holons comprised of basic conjunctions between two proper-

ties P and Q in order to infer linguistic summaries with natu-

ral language connectives of equivalence. In particular, only

by experiencing real co-occurrence of properties P and Q

(conjunction) at certain time point t in the empirical database

of an individual, it is possible to construe particular equiva-

lence relation. If we can recollect in our empirical memory

a situation in which both properties P and Q co-existed (are

exhibited at the same time), and no contradictory situations

were registered, it is only then that we can state P if and only

if Q. Naturally, in order to comply with certain common-

sense restrictions, i.e. strictly related to natural language un-

derstanding, the co-occurrence of the properties needs to ful-

fil certain conditions and dependencies. In essence, the pro-

posed model thrives at an approach to formally represent and

implement the aforementioned restrictions.

Analogous to the case of an Episodes(t), we further con-

sider a dichotomous partition of the episodic content of the

linguistic holon. In particular, the shallow portion of the

grounding set represents a conscious part of the knowledge

processing processes and includes a summary of the portion

of already processed episodes, whereas deep portion of the

grounding set represents a summary of the rest of the empi-

rical material, which is beyond the reach of conscious cogni-

tion. For instance, it includes some general indication of still

unprocessed – raw – episodes.

Furthermore, each grounding set is divided into shallow

and deep level:

Cp∧q(t) = (Cp∧q(t), Cp∧q(t)), (21)

Cp∧¬q(t) = (Cp∧¬q(t), Cp∧¬q(t)), (22)

C¬p∧q(t) = (C¬p∧q(t), C¬p∧q(t)), (23)

C¬p∧¬q(t) = (C¬p∧¬q(t), C¬p∧¬q(t)). (24)

Let us further provide some comments on the division

between the shallow and the deep part of the grounding set.

Such a distinction is crucial, as during the processing stage

we do not possess the complete information about Ci(t).
In particular, every incoming episode at time point t is clas-

sified (or not) into one of the four instances of the grounding

set (Eq. 17, Eq. 18, Eq. 19, Eq. 20). When successfully clas-

sified, it falls into the processed (shallow) part of the ground-

ing set Ci(t). Furthermore, such a distinction is crucial to

introduce subtle dependencies between deep and shallow le-

vels in the context of conditional statement and its formalisa-

tion. Such a relation is further referred to as relative ground-

ing strenght (Eq. 25, Eq. 26, Eq. 27, Eq. 28) and is further

described in the following section.

In conclusion, the aforementioned gradual transition

from episodic to semantic memory is realised by the pro-

cess of establishing linguistic holons represented in the form

of grounding sets. This particular process defined in the

grounding theory [30, 31] is certainly a more general pro-

cess and does not only relate to linguistic summaries with

language connectives of equivalence. In particular, similar

definitions are proposed for other language connectives, i.e.

conjunctions, disjunctions and conditional statements.

It should be underlined that this transitioning process im-

poses a natural division of the episodic knowledge gathered

by an individual into complementary, yet competing, mental

models, each supporting different instantiation of a certain

linguistic protoform. As a whole, such instantiation can be

regarded as a form of representation of a cognitive state of

an individual. In particular, it seems a really good indication

of the state of an individual’s thought processes and current

state of mind.

Finally, the transition from episodic memory, here rep-

resented as a collection of episodes, leads to establishment

of semantic memory, here represented as linguistic holons –

grounding sets.

V. COGNITIVE SEMANTICS FOR MODAL

EQUIVALENCES

Once the semantic module is in place, we can focus on

the final process of information processing. In particular, the

process of establishing linguistic representation (linguistic

summaries) adequate to the current cognitive state (seman-

tic knowledge) of an individual is fundamental to cognitive

semantics. This process is strictly related to the process of

grounding of linguistic statements [48] and a general con-

cept of semiotic triangle [3], and is the central stage of the

grounding theory model. The assumed grounding theory is

based on a technical model of so-called cognitive seman-

tics for natural language statements, limited to some scope

of quasi-natural language statements, modal in the epistemic

sense.

The fundamental concept of the cognitive semantics is

the notion of semiotic symbol [4]. With respect to the so-

called semiotic definition of symbols, each such symbol

should be considered in relation to the cognitive agent that

is the carrier of their sense. The role of semiotic symbols in

semantic communication is defined by three elements of the

semiotic triangle: the material form of the symbol, e.g. a lin-

guistic representation available to the entire population, the

sense assigned to the material form by a certain cognitive

agent, and an object usually located in the external world to

which the semiotic symbol is referred by a certain cognitive

agent.

Semiotic symbols are understood as an integrated form-

meaning package – a common form of the external repre-
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sentation (character), and significance in the context of an

individual agent’s cognitive system (sense). Such a semi-

otic symbol relates directly to a particular proto-form), e.g.

Know(p ⇔ q). In essence, it is associated with a certain

external representation (that can be expressed/uttered by an

individual), e.g. I know that o exhibits P is equivalent to o
exhibits Q, and is instantiated by a certain cognitive state

(the the individual is in) (see Sec.V. 1.), e.g. grounding set

C = 〈Cp∧q, Cp∧¬q, C¬p∧q, C¬p∧¬q〉.
In the presented work four basic instantiations of general

protoforms, considered in the original theory of epistemic

modalities grounding, can be derived. Each instantiation re-

alises known cases of expressing realizable knowledge states

about the current state of property P and Q in object o:

• “o exhibits P is equivalent to o exhibits Q”,

• “I know that o exhibits P is equivalent to o exhibits

Q”,

• “I believe that o exhibits P is equivalent to o exhibits

Q”,

• “(For all I know) it is possible that o exhibits P is

equivalent to o exhibits Q”.

Each of the aforementioned general protoforms can be later

instantiated as four basic protoforms, i.e. each for different

case “o exhibits P is equivalent to o exhibits Q”, “o exhibits

P is equivalent to o not exhibiting Q”, “o not exhibiting P is

equivalent to o exhibits Q”, and “o not exhibiting P is equiv-

alent to o not exhibiting Q”.

In particular, we focus on a class of linguistic summaries

that require utilising linguistic means used in natural lan-

guage to communicate different levels of trust in the ap-

propriateness of generated utterances – auto-epistemic be-

lief (see [19] for adequate concept discussion). In particular,

it is worth noting that the concept of auto-epistemic modal-

ity is directly related to a subjective perspective of an indi-

vidual and internally developed by the subject utilising such

a statement. In natural language modal epistemic operators

serve such a function, for instance operators of certainty (I

know that...), belief (I believe that...), and possibility (I find it

possible that...). As such, in the presented paper we focus on

these three classes of modal operators representing different

layers of epistemic modality (see Sec.II. 4.). With a high de-

gree of certainty, it can be assumed that the aforementioned

three types of epistemic modality are captured by (and com-

municable with) the majority (if not all) contemporary nat-

ural languages. Moreover, it is worth mentioning that both

statements “o exhibits P is equivalent to o exhibits Q” and

“(For all I know) it is possible that o exhibits P is equivalent

to o exhibits Q” are similar. However, both results from dif-

ferent internal processes. The former is a statement of fact,

whilst the latter implies an internal belief of an individual

unit.

V. 1. Cognitive state’s importance

In the proposed approach we follow the stance by Den-

nett [6] “Exposure to x, that is sensory confrontation with x

over some suitable period of time, is the normally sufficient

condition for knowing (or having true beliefs) about x”. As

such, relative intensities (strengths) of internal components

of a holon, i.e. sub-part of the grounding sets C, are a good

condition for establishing beliefs. Furthermore, calculating

relative strengths of each parts of the holon are a sufficient

form of indication of how important a particular cognitive

state is within the individual.

Moreover, it is quite natural and practically rational that

whenever knowledge about the actual state of P or Q in

object o is missing, the t-related content of Cp∧q , Cp∧¬q ,

C¬p∧q and C¬p∧¬q may be used to fill the existing knowl-

edge gap.

It is assumed in the theory that each epistemic operator of

modality (Possibility, Believe, Knowledge) is clearly related

to a certain scope of previously mentioned relevant intensity

of summarised empirical evidence, related to the sense of

proto-forms considered. In consequence, to each linguistic

protoform, always related to one and only one part of a rele-

vant mental language holon, certain intensity of summarized

(embodied) experience of a subject (or binary conjunctive

subject) is assigned. In the grounding theory this intensity is

numerically represented by the relative grounding strength,

i.e. λp⇔q(t), λp⇔¬q(t), λ¬p⇔q(t) and λ¬p⇔¬q(t).
Assigned to all linguistic protoforms under considera-

tion, the relative grounding strengths can be expressed as

follows:

λp⇔q(t) =

∣

∣

∣
Cp∧q(t)

∣

∣

∣
+
∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣

|Episodes(t)|
, (25)

λp⇔¬q(t) =

∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
+
∣

∣

∣
C¬p∧q(t)

∣

∣

∣

|Episodes(t)|
, (26)

λ¬p⇔q(t) =

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
+
∣

∣

∣
Cp∧¬q(t)

∣

∣

∣

|Episodes(t)|
, (27)

λ¬p⇔¬q(t) =

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
+

∣

∣

∣
Cp∧q(t)

∣

∣

∣

|Episodes(t)|
, (28)

where |X| denotes the cardinality of set X. It is worth

mentioning that due to complete observations of an agent

|Episodes(t)| = |Cp∧q(t)| + |Cp∧¬q(t)| + |C¬p∧q(t)| +
|C¬p∧¬q(t)|.

We can note that in case of natural language connec-

tives of equivalence there is internal dependency between

grounding strengths of different parts of holon, i.e. λp⇔q =
λ¬p⇔¬q and λp⇔¬q = λ¬p⇔q . In particular, in natural lan-

guage both protoform pairs (Ω(p ⇔ q), Ω(¬p ⇔ ¬q)) and

(Ω(p ⇔ ¬q), Ω(¬p ⇔ q)) are internally intertwined. Occur-

rence of one experience supporting a certain element of such
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a pair is maybe not reinforcing but rather is not weakening

the relative grounding strength of the other element of such

a pair.

Finally, in the proposed model cognitive state’s impor-

tance is strictly related to the intensity of summarised em-

pirical evidence and is expressed using the notion of relative

grounding strength of a particular cognitive state. In particu-

lar, each part of the holon can be associated with a particular

score – relative grounding strength. These scores are further

used to estimate which protoforms can be grounded in the

agent’s individual experience.

V. 2. Expressing auto-epistemic beliefs

As aforementioned, it the presented approach we in-

vestigate linguistic summaries with epistemic modalities,

for natural language connectives of equivalence. Epistemic

modalities are represented using three modal operators of

belief.

In particular, we assume that all linguistic summaries

studied in this paper are instantiations of the following proto-

form Ω(p ↔ q), where Ω ∈ {Know;Pos;Bel}. The re-

lated linguistic representations of the protoforms are as fol-

lows:

1. Protoform Know(p ⇔ q) can be communicated as It

follows that p holds if and only if q holds.

2. Protoform Bel(p ⇔ q) can be communicated as I be-

lieve that p holds if and only if q holds.

3. Protoform Pos(p ⇔ q) can be communicated as It is

possible that p holds if and only if q holds.

Each of the aforementioned general protoforms can be later

instantiated as four basic protoforms, with different p ⇔ q,

p ⇔ ¬q, ¬p ⇔ q and ¬p ⇔ ¬q.

In order to determine which of these instantiations

should be derived from the basic protoform, as adequate

to a certain knowledge state, original definitions for cogni-

tive semantics of all possible instantiations were proposed

(in a form of the so-called epistemic satisfaction relations).

Their consistency with the predefined set of common-sense

postulates can be analytically proved following an analogous

reasoning of that presented in [30, 31].

The most important conclusion from the theory of epis-

temic modality grounding is important and interesting for

purely pragmatic reasons. Namely, one can prove in a strict

analytic way the following general theorem: the relatively

simple and intuitively acceptable concepts of grounding sets,

modality thresholds and epistemic satisfaction relations are

fully sufficient for designing an artificial agent capable of

producing consistent and intuitively acceptable sets of lin-

guistic summaries, stated in quasi-natural epistemic modal

languages. As aforementioned, proofs and a more advanced

discussion of this result are given elsewhere. In particular,

the choice criteria are given as a dedicated system of so-

called modality thresholds – each threshold defining an up-

per or lower level of range of this relative grounding strength

which makes the use of a certain epistemic operator of

modality possible.

In the proposed approach, the fundamental role ap-

pears to be played by the collection of modality thresholds

λ⇔

minPos, λ⇔

maxPos, λ⇔

minBel, λ⇔

maxBel and λ⇔

Know=1. In

particular, the collection of modality thresholds mediates be-

tween the overall content of episodic knowledge base and ad-

equate utilization of summarized episodes’ content in a cre-

ation of linguistic summaries of current knowledge states,

especially when some data on the current state is not ac-

cessible. Moreover, the collection becomes the main cogni-

tive mechanism responsible for ensuring proper production

of acceptable and intuitively consistent sets of modal sum-

maries of collected data.

An interesting result from the theory of grounding, for

the practice perhaps the most important one, is that the sys-

tem of modality thresholds cannot be freely chosen. Namely,

in order to guarantee common sense consistency of (writ-

ten and verbal) language behaviour the system of modality

thresholds has to fulfil some predefined set of requirements,

accepted in the theory of grounding, as a reflection of com-

mon sense pragmatics applied in actual contexts to natural

language operators of knowledge, belief, and possibility. The

fact that written and/or verbal behaviour, produced by a tech-

nical system based on the theory of grounding, is actually

consistent, from the semiotic and pragmatic point of view,

can be analytically proved and verified.

Fig. 16. Model of threshold activation step

For the sake of completeness we further present all the

main definitions for proper grounding of instantiations of all

considered protoforms.

Protoform Ω(p ⇔ q):
Episodes(t) |=G ”It is possible that o exhibits P is

equivalent to o exhibits Q”

PS(t) |=G Pos(p ⇔ q) holds iff:

∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
= 0 (29)

0 ≤ λp⇔q(t) ≤ λ⇔

maxPos (30)
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Episodes(t) |=G ”I believe that o exhibits P is equiva-

lent to o exhibits Q”

PS(t) |=G Bel(p ⇔ q) holds iff:

∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
= 0 (31)

λ⇔

minBel ≤ λp⇔q(t) < 1 (32)

∣

∣

∣
Cp∧q(t)

∣

∣

∣
> 0 (33)

Episodes(t) |=G ”I know that o exhibits P is equivalent

to o exhibits Q”

PS(t) |=G Know(p ⇔ q) holds iff:

∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
= 0 (34)

λp⇔q(t) ∼= 1 (35)

∣

∣

∣
Cp∧q(t)

∣

∣

∣
> 0 (36)

Protoform Ω(p ⇔ ¬q):
Episodes(t) |=G ”It is possible that o exhibits P is

equivalent to o not exhibiting Q”

PS(t) |=G Pos(p ⇔ ¬q) holds iff:

∣

∣

∣
Cp∧q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
= 0 (37)

0 ≤ λp⇔¬q(t) ≤ λ⇔

maxPos (38)

Episodes(t) |=G ”I believe that o exhibits P is equiva-

lent to o not exhibiting Q”

PS(t) |=G Bel(p ⇔ ¬q) holds iff:

∣

∣

∣
Cp∧q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
= 0 (39)

λ⇔

minBel ≤ λp⇔¬q(t) < 1 (40)

∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
> 0 (41)

Episodes(t) |=G ”I know that o exhibits P is equivalent

to o not exhibiting Q”

PS(t) |=G Know(p ⇔ ¬q) holds iff:

∣

∣

∣
Cp∧q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
= 0 (42)

λp⇔¬q(t) ∼= 1 (43)

∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
> 0 (44)

Protoform Ω(¬p ⇔ q):

Episodes(t) |=G ”It is possible that o not exhibiting P
is equivalent to o exhibiting Q”

PS(t) |=G Pos(¬p ⇔ q) holds iff:
∣

∣

∣
Cp∧q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
= 0 (45)

0 ≤ λ¬p⇔q(t) ≤ λ⇔

maxPos (46)

Episodes(t) |=G ”I believe that o not exhibiting P is

equivalent to o exhibiting Q”

PS(t) |=G Bel(¬p ⇔ q) holds iff:
∣

∣

∣
Cp∧q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
= 0 (47)

λ⇔

minBel ≤ λ¬p⇔q(t) < 1 (48)

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
> 0 (49)

Episodes(t) |=G ”I know that o not exhibiting P is

equivalent to o exhibiting Q”

PS(t) |=G Know(¬p ⇔ ¬q) holds iff:
∣

∣

∣
Cp∧q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
= 0 (50)

λ¬p⇔q(t) ∼= 1 (51)

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
> 0 (52)

Protoform Ω(¬p ⇔ ¬q):
Episodes(t) |=G ”It is possible that o not exhibiting P

is equivalent to o not exhibiting Q”

PS(t) |=G Pos(¬p ⇔ ¬q) holds iff:
∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
= 0 (53)

0 ≤ λ¬p⇔¬q(t) ≤ λ⇔

maxPos (54)

Episodes(t) |=G ”I believe that o not exhibiting P is

equivalent to o not exhibiting Q”

PS(t) |=G Bel(¬p ⇔ ¬q) holds iff:
∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
= 0 (55)

λ⇔

minBel ≤ λ¬p⇔¬q(t) < 1 (56)

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
> 0 (57)

Episodes(t) |=G ”I know that o not exhibiting P is

equivalent to o not exhibiting Q”

PS(t) |=G Know(¬p ⇔ ¬q) holds iff:
∣

∣

∣
Cp∧¬q(t)

∣

∣

∣
= 0 and

∣

∣

∣
C¬p∧q(t)

∣

∣

∣
= 0 (58)
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Tab. 1. Exemplar database of Episodes - Scenario I

Episodes P+ P− Q+ Q− R+ R− S+ S−

e1 o - - - - o - o

e2 - - o - - o - o

e3 o - o - - - o -

e4 - o - o o - o -

e5 o - o - o - o -

λ¬p⇔¬q(t) ∼= 1 (59)

∣

∣

∣
C¬p∧¬q(t)

∣

∣

∣
> 0 (60)

Establishing the resulting set of grounded protoforms di-

rectly translates to a set of linguistic summaries with epis-

temic modalities and natural language connectives of equiva-

lence, i.e. related linguistic representations of the proto-

forms. As such, it is the final step of the introduced approach.

Moreover, the established set of linguistic summaries forms

the final data storage, in the proposed architecture, of lin-

guistic summaries (see Fig. 13).

VI. COMPUTATIONAL EXAMPLES

In this section we presented two hypothetical computa-

tional scenarios, which help illustrating the presented model.

Then we presented an example showing the attempt to apply

this model for the purpose of data mining on a popular open

dataset Housevoters [7]. All these examples are intended to

illustrate the process of linguistic summarization to modal

equivalences form, divided into subsequent processing steps.

VI. 1. Scenario I

Let the episodic knowledge consist of a set of ob-

jects O = {o} (single object case), with properties

∆ = {P,Q,R, S}, and database of episodes Episodes =
{e1, e2, e3, e4, e5} given in Tab. 1 and Tab. 2. Further, let

commonsense (natural language) interpretation of symbols

p, q, r and s be given as ’Object o exhibits property P’, ’Ob-

ject o exhibits property Q’, ’Object o exhibits property R’,

and ’Object o exhibits property S’, respectively.

For the sake of simplicity let us further assume that the

database Episodes remains unchanged throughout all time

points t0 < t1 < t2 < t3 < t4 < t5, at which linguistic sum-

maries are to be uttered.

Further, we assume the following shallow and deep level

division in processing states of available Episodes:

Episodes(t0) = ∅, Episodes(t0) = {e1, e2, e3, e4, e5},

Episodes(t1) = {e1}, Episodes(t1) = {e2, e3, e4, e5},

Episodes(t2) = {e1, e2}, Episodes(t2) = {e3, e4, e5},

Episodes(t3) = {e1, e2, e3}, Episodes(t3) = {e4, e5},

Episodes(t4) = {e1, e2, e3}, Episodes(t4) = {e5},

Episodes(t5) = {e1, e2, e3, e4, e5}, Episodes(t5) = ∅.

Let us notice that: ∅ = Episodes(t0) ⊂ Episodes(t1) ⊂
Episodes(t2) ⊂ Episodes(t3) ⊂ Episodes(t4) ⊂
Episodes(t5)=Episodes(t).

Finally, we assume the following modality thresholds

values: λ⇔

minPos = 0.0, λ⇔

maxPos = λ⇔

minBel = 0.5, and

λ⇔

maxBel = λ⇔

Know = 1. It should be stressed that the as-

sumed modality thresholds fulfil commonsense consistency

requirements imposed on linguistic summaries.

An approach to a formal prove of the property can be

found elsewhere (e.g. [31]).

Tab. 1 shows a simple knowledge base consisting of 5

episodes. Let us examine the presented model behaviour in

given points of time. In particular, let us consider the case of

equivalence between the properties P and Q.

In the first step knowledge base is empty

Episodes(t0) = ∅, therefore we can neither confirm nor

exclude whether any of the summaries is true. According to

the terms outlined in the previous section (Eq. 29, Eq. 30,

Eq. 37, Eq. 38, Eq. 45, Eq. 46, Eq. 53, Eq. 54) the summary

set is as follows:

PS(t0) |=G {Pos(p ⇔ q), Pos(p ⇔ ¬q), Pos(¬p ⇔
q), Pos(¬p ⇔ ¬q)}

In the next step t1 episodic memory getting e1
(Episodes(t1) = {e1}), but it does not contain complete in-

formation about properties P and Q, therefore each of the

sets Cp∧q(t1), Cp∧¬q(t1), C¬p∧q(t1), C¬p∧¬q(t1) remains

unchanged (so also Episodes(t1) = ∅) and the result set

remains unchanged:

PS(t1) |=G {Pos(p ⇔ q), Pos(p ⇔ ¬q), Pos(¬p ⇔
q), Pos(¬p ⇔ ¬q)}

This situation is analogous for the t2:

PS(t2) |=G {Pos(p ⇔ q), Pos(p ⇔ ¬q), Pos(¬p ⇔
q), Pos(¬p ⇔ ¬q)}

The next episode (e3) taken into account in subject’s

memory is classified to Cp∧q(t3) = {e3}. Thus, according

to conditions (Eq. 45, Eq. 47, Eq. 50) protoform Ω(p ⇔ ¬q)
is excluded and according to conditions (Eq. 37, Eq. 39,

Eq. 42) protoform Ω(¬p ⇔ q) is also excluded. However,

the appearance of this episode reinforces the relative ground-
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ing strength:

λp⇔q(t3) =

∣

∣

∣
Cp∧q(t3)

∣

∣

∣
= 1 +

∣

∣

∣
C¬p∧¬q(t3)

∣

∣

∣
= 0

|Episodes(t3)| = 3
= 0.33

(61)

but not enough to fulfilled conditions (Eq. 32, Eq. 33) for

protoform Ω(p ⇔ q), and conditions (Eq. 56, Eq. 57) for

protoform Ω(¬p ⇔ ¬q). Thus the summary is as follows:

PS(t3) |=G {Pos(p ⇔ q), Pos(¬p ⇔ ¬q)}
The situation is slightly different in the next step, this

time the episode e4 goes to C¬p∧¬q(t4) = {e4} and the rel-

ative grounding strengths are computed as follows:

λp⇔q(t4) =

∣

∣

∣
Cp∧q(t4)

∣

∣

∣
= 1 +

∣

∣

∣
C¬p∧¬q(t4)

∣

∣

∣
= 1

|Episodes(t4)| = 3
= 0.66

(62)

λ¬p⇔¬q(t4) =

∣

∣

∣
Cp∧q(t4)

∣

∣

∣
= 1 +

∣

∣

∣
C¬p∧¬q(t4)

∣

∣

∣
= 1

|Episodes(t4)| = 3
= 0.66

(63)

Under the terms of Eq. 32 and Eq. 56, for both mentioned

protoforms, this strength is more than λ⇔

minBel = 0.5, so

conditions Eq. 33, Eq. 57 are fulfilled, and grounded set of

modal equivalences has the form:

PS(t4) |=G {Bel(p ⇔ q), Bel(¬p ⇔ ¬q)}
The appearance of last episode e5 increase cardinality of

holon in the subset Cp∧q(t5) = {e3, e5}. In this step we

processed the whole database of episodes and:

λp⇔q(t5) = λ¬p⇔¬q(t5) = 1.0 (64)

Thus, according to conditions (Eq. 35, Eq. 59, Eq. 33,

Eq. 57), the final set is as follows:

PS(t5) |=G {Know(p ⇔ q),Know(¬p ⇔ ¬q)}
This short example illustrates the process of generation

linguistic summarisation as modal equivalences. This pro-

cess presents the range from the possibility level of all proto-

forms, through excluding two of them to knowing that p ⇔ q
and ¬p ⇔ ¬q occurs.

VI. 2. Scenario II

Let us assume identical circumstances as in the first sce-

nario and analyze the knowledge base given in Tab. 2.

In the first step t0, as in the previous case, we assume the

possibility of all four protoforms:

PS(t0) |=G {Pos(p ⇔ q), Pos(p ⇔ ¬q), Pos(¬p ⇔
q), Pos(¬p ⇔ ¬q)}

In the next step, t1, including episode e1, we increase the

cardinality of holon subset Cp∧q(t1) = {e1}, and the rela-

tive grounding strengths are as follows:

λp⇔q(t1) = λ¬p⇔¬q(t1) = 0.2 (65)

λp⇔¬q(t1) = λ¬p⇔q(t1) = 0 (66)

Simultaneously, according to the conditions (Eq. 45, Eq. 47,

Eq. 50) protoform Ω(p ⇔ ¬q) is excluded and accord-

ing with the conditions (Eq. 37, Eq. 39, Eq. 42) protoform

Ω(¬p ⇔ q) is also excluded. Accordingly, the summary at

this point contains:

PS(t1) |=G {Pos(p ⇔ q), Pos(¬p ⇔ ¬q)}
The next episode (e2) recalled by the subject’s mem-

ory increases the cardinality of set

∣

∣

∣
C¬p∧¬q(t2)

∣

∣

∣
to 2 and

increases the relative grounding strengths λp⇔q(t2) and

λp⇔¬q(t2) to 0.4. However, according to the conditions

(Eq. 32, Eq. 56), it is still lower than λ⇔

minBel = 0.5.

Thus, the resultant set remains unchanged: PS(t2) |=G

{Pos(p ⇔ q), Pos(¬p ⇔ ¬q)}
Subsequently, by adding e3, the belief in equivalence

p ⇔ q is strengthened. Therefore, the relative grounding

strengths are λp⇔q(t3) = λ¬p⇔¬q(t3) = 0.6 > λ⇔

minBel.

The conditions Eq. 31 and Eq. 33 are fulfilled, so in the case

of protoform Ω(p ⇔ q) we can use linguistic label Bel. But

in the case of protoform Ω(¬p ⇔ ¬q) the condition Eq. 57

is still not fulfilled. As such, the label will remain at the same

level of certainty – possibility Pos:

PS(t3) |=G {Bel(p ⇔ q), Pos(¬p ⇔ ¬q)}
The subsequent episode (e4) is classified into a holon

subset Cp∧¬q(t4) = {e4}. This slightly complicates matters.

Grounding of the correct, non-contradictory (from the classi-

cal logic stance) summary set requires additional conditions

to be fulfilled (Eq. 29, Eq. 37, Eq. 45, Eq. 53). Unfortunately,

none of these conditions is satisfied, therefore the resulting

set is empty:

PS(t4) |=G ∅

Tab. 2. Exemplar database of Episodes - Scenario II

Episodes P+ P− Q+ Q− R+ R− S+ S−

e1 o - o - - o - o

e2 o - o - - o - o

e3 o - o - - - o -

e4 o - - o o - o -

e5 o - o - o - o -
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In the last step, despite the strengthening set Cp∧q(t5),
the resulting set is still empty:

PS(t5) |=G ∅
This is due to the fact that none of the previously mentioned

conditions cannot be met.

This scenario shows that the presented model may not

always generate some result. Sometimes a set of data do

not allow to ground the statement in a form of equivalence,

because these data not contain equivalence relationships, or

these equivalences are mutually in contradiction.

VI. 3. Real data computation

This section presented a scenario applying the modal

equivalences grounding model on dataset Housevoters [7],

which represent 1984 United Stated Congressional Voting

Records, classified as Republican or Democrat.

This data set includes votes for each of the U.S. House of

Representatives Congressmen on the 16 key votes identified

by the CQA. The CQA lists nine different types of votes:

voted for, paired for, and announced for (these three sim-

plified to yea), voted against, paired against, and announced

against (these three simplified to nay), voted present, voted

present to avoid conflict of interest, and did not vote or other-

wise make a position known (these three simplified to an un-

known disposition).

This dataset contains the following attributes:

1. Class Name: 2 (democrat, republican)

2. handicapped-infants: 2 (y,n)

3. water-project-cost-sharing: 2 (y,n)

4. adoption-of-the-budget-resolution: 2 (y,n)

5. physician-fee-freeze: 2 (y,n)

6. el-salvador-aid: 2 (y,n)

7. religious-groups-in-schools: 2 (y,n)

8. anti-satellite-test-ban: 2 (y,n)

9. aid-to-nicaraguan-contras: 2 (y,n)

10. mx-missile: 2 (y,n)

11. immigration: 2 (y,n)

12. synfuels-corporation-cutback: 2 (y,n)

13. education-spending: 2 (y,n)

14. superfund-right-to-sue: 2 (y,n)

15. crime: 2 (y,n)

16. duty-free-exports: 2 (y,n)

17. export-administration-act-south-africa: 2 (y,n)

The Tab. 3 presents the results of software com-

putation for proforms Ω(Physician_fee_freeze ⇔
Adoption_budget_resolution) divided into various stages

of data processing.

As in the previous scenarios, the model starts allowing

possibility of occurrence all protoforms Ω(pff ⇔ abr),
Ω(pff ⇔ ¬abr), Ω(¬pff ⇔ abr), Ω(¬pff ⇔ ¬abr).

Over time (consequently recalling next episodes to the

holon) protoforms Ω(pff ⇔ ¬abr) and Ω(¬pff ⇔ abr)
are excluded. Then strengthened are Ω(pff ⇔ abr) and

Ω(¬pff ⇔ ¬abr), but not so that the relative grounding

strengths exceed the λ⇔

minBel=0.5.

Tab. 3. Results for Physician_fee_freeze(pff) and Adoption_bud-
get_resolution(abr)

Process Result set

0% {Pos(pff ⇔ abr), Pos(pff ⇔ ¬abr),

Pos(¬pff ⇔ abr), Pos(¬pff ⇔ ¬abr)}

10% {Pos(pff ⇔ abr), Pos(¬pff ⇔ ¬abr)}

20% {Pos(pff ⇔ abr), Pos(¬pff ⇔ ¬abr)}

30% {Pos(pff ⇔ abr), Pos(¬pff ⇔ ¬abr)}

40% {Pos(pff ⇔ abr), Pos(¬pff ⇔ ¬abr)}

50% {Pos(pff ⇔ abr), Pos(¬pff ⇔ ¬abr)}

60% {Bel(pff ⇔ abr), Bel(¬pff ⇔ ¬abr)}

70% {Bel(pff ⇔ abr), Bel(¬pff ⇔ ¬abr)}

80% ∅

90% ∅

100% ∅

Such a situation takes place after processing 60% of

dataset, so then the grounded set is as follows: {Bel(pff ⇔
abr), Bel(¬pff ⇔ ¬abr)}.

During further processing (> 70%) we can notice that

certain contradictions appear (from the logical consistency

point of view), therefore the resulting set is empty.

Tab. 4 represents a case where the data is divided

into particular stages of processing. In particular,

it contains the results of performed software-based

computation for protoform Ω(El_salvador_aid ⇔
Aid_to_nicaraguan_contras) limited only to Democrat

class.

In the beginning the model cannot exclude any of the

possibilities: Ω(esa ⇔ anc), Ω(esa ⇔ ¬anc), Ω(¬esa ⇔
anc), Ω(¬esa ⇔ ¬anc). But consequently recalling next

episodes to the holon, protoforms Ω(esa ⇔ ¬anc) and

Ω(¬esa ⇔ anc) are excluded.

Then sets Ω(esa ⇔ anc) and Ω(¬esa ⇔ ¬anc) are

enhanced, so the relative grounding strengths also, but not

enough to exceed required threshold λ⇔

minBel=0.5.

This situation occurs until processing reaches 40% of

episodes. Up to that point the result set remains unchanged:

{Pos(esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}.

Unfortunately, all further processing (> 40%) cannot

avoid contradicting protoforms (Eq. 29, Eq. 37, Eq. 45,

Eq. 53). As such, the model cannot ground any of the linguis-

tic statements using natural language connectives of equiva-

lence, i.e. the linguistic data result is an empty set.

VI. 4. Discussion

In conclusion, all presented computational examples de-

pict the behaviour of the process of establishing a linguistic

summary in the form of modal conditionals of equivalence

at various stages of processing. Using the above examples
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we illustrate the behaviour of the grounding process for two

classes of hypothetical scenarios, i.e. case of establishing the

highest epistemic modality and case of inability to establish

particular epistemic modality.

Tab. 4. Results for El_salvador_aid(esa) and Aid_to_nicaraguan_-
contras(anc) for Democrats

Process Result set

0% {Pos(esa ⇔ anc), Pos(esa ⇔ ¬anc),

Pos(¬esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}

10% {Pos(esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}

20% {Pos(esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}

30% {Pos(esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}

30% {Pos(esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}

40% {Pos(esa ⇔ anc), Pos(¬esa ⇔ ¬anc)}

50% ∅

60% ∅

70% ∅

80% ∅

90% ∅

100% ∅

Analysing the results in the case of establishing the high-

est epistemic modality (Scenario I) we can notice that the

underlying initial uncertainty experienced by an agent is re-

flected in the grounded statements: Pos(p ⇔ q), Pos(p ⇔
¬q), Pos(¬p ⇔ q), Pos(¬p ⇔ ¬q). In particular, the inher-

ent initial strength of a deep level of cognition and the early

inability to establish direct correlation between the prop-

erties P and Q affects the agent’s ability to reason about

equivalence P ⇔ Q. Only after perceiving a particular state,

where both properties are exhibited, is the agent allowed to

establish higher levels of certainty expressed by the higher

epistemic modality.

In the case of inability to establish particular epistemic

modality (Scenario II) we can notice that the early underly-

ing certainty experienced by an agent is similar to the afore-

mentioned case - mostly due to the inherent initial strength

of a deep level of cognition. Furthermore, in this scenario the

situation involves the agent to process, in the shallow level

of cognition, an opposing episode, where the property P is

exhibited and the property is not exhibited Q. As such, the

agent has actively registered a counterexample of the equiv-

alence P ⇔ Q.

Furthermore, the behaviour of the grounding process ap-

plied to a classical data mining dataset Housevoters uniquely

pinpoints the influence of shallow and deep levels of cogni-

tion on the ability to ground and establish particular equiva-

lence statements. In particular, we can notice that with the

increasing number of processed episodes (here votes) the

system is limiting the effects of the deep level and thus is

able to establish higher certainty levels (from Pos to Bel).
However, whenever a contradictory episode is analysed in

the shallow level then the system is certain that particular

equivalence is not suitable to represent the gathered infor-

mation.

As such, we can notice the underlying nature of the pro-

posed class of linguistic summaries, particularly the fact that

they are used to communicate a specific type of knowledge

vagueness. Namely, the summaries are used to communicate

epistemic uncertainty that results from subjectively experi-

enced knowledge incompleteness. In particular, it directly

results from the scenarios that within the presented approach

the individual system has to be treated as the sole owner of

the summarizing processes. Therefore, there is an obvious

necessity to explicitly distinguish between purely private and

internal (cognitive) structures of autonomous system, and all

entities of an external world (a domain). Only in such set-

tings is it possible to introduce proper mechanisms of ex-

tracting linguistic summaries in which natural language con-

nectives of equivalence are combined with a dedicated label

of epistemic modality.

VII. CONCLUSIONS
In this paper we have discussed selected issues on

an original approach to extraction of linguistic summaries

by autonomous computational agents. In particular, a case

of (semi-)natural language statements built with epistemic

modalities and connectives of equivalence was considered as

a special case of a broader (semi-)natural language of epis-

temic modalities. As compared to the well-known classical

interpretation of linguistic summaries, based on the fuzzy

set theory, the underlying nature of the proposed class of lin-

guistic summaries is used to communicate a fundamentally

different type of knowledge vagueness. Namely, the classi-

cal approach covers a case of fuzziness understood as a lack

of crisp borders of concepts, whilst here the summaries are

used to communicate epistemic uncertainty, i.e. uncertainty

resulting from subjectively experienced knowledge incom-

pleteness. In conclusion, the proposed model deals with

a different class of linguistic concepts, namely modal op-

erators of knowledge, belief and possibility.

It was reasoned out why combining epistemic modal-

ities and sentence connectives of equivalence are rather

an unusual case of natural language statement processing.

Namely, it was argued (illustrated in a realistic knowledge

management motivating scenario in Sec. III.) that the com-

monsense meaning of the class of statements inherits phe-

nomena closely related to the concept of implicit (so-called

deep) cognition, the latter being rather incompatible with

the nature of artificial computational agents. However, it

was also shown (e.g. by the aforementioned motivating sce-

nario) that in certain practical contexts characterized with
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constrained access to collected empirical data, an inter-

active computational agent, capable of (semi-)natural lan-

guage processing, should be equipped with adequate tech-

nical counterparts.

It should be noted that the reported research belongs to

a broader long-term R&D project within which modal lin-

guistic summaries are studied and utilized, along with the

concept of an artificial cognitive system.
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