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Some Numerical Results Using a Sparse Matrix
Updating Formula in Unconstrained Optimization

By Ph. L. Toint*

Abstract.   This paper presents a numerical comparison between algorithms for

unconstrained optimization that take account of sparsity in the second derivative

matrix of the objective function.   Some of the methods included in the comparison
use difference approximation schemes to evaluate the second derivative matrix and
others use an approximation to it which is updated regularly using the changes in

the gradient.   These results show what method to use in what circumstances and

also suggest interesting future developments.

1.  Introduction.  Numerical procedures for finding the minimum of a general
function of several variables have been studied extensively in the last few years;
and many powerful algorithms have been proposed, which require the calculation of
the vector of first derivatives (see Davidon [2], Fletcher and Powell [4], Huang [6],
Powell [8], for example).  One common feature of these procedures is the fact that
they use a matrix which can be regarded as an approximation to the second derivative
matrix of the objective function.  This matrix is updated regularly, so that the
updated matrix satisfies a linear equation which is known usually as the "quasi-Newton
equation" or "DFP condition".  Because all the classical updating formulae revise all
the elements of the matrix, the size of the problem that can be treated is often
limited by the amount of computer storage that is available.

However, a way to take any present sparsity into account has been suggested
by Powell [11].  It does not change the elements of the approximating matrix
corresponding to known zero entries in the hessian of the objective function.
Toint [14] shows that the calculation can be arranged so that its main part is only the
solution of a sparse, symmetric and positive definite system of linear equations.

The main purpose of this paper is to present numerical results that compare
this procedure with some other methods that also use first derivative information,
in order to show the actual and computational value of the proposed method.

The other methods included in the comparison are Powell's method [8], since
the new formula may be viewed as an extension of it to the sparse case, and
methods using difference approximations to the hessian.  When sparsity conditions
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840 PH. L. TOINT

are known, the use of differences usually requires much fewer gradient calculations
than in the full case.  The actual criterion in the comparison is the number of
gradient evaluations, since most of the computing time is spent on them when the
function is somewhat complex.

It is shown that the sparse updating formula is a valuable contribution to
unconstrained optimization; and also that a more sophisticated procedure is still
desirable in order to exploit its full power.

Section 2 of this paper is concerned with the genera problem formulation and
presents the different minimization procedures that are tested.  Section 3 considers
the test functions that are used.   Finally, numerical results are presented and
discussed in Section 4.

2.  Problem Formulation and Presentation of the Algorithms.   We consider a
function f(x) from R" into R which is twice differentiable.  We assume also that
some sparsity pattern is known for V2f(x) = H(x), the matrix of second derivatives,
i.e. that some entries of H(x) are known to be zero for all x G R".  Given any
starting point x0 in R", we are trying to find a point x* such that

fn f(x*)=     min   f(x),
v  ' xGV(x')

where V(x*) is a neighborhood of x*.  That is to say that x* is a local minimum of

/to-
All the algorithms we consider for finding x* are iterative and use, at the

iteration k, an approximation Bk to H(xk) where xk is the current approximation
to. x*.  The gradient vector f(x) will be denoted by g(x) and the symbol ( •, •> will
stand for the inner product in R".

We compare different formulae for obtaining a new hessian approximation,
i.e. different ways of deriving Bk + X.  The formulae we consider are the following
ones.

General Powell's Algorithm (GPA). In [8], Powell proposed an updating
formula for obtaining Bk + X from Bk.  It uses the difference in points xk+1 - xk
and the difference in gradients g(xk+x) - g(xk).  His formula, in fact, solves the
problem

(2) vtún\\Bk-Bk+1\\F

subject to the conditions

(3) Bk + X =2?fc + 1,

(4) Bk+X(xk + X -xk)=g(xk + x)-g(xk),

where the subscript F denotes the Frobenius matrix norm and where (4) is the
"quasi-Newton equation".  For a proof of this statement, see Dennis and More [3].
The formula does not take any sparsity into account.
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Sparse Updating Algorithm (SUA). This formula is obtained by solving the
problem (2)—(4) when sparsity conserving constraints are added.  These constraints
are of the form

(5) iBk + x]ij = 0,      (i,j)EI,

where I is a set of pairs of indices denoting the positions of the known zero entries
in H(x). A derivation of a good method of calculation may be found in [14], with
a discussion and proof of some of its properties.

Algorithms Using Explicit Second Derivative Information.  Since sparsity is
present in H(x), estimating its nonzero entries by using differences in first
derivatives may be relatively cheap.  Therefore, algorithms that use this approach may
be competitive with the first two methods.  In the tests presented in this paper,
exact second derivatives are used in order to avoid the difficulties that arise from the
choice of steplength in derivative estimation.  An interpretation of the amount of
work required by difference approximations is given with the numerical results.  The
following three approaches are studied, which depend on the frequency of the
second derivative calculations.

The first one is to evaluate the second derivative matrix at each iteration.
This is done by Newton's method, so we refer to the resulting procedure as the
Newton algorithm (NA).

The second possibility is to evaluate second derivatives every Ipth iteration
(/= 1,2,... ) and to let2?fc+j =Bk, otherwise.  In this comparison, all tests were
run with p = 6.  The resulting procedure will be referred to as the constant Newton
algorithm (CNA).

The third possibility is to evaluate the second derivative matrix every Ipth.
iteration (/ = 1, 2, . . . ) as in CNA, but to update it on all other iterations using the
sparse updating formula, as in SUA, to include the information given by the
successive gradient evaluations.  Here also p = 6 was chosen for all the tests. The
resulting procedure will be called the updated Newton algorithm (UNA).

It is important to observe that none of the procedures given above can
guarantee the positive definiteness of the approximation Bk, and thus the usual
variable metric implementation of the updating formulae cannot be used.   However,
since our aim is to compare these formulae, a common implementation is needed for
them. Therefore, we use an implementation that is similar to the one proposed in
[8] for the GPA update.  It may be described as follows.

Step 1.  Let x0 G R" be any starting point, A0 an initial steplength, 2?0 an
initial approximation to the hessian of f(x) and e a small constant representing the
required gradient accuracy.  Compute /(x0) and g(x0) and set k = 0.

Step 2. If ||¿(xk)|| < e, stop.  Otherwise, continue.
Step 3.  Compute a vector 8k such that xk + 8k is the value of x that minimizes

(6) q(x, k) = xA(x- xk, Bk(x - xk)) + (g(xk), x - xk) + f(xk),

where   Il5fc||2 is bounded by Ak.
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Step 4.  Compute f(xk + 8k) and g(xk + 8k).
Step 5. If the values of f(xk + 8k) and g(xk + 8k) ate found to be close to the

predicted values  q(xk + 8k, k) and Vq(xk + 8k, k), then set Afc + 1 = Ii5k|| or
Ak+i =2||5k||. Otherwise, set Afc+, =^||5fc||.

Step 6.  Compute the new approximation to the hessian, namely Bk+X by
using one of the methods that have been described.

Step 7.  If f(xk + 8k) <f(xk), set xfc+1 = xk + 8k.  Otherwise, set xfc+1 =
xk. Set k = k + 1 and go to Step 2.

In Step 1, 2?0 is chosen as H(x0) when explicit second derivative information is
available (in NA, CNA and UNA).  In the other cases (GPA and SUA), 2?0 is chosen
as 0.01 ||g(x0)||/A0 times the unit matrix. Step 3 is implemented using a Levenberg-
Marquardt procedure, very similar to the one described in Hebden [5].  It is interesting
to observe that because in this procedure only linear equation solutions are needed,
advantage may be taken of sparsity by using a method such as [12]. Step 5 is
implemented as proposed by Powell in [9].  The five different formulae are used
in Step 6 and give the five algorithms that are compared.  We are now ready to
examine the test functions that are used in the comparison.
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Table 1. Parameters a¿

3.  Test Functions.
3.1.   Two Functions Arising from Operations Research.   The two functions below

arise from a very simple operations research model of a market of interconnected
producers and consumers.  The first one is derived from a simple model and is the
quadratic function

(QOR) f(x) =   g apcf +  £ ft \dt -   Z   x, +   Z  x.Y,
i=l 7=1       L /&4(0 ;'6B(i)    J

where the constants c^-, ft and d¡ axe given in Table 1 and Table 2, together with the
/10') and B(i) which are subsets of the indices {1, . . . , 50}.   The sparsity pattern
of the hessian is determined by these sets and is shown in Figure 1.  The starting
point is the zero vector.
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Figure  1

A more elaborate model gives the objective function

(gor) /(*) = 2>,(*,) + 2>(y,)>i=i i=i
where

ct(xt) =
o^-lnO + xj), x¡>0,

-a,.x,ln(l -xj),      x¡ < 0,

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



844 PH. L. TOINT

(7) y, = d¡ -   Z    x¡ +   Z   Xj
j<EA(i) jGB(i)

and
(fty?ln(l+y,.),   yt>0,

W = \
W2, y¡<0-

The constants a¡, ft, d¡ and the sets A(i) and B(i) axe the same as in QOR
and so is the sparsity pattern of its second derivative matrix (see Figure 1).   As in
QOR, the starting point is the zero vector.

Both these functions (QOR and GOR) are convex.   There are discontinuities
in the second derivative of GOR.

3.2. A Pseudo Penalty Function.   Another function was constructed with the
same sparsity pattern as QOR, but with a very nonquadratic behavior.   It looks
very much like a penalty function and is given by the relation

(psp) f(x) = Z «<(*. - 5)2 + Z 0A(y,-).
i=i i=i

where the quantities yf are defined by (7) and where

illy, yt>0.l,

(l00(0.1 -y,.)+ 10,      yt <0.1.
The constants a(, ft and the sets A(i) and B(i) occurring in (7) are the same as
in QOR.   The starting point is again the zero vector.

3.3. A Chained Rosenbrock Function. In order to provide a nonconvex
function, an extension of the well-known Rosenbrock function of two variables
was designed.   It is the function

(CR) f(x) = Z   t4a,.(x,._1 - x?)2 + (1 - x,.)2],
1 = 2

where the constants cl¡ are still chosen from Table 1 for i = 2, . . . ,25.   The
hessian of this function is tridiagonal.   The starting point is xQ = (-1,-1,... ,-1).

3.4. A 1-Diagonal Function.   This function was built from a nonlinear
system of equations suggested originally by Broyden (for this system, see [13],
for example).   It is defined as

(G7D) Ax) = Z ly, l7/3 + Z lx,. + x,.+30 I7'3,
i= 1 1= 1

where

y i =- (3 ~~^)xi +2x2 - 1,

y i = x¡_x -  ( 3 - y J x¡ + 2xi+, - 1,      7 = 2, . . . , 59,

^60 = *5 9 ~ y* 2~J *60 ~ 1-
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Figure 2
The sparsity pattern of the hessian of this function is shown in Figure 2.   We
note that some nonzero elements are far from the diagonal.   The starting point is
x0 = (-1,-1, ...,-1).

3.5.   A Variational Problem.   The next function arises from the Rayleigh-Ritz
discretization of the following variational problem:

yecMo.i] '
subject to the constraints (boundary conditions)

y(0)=y(l) = 0,

where \G [-3.5,+»].   This problem is considered in Osborne [7].   For the
discretization, we use the "hat functions" as a basis of the solution.   They are
defined by the equations

(t-ti_x)/h,       t&[ti_x,ti],
i =  1, . . . , 77,

M0= { (U+i -0/h,     te [t¡, ti+x],

0, elsewhere,

where {tA¡=Q  axe the discretization points with tt = ih (i = 0, 1,. . . ,n + 1) and
tn + x = 1.  Expressing the solution in the formy(r) = Y,"=xai(t>i(t), which incorporates
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the boundary conditions, we obtain the following objective function to minimize

m-\
n n-l
Z o£ - Z <Wi+i
¿=i      1=1

(VARÍX))
+ 2X/z + z -—— +1=1     a.-1-i-«*

^1
This function has a tridiagonal hessian matrix.  It is convex for all the considered
values of X and its quadratic when X = 0.  A truncated Taylor series is used when
the rounding errors due to cancellation become large.  Tests were run with the
following choices of parameters:

n = 75       X = 20,

X = 6,

X = -0.3,

X = -3,

X = -3.4,

„=45 X=-3.4,

7i = 20       X = -3.4.

The starting point is

Wl-^Td-0    for/=l,...,«.

3.6. A Trigonometric Function. The last function is a trigonometric function
with a second derivative matrix of general sparsity pattern. A set of pairs of indices
is chosen: J = {(/, j)\ 1 < / < 77 and 1 </</}.  The function is then defined as

(TRIG) ft*) =    2-   «,/Sintftx,. + ftx;. + ctj\,
(i,j)eJ

where the x,- -, ft and e« are defined by

Cty = 5[1 + mod(i, 5) + mod(j, 5)],

ft = 1 + »Vio,
cf/ = (i+/)/10.

The sparsity pattern of the second derivative matrix depends on /.   Figure 3 shows
the pattern that was used for 77 = 100.   For smaller values of 77 (77 = 25, 50) the
sparsity pattern is the leading n x n submatrix of the one given in Figure 3.  The
function TRIG is nonconvex because it is bounded above and below.  The starting
point is x = (1, 1, . . . , 1).
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4.  Numerical Results and Discussion.   As stated in the introduction, the com-
parison between the algorithms is based on the number of gradient evaluations.  This
criterion is justified by the fact that, for complex functions, the work required to
obtain one gradient is usually of an order greater than n2 while the internal work
required by the algorithms is usually of this order, except for GPA.  In that case
indeed the work needed to solve the linear systems in the Levenberg-Marquardt
procedure of Step 3 is of the order of tí3 while for the other algorithms it is usually
of the order of n2, depending on the sparsity that can be exploited in the solution
of these linear systems.

However, if the evaluation of the function requires an amount of work
comparable to the evaluation of the gradient and may be done separately (i.e. one
does not need to compute the function each time the gradient is evaluated), the
number of function evaluations, which is the number of iterations of the algorithm
plus one, becomes more and more important.  The number of iterations is also
important when the work devoted to the internal matrix calculations becomes com-
parable to the work of evaluating the function and the gradient.  Therefore, this
number is also considered in the comparison.

All tests were run with the same accuracy requirement (e = 10~s).   For all
the functions, the global minimum was found, except for TRIG and G7D where
different local minima were found by the different algorithms.  All tests were run on
the Cambridge University IBM 370/165 in double length arithmetic.

In Tables 3 and 4,77 is the number of variables while s is the number of nonzero
entries of the hessian that require explicit computation divided by 77.  It gives a

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



848 PH. L. TOINT

measure of the sparsity present in the problem: high sparsity corresponds to low s.
A0 is the initial steplength used on the different functions. A sign ">" in the results
means that the algorithm was stopped at the corresponding number of gradient
evaluations or iterations without having converged to any local minimum.

Table 3 compares GPA and SUA.

QOR

GOR

PSP

VAR(-3.4)

VAR(-3.4)

50

50

50

25

20

45

3.30

3.30

3.30

1.96

1.95

1.98

number of gradient evaluations
GPA      |     SUA

50

102

113

,93

69

,150

23

49

132

40

31

46

Table 3.  Comparison of GPA and SUA
The number of iterations is not given in the table because it is always one less than
the number of gradient evaluations.

One can see a clear advantage in taking account of sparsity in the evaluation
of the approximation to the hessian. This is to be expected because SUA is given
more information about the true second derivative matrix.

However, GPA is superior to SUA on the function PSP, which is most unlike
a quadratic function.  The explanation may be that approximating more closely the
local quadratic behavior is, in this case, of little use to the global convergence.

Before comparing SUA with NA, CNA and UNA, it is necessary to make a few
comments on the way in which the number of gradient evaluations is calculated.
Since our aim is to compare methods using first derivatives, we assume that the
second derivative information in NA, CNA and UNA can be obtained by using a
forward difference approximation scheme in the gradients.   For this interpretation,
we consider two different approximation schemes.

The first scheme consists of evaluating each one of the entries of the hessian
separately by calculating differences in the relevant first derivative component.  The
number of these entries is generally a small multiple of 77 since sparsity is present.
Moreover, only the nonzero entries below and on the diagonal need to be computed
because of symmetry.  It is easy to observe that this method is optimal in terms of
gradient component evaluations.  (Thus an interpretation of the parameter s is that
it is a lower bound on the number of full gradient evaluations required to obtain one
approximation to the hessian.)  However, this method supposes that it is possible
to calculate each component of the gradient separately.  The parameter kx in
Table 4 is relevant to this scheme.  It is the sum of the number of gradient evaluations
occurring in Step 4 plus I/77 times the number of gradient components that are
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evaluated to form the difference approximations to the hessian.  It may be regarded
as the overall number of gradient evaluations needed by the algorithms NA, CNA and
UNA to achieve convergence.

Another suitable scheme for estimating the hessian matrix by difference, is
proposed by Curtis, Powell and Reid [1].  It uses  full gradient evaluations in a way
that takes advantage of sparsity, but it does not take account of symmetry.  No
procedure of this type that takes symmetry into account is known to the author.
The parameter k2 in Table 4 is the number of gradient evaluations when the
Curtis-Powell-Reid strategy is used to evaluate the hessian.  The parameter m is the
number of gradient evaluations needed to obtain one hessian using this strategy.

In Table 4, the parameter "it" is the number of iterations required by each
method to find a local minimum.  The number of function evaluations has not
been reported since it is always equal to it + 1. The parameter k3 for SUA is the
number of gradient evaluations required to reach the local minimum.  Some of its
values appear already in Table 3.

Examining Table 4, we find that NA is less efficient than UNA and, except
perhaps for TRIG with 100 variables, less efficient than CNA.  Therefore, it is not
advantageous to evaluate the hessian matrix by finite differences on every iteration.
The effort required to calculate one approximation should be used on more than
one iteration.

Secondly, we note that in all these calculations, UNA is superior to CNA.
Therefore, it is valuable to incorporate in the second derivative matrix the changes in
gradient that occur from the intermediate gradient evaluations.

For the comparison between SUA and UNA, two points are worthy to be made:
1)  on all convex problems, UNA performed better than SUA.   It may mean that in
this case it is worthwhile to calculate more accurate second derivative estimates.  On
the other hand, SUA performed better on the problems CR and TRIG which are not
convex.  Therefore, far from the optimum and the zone surrounding it where the
function is convex, it is not worthwhile to put much effort in accurate second
derivative calculations.  In this case, first derivatives make a greater contribution to
the steps of the algorithms.   2)  On the convex problem VAR(- 3.4), the amount of
work required by SUA increases about linearly with the dimension of the problem,
while the work required by UNA remains more or less constant.  This may indicate
another superiority of UNA in the convex case.

When the number of iterations of function evaluations becomes important, NA
is clearly superior.  However, UNA seems to remain a reasonable choice because it
combines a small number of gradient evaluations with a relatively small number of
iterations.

It is also to be observed that the performance of UNA depends on the frequency
at which the hessian matrix is evaluated. The number p = 6 chosen here is unlikely to
be optimal for all the examples.

An interesting idea is to develop a procedure that chooses this frequency
automatically, depending on the convexity and uniformity of the function.  Perhaps
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such a procedure could blend the advantages of UNA and SUA.
Finally, we note that under conditions on fix) similar to those assumed in [10],

the sparse updating algorithm (SUA) can be proved to converge superlinearly to a
local minimum of/(x).  Since the proof is not relevant to a numerical comparison and
is similar to [10], it has been omitted here.

5. Conclusion.  This paper shows that the use of the sparse updating formula
SUA for unconstrained optimization problems may be very useful, not only because
the amount of storage needed is low when applied on large sparse problems, but
also to reduce the number of function and gradient evaluations.  This is especially
true when the updating formula is combined with some difference approximation
scheme for the second derivative matrix.

Nevertheless, a more sophisticated procedure using this sparse update seems
still to be desirable, in order to use all the available information in an optimal way.
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