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1. Summary. In the present paper the problem of point estimation is considered in terms of risk functions, without the customary restriction to unbiased estimates. It is shown that, whenever the loss is a convex function of the estimate, it suffices from the risk viewpoint to consider only nonrandomized estimates. For a number of specific problems the minimax estimates are found explicitly, using the squared error as loss. Certain minimax prediction problems are also solved.
2. Introduction. The principles most commonly applied in the selection of a point estimate are the principles of maximum likelihood (R. A. Fisher) and of minimum variance unbiased estimation (Markoff). ${ }^{2}$ Both of these principles are intuitively appealing, but neither of them can be justified very well in a systematic development of statistics. This holds also for some modifications of these principles proposed by G. W. Brown [1], as the author himself points out.

In an important early paper [2], Wald indicated a more systematic approach to the problem, which he later developed into his gencral theory of statistical decision problems [3, 4, 5]. Consider a random variable $X$ distributed over a space $\mathfrak{X}$ according to a distribution $P_{\theta}^{X}$ with $\theta \in \Omega$. It is desired to estimate some $g(\theta)$. If the value $x$ of $X$ is observed one makes an estimate, say $f(x)$, and thereby incurs a loss of $W[g(\theta), f(x)]$ when $\theta$ is the true value of the parameter. We shall assume that the loss function is nonnegative. It then follows that the expectation of the loss will always exist (although it may be infinite). The risk associated with the estimate $f$ is defined to be the expected loss, as given by

$$
\begin{equation*}
R_{f}(\theta)=E_{\theta} W[g(\theta), f(x)]=\int_{\Theta C} W[g(\theta), f(x)] d P_{\theta}^{X}(x) . \tag{2.1}
\end{equation*}
$$

The choice of estimate should then be made according to the risk function. As a particular possibility Wald suggests the use of minimax estimates, i.e. estimates which minimize $\sup _{\theta} R_{f}(\theta)$.
The main purpose of the present paper is to obtain minimax estimates for a number of specific problems. Only few such problems have been worked out so far, the emphasis in Wald's work having been on the general theory. In [2] Wald obtained the minimax estimate of an unknown location parameter. Stein and Wald [6] treated the sequential problem of estimating the mean of a normal dis-

[^0]tribution with known variance, and in his forthcoming book Wald considers as an example the sequential problem of estimating the mean of a random variable distributed uniformly over an interval of length 1 .

It seems worthwhile to consider further special problems both because one may obtain estimates that in some cases are preferable to the conventional ones, and because these examples throw some light on the general desirability of the minimax principle. As we shall see below, it does not seem possible to reach any definite conclusions on this latter point, and to obtain a generally valid comparison between the minimax estimate and, for example, the unbiased estimate with uniformly smallest variance (when such an estimate exists).

Consider, for example, the problem of estimating the probability of success from a number of independent trials each of which may be a success or a failure, when the loss-function is the squared error. If the number of trials is one, the minimax estimate (as is shown below) is given by $f(X)=\frac{1}{2} X+\frac{1}{4}$, where $X$ is 1 or 0 as the trial is a success or failure. As is easily seen, this estimate has smaller risk than the usual estimate $f^{*}(X)=X$ whenever $0.07 \leqq p \leqq 0.93$. On the other hand, when the number of trials is large the standard estimate $\bar{X}$ has smaller risk than the minimax estimate nearly everywhere. The minimax estimate is only slightly better in a small interval centered at $p=\frac{1}{2}$, whose length tends to zero as the number of trials tends to infinity, and is worse everywhere else.

For our purpose it is convenient to formulate the problem of point estimation as follows (see in this connection [7]). A random variable $X$ is distributed over a space $\mathscr{X}$ according to a distribution $P$ belonging to a family $\mathcal{F}$. We wish to estimate $g(P)$ where $g$ is a function whose domain is $\mathfrak{F}$ and whose range is contained in some space $\mathscr{Y}$ (in any example $\mathscr{Y}$ is usually a Euclidean space, mostly even a one dimensional Euclidean space). An estimate is a statistic $f(X)$ taking on values in $\mathcal{Y}$. We denote by $W[g(P), f(x)]$ the loss which results from making the estimate $f(x)$ when $P$ is the true distribution, and we define the risk function of the estimate $f$ by

$$
\begin{equation*}
R_{f}(P)=E_{P} W[g(P), f(X)] \tag{2.2}
\end{equation*}
$$

The problem is to determine $f$ so as to minimize $\sup _{P \in \mathcal{F}} R_{f}(P)$.
Our principal tool will be the following theorem, which is essentially contained in Wald's work but which is not stated there explicitly. The theorem is a slight modification of one used for the theory of testing in [8].

Theorem 2.1. Let $\left\{P_{\theta}\right\}, \theta \in \omega$ (where $\omega$ is a subset of a Euclidean space), be a parametric subfamily of $\mathcal{F}$, and let $\lambda$ be a probability measure over $\omega$. Suppose that $f$ minimizes

$$
\begin{equation*}
\int_{\omega} E_{\theta} W\left[g\left(P_{\theta}\right), f(X)\right] d \lambda(\theta) \tag{2.3}
\end{equation*}
$$

and that
(i) $E_{\theta} W\left[g\left(P_{\theta}\right), f(X)\right]$ is constant (say c) for all $\theta \in \omega$,
(ii) $E_{P} W[g(P), f(X)] \leq c$ for all $P$ in $\mathcal{F}$.

Then $f$ is a minimax estimate for estimating $g$.

Proof. Let $f^{*}$ be any other estimate of $g$. Then

$$
\begin{align*}
& \sup _{P \in \mathcal{F}} E_{P} W[g(P), f(X)]=\int_{\omega} E_{\theta} W\left[g\left(P_{\theta}\right), f(X)\right] d \lambda(\theta) \\
& \leqq \int_{\omega} E_{\theta} W\left[g\left(P_{\theta}\right), f^{*}(X)\right] d \lambda(\theta)  \tag{2.4}\\
& \leqq \sup _{P \in \mathcal{F}} E_{P} W\left[g(P), f^{*}(X)\right] .
\end{align*}
$$

We note that if $f$ is the unique function minimizing (2.3), then the first inequality in (2.4) becomes strict, and hence $f$ is the unique minimax estimate of $g$.

Following Wald we shall call the function $f$ that minimizes (2.3) the Bayes estimate of $g$ associated with the a priori distribution $\lambda$. As a corollary to theorem 2.1, we note that a Bayes estimate whose risk function is constant, is a minimax estimate.
3. Randomization. In the formulation of the problem of point estimation given above, the estimate $f(x)$ is assumed to be completely determined by the observed value $x$ of the random variable $X$. In the present section a broader formulation of the problem will be considered, in which the estimate corresponding to $x$ may itself be a random variable, say $T_{x}$. This extension is a special case of the notion of randomized decision function introduced by Wald in his general decision theory. We associate with each $x$ in $\mathfrak{X}$ a probability distribution $F_{x}$, with the convention that when $X$ is observed to have the value $x$, we estimate $g(P)$ by means of a random variable $T_{x}$ which is distributed according to $F_{x}$. Estimates of this latter kind we shall call randomized, and the fixed estimates $f(x)$ nonrandomized.

The motivation behind the admission of randomized estimates (or more generally of randomized statistical decision funtions) is that in some problems of statistical inference the performance of the decision function is considerably improved by randomization. It is clear however that the randomized functions are more complicated, and hence that it is useful to know when their consideration is not necessary. Before investigating this question we give the following definition, which makes precise a sense in which certain estimates may be omitted from consideration. (See Wald [9]).

Definition. For a given estimation problem a class $C$ of estimates will be said to be essentially complete with respect to a class $D$ of estimates, if for every estimate $g$ in $D$ there exists an estimate $f$ in $C$ such that $R_{f}(P) \leqq R_{v}(P)$ for all $P$ in $\mathcal{F}$. If $D$ is the class of all randomized estimates we simply say that $C$ is essentially complete for the given problem.

It is clear that if one adopts the risk function point of view, one loses nothing by restricting consideration to an essentially complete class of estimates. In the present section we find conditions under which the totality of nonrandomized estimates forms an essentially complete class.

For this purpose we need the notion of convexity. A set $S$ in a $k$-dimensional Euclidean space is said to be convex if, whenever $P$ and $Q$ are in $S$, then all points on the line segment from $P$ to $Q$ are also in $S$. A real valued function $\psi$ defined over a $k$-dimensional Euclidean space is said to be convex, if for any points $\left(x_{1}, \cdots, x_{k}\right)$ and $\left(y_{1}, \cdots, y_{k}\right)$ of the space, and any number $0<\alpha<1$ we have

$$
\begin{align*}
& \alpha \psi\left(x_{1}, \cdots, x_{k}\right)+(1-\alpha) \psi\left(y_{1}, \cdots, y_{k}\right) \geqq  \tag{3.1}\\
& \psi\left(\alpha x_{1}+(1-\alpha) y_{1}, \cdots, \alpha x_{k}+(1-\alpha) y_{k}\right) .
\end{align*}
$$

We use the following notation for conditional expectation. If $U$ and $V$ are two random variables which have a joint distribution, then $E(U \mid v)$ denotes the conditional expectation of $U$ given that $V=v ; E(U \mid S)$ denotes the conditional expectation of $U$ given that $V$ is in $S$. Let $\Phi(v)=E(U \mid v)$; then for $\Phi(V)$ we write $E(U \mid V)$.

Lemma 3.1. Let $U, V$ be two random variables with a joint distribution, such that $U$ is distributed in a $k$-dimensional space and $E(U)$ is finite. Let $\psi$ be a real-valued convex function defined over this space and bounded from below. Then

$$
E\{\psi\{E(U \mid V)\}\} \leqq E\{\psi(U)\}
$$

Proof. The proof is immediate in the special case that, for almost all $v$, there exists a determination of the conditional probability distribution of $U$ given $v$ which is a measure. We then know, from the convexity of $\psi$, that for almost all values $v$ of $V, \psi\{E(U \mid v)\} \leqq E\{\psi(U) \mid v\}$. Replacing $v$ by $V$ and taking expectations of both sides, we obtain the desired result.

If we do not assume the existence of conditional measures, the proof is more complicated. Since $E(U)$ is finite, there exists a function $E(U \mid v)$ such that for any set $S, E(U \mid S)=E\{E(U \mid V) \mid S\}$; see [10], p. 47. Since $\psi$ is convex it is measurable, and since $\psi$ is bounded from below $E\{\psi(U)\}$ exists. Excluding the trivial case $E\{\psi(U)\}=\infty$, we know there exists a function $E\{\psi(U) \mid \dot{v}\}$ such that for any set $S, E\{\psi(U) \mid S\}=E\{E\{\psi(U) \mid V\} \mid S\}$.

If the lemma wer false, we should have $E\{E\{\psi(U) \mid V\}\}<E\{\psi\{E(U \mid V)\}\}$, and could find an $\epsilon>0$ and a set $A$ of positive $V$ measure such that for every $v \in A, E\{\psi(U) \mid v\}+2 \epsilon<\psi\{E(U \mid v)\}$. This implies the existence of a number $d$ and a set $B$ of positive $V$ measure such that for every $v \in B, E\{\psi(U) \mid v\} \leqq d$ and $d+\epsilon \leqq \psi\{E(U \mid v)\}$. Since $\psi$ is convex, the domain $D$ of points $P$ for which $\psi(P)<d+\epsilon$ is convex, and we may find a subset $C$ of $B$, of positive $V$ measure, for which the set of points $E(U \mid v), v \in C$, lies in a convex domain $E$ disjoint of $D$. It follows that $E(U \mid C)$ lies in $E$, and hence that $\psi\{E(U \mid C)\} \geqq d+\epsilon$. Clearly $d \geqq E\{\psi(U) \mid C\}$. Thus we have the contradiction $E\{\psi(U) \mid C\} \geq \psi\{E(U \mid C)\}$.

Definition. A loss function $W$ will be called convex if for every $u \in \mathcal{Y}, W(u, v)$ is a convex function of the estimate $v$.

An example of a convex loss function is provided by the Markoff principle of estimation. The variance of an unbiased estimate may be considered as a risk
function if we take the loss function to be the squared error, i.e. the square of the difference between the true value $g(P)$ and the estimated value $f(x)$ or $T_{x}$; and this loss function is clearly convex.

Theorem 3.2. If the loss function $W$ is convex, if $\mathscr{Y}$ is in a Euclidean space, and if we consider only estimates having finite expectation, then the class of nonrandomized estimates is essentially complete.

Proof. Let $T_{X}$ be any randomized estimate such that $E\left(T_{X}\right)$ exists and is finite. Applying lemma 3.1 we see that $E\left(T_{x} \mid X\right)$, which as a function of $X$ only is a nonrandomized estimate, has a risk never greater than that of $T_{x}$.

The restriction in theorem 3.2 to estimates having finite expectation may be replaced by the requirement that for each $u \epsilon \mathcal{G}$ there exist a number $M_{u}$ such that if $|v-u|=M_{u}$ then $W(u, v)>W(u, u)$. With this requirement and the convexity assumption, it follows that the risk associated with $T_{x}$ is infinite whenever $E\left(T_{X}\right)$ is infinite.

Theorem 3.2 is related to a generalization of a theorem of Blackwell. If $Y$ is a sufficient statistic for $g(P)$, and if for almost all $y$ the conditional distribution of $X$ given $y$ exists in the sense of measure, we may regard estimation of $g(P)$ based on $X$ as randomized estimation of $g(P)$ based on $Y$; and if the assumptions of theorem 3.1 are satisfied, we may apply this theorem to conclude the essential completeness of the class of nonrandomized estimates based on $Y$. In the general case we may resort again to lemma 3.1 to prove the following theorem; the proof is the same as that of theorem 3.2 if $X$ is replaced by $Y$ throughout.

Theorem 3.3. If the loss function $W$ is convex, if $\mathcal{Y}$ is in a Euclidean space, if we consider only estimates having a finite expectation, and if $Y$ is a sufficient statistic for $\mathcal{F}$, then the class of nonrandomized estimates which are functions of $Y$ only is essenially complete.

Blackwell [11] proved that if $U$ is a sufficient statistic for a real-valued parameter $\theta$, and if $T$ is an unbiased estimate for $\theta$, then $E(T \mid U)$, which is a function of $U$ only and also an unbiased estimate for $\theta$, has a variance which never exceeds that of $T$. Observing that the theorems above hold true when we restrict attention to unbiased estimates, Blackwell's result may be obtained from theorem 3.3 by letting 9 be one-dimensional, letting $W$ be the squared error, and restricting ourselves to unbiased estimates. In a similar manner we can get from theorem 3.3 an extension of Blackwell's theorem given by Barankin [12], who treated the case in which $W(\theta, t)=|\theta-t|^{*}, s \geq 1$. It is clear that these loss functions are convex.

If the convexity assumption is removed, theorems 3.2 and 3.3 cease to be true. For example, if $\mathscr{C}$ has only $n$ points, if $\mathscr{Y}$ is a finite line segment of length greater than $2 n \alpha$, and if the loss is 0 whenever $|g(P)-f(x)| \leq \alpha$, and 1 otherwise, then the minimax risk among nonrandomized estimates is 1 . By admitting randomization, however, the maximum risk can be brought below 1 without using $X$ at all; if our estimate $T$ is uniformly distributed over $\mathcal{G}$, then the maximum risk will be $1-\alpha$ /(length of 9 ).

The example just given may seem inappropriate, in that with the specified loss
function the problem would customarily be considered one of interval estimation rather than point estimation. This objection does not apply however to the loss functions considered in the following theorem.

Theorem 3.4. Let $\mathfrak{X}=\{0,1, \cdots, n\}, n \geq 1$. Let $\mathfrak{F}$ be the set of binomial distributions $P_{p}$ defined by $P_{p}(X=x)=\binom{n}{x} p^{x}(1-p)^{n-x}, 0 \leq p \leq 1$, Let 9 be the closed interval $[0,1]$ and $g\left(P_{p}\right)=p$. Let $W(p, t)=|p-t|^{*}, 0<s<1$. Then no minimax estimate can be nonrandomized, and the class of nonrandomized estimates is not essentially complete.

Proof. For any nonrandomized estimate $f, R_{f}(p)$, being a sum of products of continuous functions of $p$, is itself a continuous function of $p$. The nonrandomized minimax risk is less than 1 , as may be shown by considering any estimate of the following kind: $f(0)=0, f(n)=1$, and $0 \leq f(x) \leq 1$ for all $x$. Here $R_{f}(0)=$ $R_{f}(1)=0$, while if $0<p<1, R_{f}(p) \leq \max _{x}|p-f(x)|^{3}<1$. By continuity $\sup _{0 \leq p \leq 1} R_{f}(p)<1$.

It is easy to see that there exists among the nonrandomized estimates a minimax estimate, say $h$. Let the corresponding minimax risk be denoted by $M$. We know that $M=\sup _{0 \leq p \leq 1} R_{h}(p)<1$; it is obvious that $M>0$. Observe that $h(0)<$ 1 , since $h(0) \geq 1$ leads to the contradiction $R_{h}(0)=|h(0)|^{s} \geq 1$. We can write
$R_{h}(p)=\sum_{h(x)=h(0)} P_{p}(X=x) \cdot|p-h(x)|^{s}+\sum_{h(x) \neq h(0)} P_{p}(X=x) \cdot|p-h(x)|^{*}$.
The second sum has a finite derivative with respect to $p$ at $p=h(0)$, while the first sum increases with infinite speed as $p$ is moved away from $h(0)$. Therefore $R_{h}\{h(0)\}<M$; and by an exactly symmetrical argument, $0<h(n)$ and $R_{h}\{h(n)\}<M$. Using the continuity of $R_{h}$, we can find a positive number $\omega$ so small that $R_{h}(p)<M$ whenever $|p-h(0)|<\omega$ or $|p-h(n)|<\omega$.

Consider now the randomized estimate $T_{x}$ defined by $T_{x}=h(x)$ if $0<x<n$, and by $T_{x}=h(x)+\alpha Y$ otherwise, where $Y$ is a random variable independent of $X$ and taking on the values 1 and -1 each with probability $\frac{1}{2}$, and where $0<$ $\alpha<\omega$. Observe
$R_{T_{x}}(p)-R_{h}(p)=(1-p)^{n}\left[\frac{1}{2}\left\{|p-h(0)+\alpha|^{s}+|p-h(0)-\alpha|^{\prime}\right\}-\mid p-\right.$ $\left.\left.h(0)\right|^{s}\right]+p^{n}\left[\frac{1}{2}\left\{|p-h(n)+\alpha|^{s}+|p-h(n)-\alpha|^{s}\right\}-|p-h(n)|^{s}\right]$.

By the concavity of the functions involved, the first square bracketted term is negative whenever $|p-h(0)| \geq \alpha$, and the second is negative whenever $|p-h(n)| \geq \alpha$. We can choose $\alpha$ so small that whenever either $|p-h(0)|$ or $|p-h(n)|$ is less than $\alpha, R_{T_{x}}(p)-R_{h}(p)<\omega$. A continuity argument now shows that $\sup _{0 \leq p \leq 1} R_{T_{X}}(p)<M$. But this proves that no minimax estimate, with randomization permitted, can be nonrandomized. It is also now obvious that the class of nonrandomized estimates is not essentially complete: every nonrandomized estimate must have a risk function which somewhere excceds sup ${ }_{0 \leq p \leq 1} R_{r_{X}}(p)$.
4. General properties of minimax estimation. Whether a principle such as the minimax principle is a desirable one has to be decided mainly on two criteria:
(i) its general properties, and
(ii) its performance in many particular instances.

It has already been remarked that in the second respect the minimax principle does not seem entirely satisfactory. With regard to the former, one great advantage of this principle is that when there is a unique minimax estimate, it is admissible. Here an estimate $f$ is said to be admissible (see [3]) if there exists no other estimate $f^{*}$ such that $R_{f \cdot}(P) \leq R_{f}(P)$ for all $P$ in $\mathcal{F}$ with strict inequality holding for some $P$. It is interesting that, as we shall show below, this admissibility property is not shared by either the principle of unbiasedness or the maximum likelihood principle.

In this connection we begin by proving another theorem concerning essentially complete classes.

Theorem 4.1. Suppose that the space 9 is a finite interval $[a, b]$ on the real line, and that for each $u \in \mathcal{Y}, W(u, v)$ is a non-decreasing function of $v$ when $v>u$ and a non-increasing function of $v$ when $v<u$. Then the class of estimates whose range is contained in 9 is essentially complete with respect to the class of all real valued estimates.

Proof. If $T$ is any real-valued estimate, define $T^{T *}$ by

$$
T^{*}=\left\{\begin{array}{lll}
T & \text { if } & T \in \mathcal{Y},  \tag{4.1}\\
a & \text { if } & T<a, \\
b & \text { if } & t>b .
\end{array}\right.
$$

It is clear that $R_{r}(P) \leq R_{T}(P)$ for every $P \in \mathcal{F}$.
Halmos [7] has provided an example in which the minimum variance unbiased estimate takes on, with positive probability, values outside the range of the parameter. It can be shown from the proof of theorem 4.1 that in this case any unbiased estimate is inadmissible, provided the loss function is of the kind described in theorem 4.1.

That the maximum likelihood principle may also lead to inadmissible estimates is easy to show, since this is the case in many familiar situations. The following example may be of interest in that here the maximum likelihood estimate is uniformly worst among all estimates which one would consider using.

Example. Let $X$ be a random variable with only 0 and 1 as possible values, and let $P(X=1)=p$. Assume it to be known that $\frac{1}{3} \leq p \leq \frac{3}{3}$. Then the maximum likelihood estimate for $p$ is easily seen to be $\frac{1}{3}(X+1)$, and, if the loss function is the squared error, the associated risk function is $\frac{1}{3}\left(p-\frac{1}{2}\right)^{2}+\frac{1}{88}$. This risk function is, for every possible value of $p$, greater than that of any estimate $f(x)$ satisfying: $\frac{1}{3} \leq f(0) \leq f(1)=1-f(0) \leqq \frac{2}{3}$.

The selection of loss function in any problem should in theory be governed by metastatistical considerations, but in fact the circumstances of statistical problems do not usually offer compelling reasons for using one loss function rather
than another. Considerations of mathematical facility are often determining. Thus, various classical unbiased estimates become minimax estimates when the loss function is judiciously chosen. For, if we take as loss function the ratio of squared error to the variance of the unbiased estimate, the risk becomes constant, and we can easily obtain the classical estimates as minimax estimates in the familiar binomial, Poisson, and rectangular problems, and in some of the nonparametric problems considered in section 6.

However, this approach seems to be somewhat artificial, and hereafter we shall restrict ourselves to a single loss function, namely the squared error. There are two reasons for this choice. With squared error for the loss, the mathematical problems are rather simple. And as was remarked above, squared error (if one restricts oneself to unbiased estimates) is the traditional loss function. Fortunately, the squared error loss function is convex, and hence theorem 3.2 permits us to avoid considering randomized estimates.

When the loss function is squared error, we have the following obvious linearity property, which for later reference we state as

Theorem 4.2. If $f(X)$ is the minimax estimate for $g(P)$, then $a f(X)+b$ is the minimax estimate for $a \cdot g(P)+b$.

However, as we shall show by an example in the next section, it need not be true that if $X_{1}, \cdots, X_{n}$ are independent and $f_{i}\left(X_{i}\right)$ is the minimax estimate for $g_{i}\left(P_{i}\right), i=1, \cdots, n$, then $\sum_{i=1}^{n} a_{i} f_{i}\left(X_{i}\right)$ is the minimax estimate for $\sum_{i=1}^{n} a_{i} g_{i}\left(P_{i}\right)$. This is a definite disadvantage of the minimax principle as compared with the Markoff principle which does possess the linearity property mentioned.

We conclude this section with an explicit solution of the Bayes problem in the squared error case. If the distribution $P$ is itself a random variable distributed over $\mathcal{F}$ according to some distribution $\lambda$, we may compare estimates $f$ by means of their expected loss $Q(f)=E[g(P)-f(X)]^{2}$. Since $Q(f)=E\left\{E[g(P)-f(X)]^{2} \mid\right.$ $X\}$, it is well known that $Q(f)$ is minimized by using the estimate $f(x)=E[g(P) \mid x]$, provided the conditional measures exist. In fact, this result holds even without this assumption.

Theorem 4.3. $E[g(P)-f(X)]^{2}$ is minimized by $f(x)=E[g(P) \mid x]$.

$$
\begin{gathered}
\text { Proof. } E[g(P)-f(X)]^{2}-E\{g(P)-E[g(P) \mid X]\}^{2}=E\{E[g(P) \mid X]-f(X)\}^{2} \\
+2 E[E\{g(P)-E[g(P) \mid X]\} E[g(P) \mid X]-f(X)\} \mid X] \geq 0 .
\end{gathered}
$$

In applications it is convenient to write $E[g(P) \mid X]$ more explicitly. Suppose that with respect to some measure $\mu$ over $\mathscr{C}$, each distribution $P \in \mathcal{F}$ has a generalized probability density $p_{P}$, so that for any $A$, the probability that $X \in A$ computed for $P$, is given by

$$
\int_{A} p_{P}(x) d \mu(x)
$$

Minimizing a quadratic expression shows that

$$
\begin{equation*}
\frac{\int_{\mathfrak{F}} g(P) p_{P}(x) d \lambda(P)}{\int_{\mathfrak{F}} p_{P}(x) d \lambda(P)} \tag{4.2}
\end{equation*}
$$

is a Bayes solution.
5. Binomial and hypergeometric distributions. In the present section we shall consider three discrete minimax problems.

Problem 1. (Binomial.) Let $X$ be a binomial random variable witd parameter $p, 0 \leq p \leq 1$, so that $P(X=k)=\binom{n}{k} p^{k}(1-p)^{n-k}$. We shall show that the minimax estimate for $p$ is

$$
\begin{equation*}
\frac{X}{n} \cdot \frac{\sqrt{n}}{(\sqrt{n}+1)}+\frac{1}{2(\sqrt{n}+1)} \tag{5.1}
\end{equation*}
$$

Consider any linear estimate $\alpha X+\beta$. The risk $E_{p}(\alpha X+\beta-p)^{2}$ is a quadratic function of $p$ which is constantly equal to $\beta^{2}$ when $\alpha=\frac{1}{\sqrt{n}(1+\sqrt{n})}$ and $\beta=\frac{1}{2(1+\sqrt{n})}$. Hence (5.1) is a constant risk estimate of $p$. Since it is easily seen that

$$
\frac{\int_{0}^{1} p \cdot p^{k} q^{n-k} \cdot p^{a-1} q^{b-1} d p}{\int_{0}^{1} p^{k} q^{n-k} \cdot p^{a-1} r^{b-1} d p}=\frac{a+k}{a+b+n}, \quad(q=1-p)
$$

it follows that (5.1) is the Bayes estimate when $p$ is distributed with probability density $C(p q)^{(\sqrt{n} / 2)-1}$, and hence by Theorem 2.1 we conclude that (5.1) is the minimax estimate of $p$.

After obtaining this result we were informed that it had been obtained earlier by H. Rubin, to whom, therefore, the priority belongs.

It is interesting to compare the risk of the above estimate with that of the standard unbiased estimate $X / n$. We have

$$
\begin{gathered}
E\left(\frac{X}{n}-p\right)^{2}=\frac{p q}{n} \\
E\left[\frac{1}{1+\sqrt{n}}\left(\frac{X}{\sqrt{n}}+\frac{1}{2}\right)-p\right]^{2}=\frac{1}{4(1+\sqrt{n})^{2}}
\end{gathered}
$$

As is easily seen, $\frac{p q}{n} \leq \frac{1}{4(1+\sqrt{n})^{2}}$ if and only if

$$
\left|p-\frac{1}{2}\right| \geq \frac{\sqrt{1+2 \sqrt{n}}}{2(1+\sqrt{\bar{n}})}
$$

Thus the standard estimate is better than the minimax estimate outside an interval around $p=\frac{1}{2}$ whose length decreases with increasing $n$, tending to 0 as $n$ tends to infinity. However, for very small values of $n$ the minimax estimate has the smaller risk over nearly the whole range.

Problem 2. (Difference of binomials.) Let $X$ and $Y$ be independent binomial random variables, where $P(X=k)=\binom{n}{k} p_{1}^{k}\left(1-p_{1}\right)^{n-k}$ and $P(Y=l)=\binom{n}{l}$ $p_{2}^{l}\left(1-p_{2}\right)^{n-l}$. By use of theorem 2.1 we shall show that the minimax estimate for $p_{1}-p_{2}$ is $\frac{\sqrt{2 n}}{1+\sqrt{2 n}}\left(\frac{X}{n}-\frac{Y}{n}\right)$. For the set $\omega$ of theorem 2.1 we take $p_{1}=p$, $p_{2}=1-p, 0 \leq p \leq 1$, and we let $Z=X+n-Y$. Applying the result of Problem 1 to $Z$, we find the minimax estimate of $p$ to be $\alpha_{2 n} \cdot Z+\beta_{2 n}$, and by Theorem 4.2 the minimax estimate based on $Z$ for $p_{1}-p_{2}=2 p-1$, is $\frac{\sqrt{2 n}}{1+\sqrt{2 n}}\left(\frac{X}{n}-\frac{Y}{n}\right)$, and the risk of this estimate is constant over $\omega$.

To prove that this is also the minimax estimate of $p_{1}-p_{2}$ for the original problem, we consider the risk as a function of $p_{1}$ and $p_{2}$. It is easy to show that $(1+\sqrt{2 n})^{2} R\left(p_{1}, p_{2}\right)=2 \cdot\left[p_{1}\left(1-p_{1}\right)+p_{2}\left(1-p_{2}\right)\right]+\left(p_{1}-p_{2}\right)^{2}$. Finally it can be shown that $p_{1}\left(1-p_{1}\right)+p_{2}\left(1-p_{2}\right)$ is maximized, subject to the condition that $p_{1}-p_{2}$ be constant, when $p_{1}+p_{2}=1$.
Problem 3. (Hypergeometric.) We finally consider the problem of estimating the number of defectives in a lot from a sample drawn from this lot at random. We denote by $N$ and $n$ the number of elements in lot and sample respectively, and by $D$ and $X$ the corresponding number of defectives. For later reference we note

$$
\begin{gathered}
P(X=k)=\frac{\binom{D}{k}\binom{n-D}{n-k}}{\binom{N}{n}}, \\
E(X)=n \frac{D}{N}, \\
\sigma_{x}^{2}=\frac{n D(N-n)(N-D)}{N^{2}(N-1)},
\end{gathered}
$$

As in Problem 1 we easily find a linear function of $X$ whose risk is constant. In fact

$$
E_{D}(\alpha X+\beta-D)^{2} \equiv \beta^{2}
$$

when

$$
\alpha=\frac{N}{n+\sqrt{\frac{n(N-n)}{N-1}}}, \beta=\frac{N}{2}\left(1-\frac{\alpha n}{N}\right) .
$$

To prove that $\alpha X+\beta$ is the minimax estimate of $D$ we shall show that it is the Bayes estimate corresponding to

$$
\begin{equation*}
P(D=d)=\int_{0}^{1}\binom{N}{d} p^{d} q^{N-d} \cdot C p^{a-1} q^{b-1} d p \tag{5.2}
\end{equation*}
$$

where $a, b>0$, and

$$
C=\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} .
$$

In this connection it is useful to notice that since (5.2) is a distribution

$$
\begin{equation*}
\sum_{d=0}^{N}\binom{N}{d} \frac{\Gamma(a+d) \Gamma(N+b-d)}{\Gamma(N+a+b)} \cdot \frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)}=1 . \tag{5.3}
\end{equation*}
$$

Using theorem 4.3, we find the Bayes estimate associated with (5.2) to be

$$
f(k)=\frac{\sum_{d=k}^{N-n+k} d\binom{d}{k}\binom{N-d}{n-k}\binom{N}{d} \Gamma(a+d) \Gamma(N+b-d)}{\sum_{d=k}^{N+k}\binom{d}{k}\binom{N-d}{n-k}\binom{N}{d} \Gamma(a+d) \Gamma(N+b-d)}
$$

Replacing $d$ by $(d-a)+a$, and using the relation

$$
\binom{d}{k}\binom{N-d}{n-k}\binom{N}{d}=\binom{N-n}{d-k} \cdot(\text { terms not involving } d)
$$

we find:

$$
f(k)=\frac{\sum_{i=0}^{N-n}\binom{N-n}{i} \Gamma(d+a+1) \Gamma(N+b-d)}{\sum_{i=0}^{N-n}\binom{N-n}{i} \Gamma(d+a) \Gamma(N+b-d)}-a .
$$

Now apply (5.3) to numerator and denominator separately; then

$$
f(k)=k \frac{a+b+N}{a+b+n}+\frac{a(N-n)}{a+b+n} .
$$

Putting $\frac{a+b+N}{a+b+n}=\alpha, \frac{a(N-n)}{a+b+n}=\beta$ one obtains easily

$$
a=\frac{\beta}{\alpha-1}, b=\frac{N-\alpha n-\beta}{\alpha-1} .
$$

Substituting the values of $\alpha$ and $\beta$ one finds that $\beta>0, N>\alpha n+\beta$ and that $\alpha>1$ provided $N>n+1$. In the special case $N=n$ the result is immediate, while if $N=n+1$, the result is obtained by giving to $D$ a binomial distribution with $p=\frac{1}{2}$.
6. Non parametric problems. We shall in this section consider estimation problems in which the functional form of the distribution of $X$ is not assumed known. Restrictions will be imposed on the variables only to insure the existence of estimates with bounded risk. The problem will be treated under two different such restrictions: (i) that the variables are bounded with known bounds, (ii) that the variables have bounded variances.

In the first of these cases we can assume without loss of generality that the variables are distributed over the interval $[0,1]$, and then obtain

Theorem 6.1. Let $X_{1}, \cdots, X_{n}$ be independently distributed over [0, 1] according to a joint distribution belonging to a family $\mathcal{F}$. Suppose that $\mathcal{F}$ contains the subfamily $\mathcal{F}_{0}$ according to which $X_{1}, \cdots, X_{n}$ are independently and identically distributed with $P\left(X_{i}=1\right)=p, P\left(X_{i}=0\right)=1-p, 0 \leq p \leq 1$. Let $E\left(X_{i}\right)=\mu_{i}$, $\frac{1}{n} \sum_{i=1}^{n} \mu_{i}=\bar{\mu}$. Then the minimax estimate of $\bar{\mu}$ is

$$
\begin{equation*}
\frac{1}{1+\sqrt{n}}\left(\sqrt{n} \bar{X}+\frac{1}{2}\right) \tag{6.1}
\end{equation*}
$$

Proof. Since (6.1) is the minimax estimate of $\bar{\mu}=p$ when the distribution of the $X$ 's is known to belong to $\mathcal{F}_{0}$, we only need to show that its risk is largest for the distributions of $\mathcal{F}_{0}$. But
$E(A \bar{X}+B-\bar{\mu})^{2}=A^{2} \sigma_{\bar{\Sigma}}^{2}+[B+(A-1) \bar{\mu}]^{2}=\frac{A^{2}}{n^{2}} \sum_{i=1}^{n} \sigma_{x_{i}}^{2}+[B+(A-1) \bar{\mu}]^{2}$ and

$$
\Sigma \sigma_{x_{i}}^{2}=\Sigma E\left(X_{i}^{2}\right)-\Sigma \mu_{i}^{2} \leqq \Sigma \mu_{i}-\Sigma \mu_{i}^{2}=n \bar{\mu}-\Sigma\left(\mu_{i}-\bar{\mu}\right)^{2}-n \bar{\mu}^{2} \leqq n \bar{\mu}(1-\bar{\mu})
$$

where equality holds for the distributions in $\mathfrak{F}_{0}$.
Corollary 6.2. Let $X_{1}, \cdots, X_{n}$ be a sample from an unknown univariate distribution over $[0,1]$. Then the minimax estimate of $E\left(X_{i}\right)=\mu$ is given by (6.1).

Corollary 6.3. Let $X_{1}, \cdots, X_{n}$ be a sample from an unknown absolutely continuous univariate distribution over $[0,1]$. Then the minimax estimate of $E\left(X_{i}\right)=$ $\mu$ is given by (6.1).

Corollary 6.3 follows from the fact that any risk function that can be obtained for binomial distribution can be approximated by means of absolutely continuous distributions.

Theorem 6.1 can be extended to include variables that are negatively correlated. Namely if $X_{1}, \cdots, X_{n}$ are distributed over [ 0,1 ] according to a joint distribution belonging to some family $\mathcal{F}$, if for each distribution of $\mathcal{F}$ the correlation coefficient $\rho_{i j}$ of $X_{i}, X_{j}$ is $\leqq 0$ for all $i, j$, and if $\mathcal{F}$ contains the family $\mathscr{F}_{0}$ of theorem 6.1, then the conclusion of this theorem remains valid. This result can be used for example in the following situation. Suppose a sample of $n$ is taken from a lot of unknown size, and suppose it is desired to estimate the proportion $p$ of defectives in the lot. If $l$ is the number of defectives in the sample, it follows from the above remarks that the minimax estimate of $p$ is $\frac{1}{1+\sqrt{n}}\left(\frac{k}{\sqrt{n}}+\frac{1}{2}\right)$.

It should be pointed out that this result holds only if no upper bound is assumed known for the lot size. If it is known that the number of items in the lot is $\leq N_{0}$, then the minimax estimate is that found in section 5 for the case of a hypergeometric distribution with $N=N_{0}$.

Next let us consider estimating the difference of the average means in two groups of variables.

Theorem 6.4. Let $X_{1}, \cdots, X_{n} ; Y_{1}, \cdots, Y_{n}$ be independently distributed over the interval $[0,1]$ according to a joint distribution belonging to a family $\mathfrak{F}$. Suppose that $\mathcal{F}$ contains the subfamily $\mathscr{F}_{1}$, according to which $X_{1}, \cdots, X_{n} ; Y_{1}, \cdots$, $Y_{n}$ are two samples with $P\left(X_{i}=1\right)=p_{1}, P\left(X_{i}=0\right)=1-p_{1} ; P\left(Y_{i}=1\right)=$ $p_{2}, P\left(Y_{i}=0\right)=1-p_{2}, 0 \leq p_{1}, p_{2} \leq 1$. If $E\left(X_{i}\right)=\mu_{i}, E\left(Y_{i}\right)=\nu_{i}, \frac{1}{n} \mu_{i}=$ $\bar{\mu}, \frac{1}{n} \nu_{i}=\bar{\nu}$, then the minimax estimate of $\bar{\mu}-\bar{\nu}$ is

$$
\begin{equation*}
\frac{\sqrt{2 n}}{1+\sqrt{2 n}}(\bar{X}-\bar{Y}) . \tag{6.2}
\end{equation*}
$$

Proof. Again, since (6.2) is the minimax estimate in the binomial case (Problem 2 of section 5), we need only verify that its risk is a maximum in $\mathscr{F}_{1}$. But

$$
\begin{aligned}
& E[A(\bar{X}-\bar{Y})-(\bar{\mu}-\bar{\nu})]^{2} \\
= & E[A(\bar{X}-\bar{\mu})-A(\bar{Y}-\bar{\nu})+(A-1)(\bar{\mu}-\bar{\nu})]^{2} \\
= & A^{2}\left(\sigma_{\bar{X}}^{2}+\sigma_{\bar{Y}}^{2}\right)+(A-1)^{2}(\bar{\mu}-\bar{\nu})^{2},
\end{aligned}
$$

of which we already have shown that it is maximized in the binomial case.
Up to now we assumed the variables to be bounded. Let us now suppose instead that the variances are bounded. With this assumption we can give an analogue of the classical Markoff theorem on least squares.

Theorem 6.5. Suppose that $X_{1}, \cdots, X_{n}$ are independently distributed according to a joint distribution belonging to some family $\mathfrak{F}$, which contains the subfamily $f_{0}$ where the $X^{\prime}$ 's are normal with variance $M^{2}$. Suppose that for all distributions in $\mathcal{F}, E\left(X_{i}\right)=\sum_{j=1}^{s} a_{i j} \theta_{j}$ and $\sigma_{x_{i}}^{2} \leqq M^{2}$. We assume the matrix ( $a_{i j}$ ) to be known and of rank $s \leqq n$. Then the estimate $\left[f_{1}(X), \cdots, f_{s}(X)\right]$ of $\left(\theta_{1}, \cdots, \theta_{s}\right)$ which minimizes sup $E \sum_{i}\left[f_{i}(X)-\theta_{i}\right]^{2}$, is the Markoff estimate.

Proof. Consider first the subfamily $\mathcal{F}_{0}$. Then there exists an orthogonal transformation to $Y_{1}, \cdots, Y_{n}$ such that $E\left(Y_{i}\right)=k_{i} \theta_{i}$ for $i=1, \cdots$, $s$, where $k_{i}>0 ; E\left(Y_{i}\right)=0$ for $i=s+1, \cdots, n$; and $\sigma_{Y_{i}}^{2} \leqq M^{2}$ for $i=1, \cdots, n$. Then $\left(Y_{1}, \cdots, Y_{s}\right)$ is a sufficient statistic for $\left(\theta_{1}, \cdots, \theta_{s}\right)$, and it is easily shown, using the methods of [6], that $\left(\frac{Y_{1}}{k_{1}}, \cdots, \frac{Y_{s}}{k_{s}}\right)$ is the minimax estimate for $\left(\theta_{1}, \cdots, \theta_{s}\right)$. But this is the Markoff estimate. In order to complete the proof we must show that the risk of this estimate takes on in $\mathscr{F}_{0}$ its supremum over $\mathfrak{F}$. But this is immediate; for $E \sum_{i=1}^{s}\left[f_{i}(X)-\theta_{i}\right]^{2}=E \sum_{i=1}^{s}\left(\frac{Y_{i}}{k_{i}}-\theta_{i}\right)^{2} \leqq M^{2} \sum_{i=1}^{z} \frac{1}{k_{i}^{2}}$.

In a similar manner it is easily shown that the least squares estimate for a linear function of one or more of the $\theta$ 's, is the minimax estimate.

Theorem 6.5 gives a justification of the least squares estimate different from that of the Markoff theorem. In the Markoff theorem, it is shown that the least squares estimate has uniformly smallest risk among all linear unbiased estimates; here it is shown that the least squares estimate minimizes the maximum risk among all estimates. (The assumptions concerning variances also differ.)
7. Prediction problems. Frequently one is interested in estimating the value of a random variable rather than that of a parameter. A customary method for this is to estimate the expectation of the random variable (a parameter) and then to "identify" the variable and its expectation; i.e., to use the estimate of the expectation as a prediction for the variable. As we shall see below one is led to this procedure if one adopts the point of view of unbiased estimation, so that from this point of view prediction poses no new problem. This however is no longer true when one employs the minimax principle.

Consider a pair $X, Y$ of random variables having a joint distribution $P$ belonging to a family $\mathscr{F}$ of distributions. It is desired to use the observed $X$ to predict, say, $g(Y)$. We are interested in minimax predictions; i.e., functions $f(X)$ which minimize $\sup _{P \in \tilde{y}} E_{P} W[g(Y), f(X)]$. To obtain minimax predictions we need the following analogue of Theorem 2.1.

Theorem 7.1. Let $\left\{P_{\theta}\right\}, \theta \in \omega$ be a parametric subfamily of $\mathcal{F}$, and let $\lambda$ be a probability measure over $\omega$. Suppose that $f$ is such that $\int E_{\theta} W[g(Y), f(X)] d \lambda(\theta)$ is minimum, and that
(i) $E_{\theta} W[g(Y), f(X)]$ is constant, say $=c$, for all $\theta \in \omega$,
(ii) $E_{P} W[g(Y), f(X)] \leqq c$ for all $P \in \mathcal{F}$.

Then $f$ is a minimax prediction for $g(Y)$.
The proof is the exact analogue of that of theorem 2.1.
Corollary 7.2. A constant risk Bayes prediction is a minimax prediction.
Suppose now that $X$ and $Y$ are independent and that $W[g(y), f(x)]=$ $[g(y)-f(x)]^{2}$. Consider the problem first from the point of view of unbiasedness. A prediction could reasonably be called unbiased if $E_{P} f(X)=E_{P} g(Y)$. Subject to unbiasedness, the risk is given by $E_{P}[g(Y)-f(X)]^{2}=\sigma_{P}^{2} f(X)+\sigma_{P}^{2} g(Y)$. But $\sigma_{P}^{2} g(Y)$ is a known function of $P$, and hence the problem of minimizing (for a particular $P$ ) the expected squared error reduces to that of finding an unbiased estimate of $E_{P} g(Y)$ with minimum variance at $P$. In a similar way one sees, without any restriction to unbiased predictions, that the Bayes prediction for $g(Y)$ is the same as the Bayes estimate for $E_{P} g(Y)$, and hence that formula (4.2), with $g(P)$ replaced by $E_{P} g(Y)$, may be used if the assumptions there made are valid.

One might expect that as in the unbiased theory the prediction will coincide with the estimate. This however is not the case since the $\lambda$ 's that give constant risk in the two cases will usually be distinct. In fact the two problems are rather
different in that the "least favorable" $\lambda$ for the prediction problem must not only take into account the difficulty of finding the correct value of $\theta$ for various a priori distributions but also the difficulty of predicting $g(Y)$ when $\theta$ is known.

As a first example consider the prediction analogue of problem 1 of section 5 . Let $X, Y$ be independent binomial variables such that $P(X=k)=$ $\binom{m}{k} p^{k}(1-p)^{m-k}$ and $P(Y=l)=\binom{n}{l} p^{l}(1-p)^{m-l}$. We shall obtain the minimax prediction of $Y$ in a manner quite analogous to the one in which we determined the minimax estimate of $p$. Actually, the present problem is a generalization of the earlier one, to which it can be reduced by letting $n \rightarrow \infty$. First it is easily seen that

$$
E\left(\alpha \frac{X}{m}+\beta-\frac{Y}{n}\right)^{2}
$$

is a quadratic function of $p$, which when $m>1$ is constant for

$$
\begin{aligned}
\alpha & =\frac{m}{m-1}\left[1-\sqrt{\frac{1}{m}+\frac{1}{n}-\frac{1}{m n}}\right] \\
\beta & =\frac{1-\alpha}{2}
\end{aligned}
$$

But we have already seen that $\alpha \frac{X}{m}+\beta$ is the Bayes solution corresponding to $C p^{a-1} q^{b-1}$ where $\alpha=\frac{m}{m+a+b}, \beta=\frac{a}{m+a+b}$. Clearly $\beta=\frac{1-\alpha}{2}$ when $a=b$, and $a>0$ provided $0<\alpha<1$, which is easily verified when $m, n>1$. We note that as $n \rightarrow \infty$, the values of $\alpha, \beta$ tend to those of the minimax estimate of $P$.

When $m=1, E\left(\alpha \frac{X}{m}+\beta-\frac{Y}{n}\right)^{2}$ is constant for $\alpha=\frac{n-1}{2 n}, \beta=\frac{1-\alpha}{2}$, and again $\alpha \frac{X}{m}+\beta$ is the Bayes estimate of a beta distribution when $n>1$, and hence minimax.

Finally in the case $n=1$, the situation degenerates. Since $E\left(\frac{1}{2}-Y\right)^{2}=\frac{1}{4}$, the prediction $f(X)=\frac{1}{2}$ has constant risk. In addition it is the Bayes prediction corresponding to the distribution which assigns probability 1 to $p=\frac{1}{2}$. Hence in this case, regardless of the value of $X$ one would predict for $Y$ the value $\frac{1}{2}$.

It is interesting that the above prediction problem can be interpreted also as an estimation problem in the following manner. Suppose a lot of size $N=m+n$ is such that the number of defectives follow a binomial distribution; this is the case when the items making up the lot are produced by a manufacturing process that is in statistical control. It is desired to estimate from a sample of size $m$ taken from this lot, the proportion of defectives in the remainder. That this is equivalent to the prediction problem treated above follows from a remark of Mood [13] that in such a lot the number of defectives in the sample and in the remainder are independently distributed according binomial distributions with common $p$.

We can again use the binomial results to obtain the solutions of certain nonparametric problems. For example, let $X_{1}, \cdots, X_{m}$ be independently and identically distributed on $[0,1]$ and let $Y_{1}, \cdots, Y_{n}$ be another sample from the same distribution. Then the minimax prediction for $\bar{Y}$ is given by $\alpha \bar{X}+\beta$ with $\alpha=\frac{m}{m-1}\left[1-\sqrt{\frac{1}{m}+\frac{1}{n}-\frac{1}{m n}}\right], \beta=\frac{1-\alpha}{2}$. This/follows from the fact that

$$
\begin{aligned}
E(\alpha \bar{X}+\beta-\bar{Y})^{2} & =E[\alpha(\bar{X}-\bar{\mu})-(\bar{Y}-\mu)+(\beta+(\alpha-1) \mu)]^{2} \\
& =\alpha^{2}\left(\frac{1}{m}+\frac{1}{n}\right) \sigma^{2}+[\beta+(\alpha-1) \mu]^{2} \\
& \leq \alpha^{2}\left(\frac{1}{m}+\frac{1}{n}\right) \mu(1-\mu)+[\beta+(\alpha-1) \mu]^{2}
\end{aligned}
$$

An analogous modification clearly is possible for theorem 6.4.
For the situation considered in 6.5, the prediction problem gives the same result as the estimation problem. For consider first two samples $X_{1}, \ldots$, $X_{m} ; Y_{1}, \cdots, Y_{n}$ from a normal distribution with known variance $\sigma^{2}$. Here

$$
E_{0}\left[f\left(X_{1}, \cdots, X_{n}\right)-\bar{Y}\right]^{2}=E_{\theta}\left[f\left(X_{1}, \cdots, X_{m}\right)-\theta\right]^{2}+\frac{\sigma^{2}}{n}
$$

and hence the risk differs from that of the estimation problem only by a constant. Thus $\bar{X}$ is the minimax prediction of $\bar{Y}$, and it is then seen immediately that it is also the minimax prediction for $\bar{Y}$ when of the underlying common distribution of the $X$ 's and $Y^{\prime}$ s it is assumed only that the variance is bounded.
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