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Abstract. We study the existence of different types of positive solutions to problem

$$
\left\{\begin{array}{ll}
-\Delta u-\lambda_{1} \frac{u}{|x|^{2}}-|u|^{2^{*}-2} u=\nu h(x) \alpha|u|^{\alpha-2}|v|^{\beta} u, & \text { in } \mathbb{R}^{N}, \\
-\Delta v-\lambda_{2} \frac{v}{|x|^{2}}-|v|^{2^{*}-2} v=\nu h(x) \beta|u|^{\alpha}|v|^{\beta-2} v, & \text { in } \mathbb{R}^{N},
\end{array} \quad x \in \mathbb{R}^{N}, \quad N \geq 3\right.
$$

where $\lambda_{1}, \lambda_{2} \in\left(0, \Lambda_{N}\right), \Lambda_{N}:=\frac{(N-2)^{2}}{4}$, and $2^{*}=\frac{2 N}{N-2}$ is the critical Sobolev exponent.
A careful analysis of the behavior of Palais-Smale sequences is performed to recover compactness for some ranges of energy levels and to prove the existence of ground state solutions and mountain pass critical points of the associated functional on the Nehari manifold. A variational perturbative method is also used to study the existence of a non trivial manifold of positive solutions which bifurcates from the manifold of solutions to the uncoupled system corresponding to the unperturbed problem obtained for $\nu=0$.

## 1. Introduction

In this work we deal with the following class of systems of nonlinear elliptic equations in $\mathbb{R}^{N}$, $N \geq 3$, involving critical power nonlinearities as well as Hardy-type singular potentials, and coupled by a nonlinear term

$$
\begin{cases}-\Delta u-\lambda_{1} \frac{u}{|x|^{2}}-|u|^{2^{*}-2} u=\nu h(x) \alpha|u|^{\alpha-2}|v|^{\beta} u, & \text { in } \mathbb{R}^{N}  \tag{1}\\ -\Delta v-\lambda_{2} \frac{v}{|x|^{2}}-|v|^{2^{*}-2} v=\nu h(x) \beta|u|^{\alpha}|v|^{\beta-2} v, & \text { in } \mathbb{R}^{N}\end{cases}
$$

where $\lambda_{1}, \lambda_{2} \in\left(0, \Lambda_{N}\right), \Lambda_{N}:=\frac{(N-2)^{2}}{4}, 2^{*}=\frac{2 N}{N-2}$ is the critical Sobolev exponent, $\nu$ is a positive parameter, and $\alpha$ and $\beta$ are positive constants such that $\alpha, \beta>1$. The mathematical interest in the Schrödinger equations appearing in the above system relies in their double criticality, due to the fact that both the exponent of the nonlinearities (which is critical in the sense of the Sobolev embeddings) and the singularities share the same order of homogeneity as the laplacian. In particular, inverse square potentials, which arise in several physical contexts (e.g. in nonrelativistic quantum mechanics, molecular physics, quantum cosmology, linearization of combustion models), do not belong to the Kato's class, hence they cannot be regarded as a lower order perturbation term. Moreover the double criticality in the potentials and in the nonlinearities produces a lack of

[^0]compactness which creates some difficulty in the variational approach to the problem, i.e. in the search for solutions to system (1) as critical points of the associated functional
\[

$$
\begin{aligned}
J_{\nu}(u, v)= & \frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla u(x)|^{2}+|\nabla v(x)|^{2}\right) d x-\frac{\lambda_{1}}{2} \int_{\mathbb{R}^{N}} \frac{u^{2}(x)}{|x|^{2}} d x-\frac{\lambda_{2}}{2} \int_{\mathbb{R}^{N}} \frac{v^{2}(x)}{|x|^{2}} d x \\
& -\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}\left(|u(x)|^{2^{*}}+|v(x)|^{2^{*}}\right) d x-\nu \int_{\mathbb{R}^{N}} h(x)|u(x)|^{\alpha}|v(x)|^{\beta} d x
\end{aligned}
$$
\]

defined in the product energy space $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \times \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$, denoting by $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the norm

$$
\|u\|_{\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)}:=\left(\int_{\mathbb{R}^{N}}|\nabla u(x)|^{2} d x\right)^{1 / 2}
$$

The case of a single equation has been deeply investigated in the literature. In particular, a complete classification of positive $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solutions to

$$
-\Delta u-\lambda \frac{u}{|x|^{2}}-|u|^{2^{*}-2} u=0, \quad \text { in } \mathbb{R}^{N}
$$

is given in [28], see (4-5). We also mention that existence and multiplicity of positive solutions for related perturbative equations with a Hardy-type potential and a critical nonlinearity are obtained by variational methods in $[1,12,13,15,26]$.

The interest in systems of nonlinear Schrödinger equations is motivated by applications to nonlinear optics. More precisely, coupled nonlinear Schrödinger systems arise in the description of several physical phenomena such as the propagation of pulses in birefringent optical fibers and Kerr-like photorefractive media, see [2, 16, 21, 22]. We mention that some interesting results for linearly coupled systems in the form

$$
\begin{cases}-\Delta u+u-u^{3}=\nu v, & \text { in } \mathbb{R}^{N} \\ -\Delta v+v-v^{3}=\nu u, & \text { in } \mathbb{R}^{N}\end{cases}
$$

have been recently obtained in [7], where a variational perturbation method is used to prove the existence of multi-bump solutions, while for the case of nonlinearly coupled systems we refer to $[6,19,20,25]$ and the references therein. We also mention that concentration phenomena for singularly perturbed coupled nonlinear Schrödinger systems with potentials are studied in [23, 24].

Concerning nonlinear systems with singular potentials, we mention that in [11] existence results are obtained for the hamiltonian system

$$
\begin{cases}-\Delta u=\frac{v^{p}}{|x|^{\alpha}}, & \text { in } \Omega \\ -\Delta v=\frac{u^{q}}{|x|^{\beta}}, & \text { in } \Omega\end{cases}
$$

in a bounded domain $\Omega \subset \mathbb{R}^{N}$, under some condition on the parameters $p, q, \alpha, \beta$. Some estimates on the singularity of the solutions near 0 were obtained previously in [10] for some hamiltonian system with absorptions terms.

By variational arguments, in this work we mean to investigate how the presence of a singular potential influences the existence of nontrivial solutions to the nonlinearly coupled system (1), i.e. of solutions of the type $(\phi, \psi)$ with $\phi \not \equiv 0$ and $\psi \not \equiv 0$. In the case where $\alpha+\beta>2^{*}$, a classical Pohozaev type argument shows that if $h$ is a differentiable function such that $\langle\nabla h(x), x\rangle \geq 0$, system (1) has no finite energy solutions for $\nu>0$. Hence in the whole of this paper we assume
that $\alpha+\beta \leq 2^{*}$. Using the Concentration Compactness Principle by P.L.Lions [17, 18] and the Mountain Pass Theorem by Ambrosetti and Rabinowitz [5], we obtain both ground state solutions to (1) (see Definition 2.1) by minimizing the functional $J_{\nu}$ on the associated Nehari manifold and mountain pass solutions. The use of such variational tools requires some compactness condition, the validity of which is a nontrivial issue for system (1) due to the presence of critical nonlinearities and inverse square potentials. To overcome such a difficulty, we will perform a careful analysis of the behavior of Palais-Smale sequences to study the possible reason of lack of compactness and to pick out the ranges of energy levels where the Palais-Smale condition holds and compactness can be recovered. We will also use a perturbative approach to study the existence of a non trivial manifold of positive solutions which bifurcates from the manifold of solutions to the uncoupled system corresponding to the unperturbed problem obtained for $\nu=0$.

The paper is organized as follow. In section 2 we analyze the behavior of the energy functional restricted to the Nehari manifold $\mathcal{N}_{\nu}$ associated to problem (1) and classify the nature of semitrivial solutions (we call semi-trivial solution any solution of the form $(\phi, 0)$ or $(0, \psi)$ ), establishing for which range of the parameters $\alpha$ and $\beta$ they are minimum or saddle points for $\left.J_{\nu}\right|_{\mathcal{N}_{\nu}}$, see Theorem 2.2.

In section 3 we deal with the subcritical case, namely we assume that $\alpha+\beta<2^{*}$ and $h$ satisfies some proper integrability condition. The analysis of the behavior of Palais-Smale sequences performed in subsection 3.1 provides enough compactness to prove Theorem 3.7, which ensures the existence of a ground state solution to (1) provided either $\nu$ is large or $\alpha, \beta \in(1,2)$. It is worth noticing that in the case where $\alpha, \beta \geq 2$, the largeness condition on $\nu$ required in Theorem 3.7 is almost optimal because, if $\nu$ is small, then the minimum of $J_{\nu}$ on the Nehari can be achieved only by semi-trivial pairs, as proved in Theorem 3.4. For $\alpha, \beta \geq 2$ and $\nu$ sufficiently small, the functional $J_{\nu}$ restricted to the Nehari manifold exhibits a mountain pass geometry, hence, thanks to the improvement of the Palais-Smale condition obtained in Lemma 3.5, we deduce in subsection 3.3 the existence of a mountain pass critical point of $J_{\nu}$ on the Nehari manifold, see Theorem 3.8.

If $\alpha<2<\beta$ and $\lambda_{1}=\lambda_{2}$, the energy functional still exhibits a mountain pass geometry and a concentration-compactness argument provides a local Palais-Smale condition. However, the existence of a suitable path in the corresponding Nehari manifold, with energy strictly below the Palais-Smale level, seems to be an open problem, see remark 3.10.

The case $\alpha+\beta=2^{*}$ treated in section 4 presents an additional difficulty due to a critical growth also in the coupling term and the consequent further lack of compactness. The coefficient $h$ of the coupling term will be assumed to be a bounded function vanishing at 0 and $\infty$, in order to exclude concentration phenomena at 0 and at $\infty$. If $h$ is radial, an improved local Palais-Smale condition implies the existence of a ground state solution if either $\alpha, \beta<2$ or $\nu$ is sufficiently large, as stated in Theorem 4.2. If $h$ is a non-radial function vanishing at 0 and $\infty$, a local Palais-Smale condition turns out to hold for $\nu$ sufficiently small, thus yielding the existence of a ground state in the case where $\alpha, \beta<2$, see Theorem 4.5. In remark 4.6 at the end of the section, we observe how a direct calculation yields solutions to (1) of the form $(\phi, c \phi)$, for $c>0$ and $\phi$ solving a suitable problem.

In the final section, we treat problem (1) in the case $\alpha+\beta \leq 2^{*}$ using the variational perturbative method developed [3, 4], which allows to find critical points of a perturbed functional by reducing the problem to a finite dimensional one. Under the assumption that $h$ is a bounded function with a fixed sign, compact support, and some behavior at 0 , we describe the asymptotics of any solution to (1) at the singularity and prove that (1) admits a solution for $|\nu|$ sufficiently small, see Theorem 5.6.
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## 2. Preliminaries

We assume that $h$ satisfies the hypothesis

$$
\begin{equation*}
h(x) \geq 0, \quad h \not \equiv 0, \quad h \in L^{1}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right) \tag{H}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha>1, \quad \beta>1, \quad \alpha+\beta \leq 2^{*} \tag{2}
\end{equation*}
$$

The natural functional space to frame the analysis of (1) by variational techniques is the space $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ defined in the introduction. For $\nu=0$, system (1) is reduced to two uncoupled equations

$$
-\Delta u-\lambda_{i} \frac{u}{|x|^{2}}-|u|^{2^{*}-2} u=0, \quad i=1,2,
$$

the positive $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solutions of which are completely classified in [28]. More precisely, in [28], it is proved that if $\lambda \in\left(0,(N-2)^{2} / 4\right)$ then problem

$$
\left\{\begin{array}{l}
-\Delta u-\frac{\lambda}{|x|^{2}} u=u^{2^{*}-1}, \quad x \in \mathbb{R}^{N}  \tag{3}\\
u>0 \text { in } \mathbb{R}^{N} \backslash\{0\}, \text { and } u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right),
\end{array}\right.
$$

has exactly an one-dimensional $\mathcal{C}^{2}$ manifold of positive solutions given by

$$
\begin{equation*}
Z_{\lambda}=\left\{z_{\mu}^{\lambda}(x)=\mu^{-\frac{N-2}{2}} z_{1}^{\lambda}\left(\frac{x}{\mu}\right), \mu>0\right\} \tag{4}
\end{equation*}
$$

where we denote

$$
\begin{equation*}
z_{1}^{\lambda}(x)=\frac{A(N, \lambda)}{|x|^{a_{\lambda}}\left(1+|x|^{2-\frac{4 a_{\lambda}}{N-2}}\right)^{\frac{N-2}{2}}}, \tag{5}
\end{equation*}
$$

$a_{\lambda}=\frac{N-2}{2}-\sqrt{\left(\frac{N-2}{2}\right)^{2}-\lambda}$, and $A(N, \lambda)=\left[\frac{N\left(N-2-2 a_{\lambda}\right)^{2}}{N-2}\right]$. Moreover, all solutions to (3) minimize the associated Rayleigh quotient and the minimum can be computed as:

$$
S(\lambda):=\inf _{u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{Q_{\lambda}(u)}{\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}} d x\right)^{2 / 2^{*}}}=\frac{Q_{\lambda}\left(z_{\mu}^{\lambda}\right)}{\left(\int_{\mathbb{R}^{N}}\left|z_{\mu}^{\lambda}\right|^{2^{*}} d x\right)^{2 / 2^{*}}}=\left(1-\frac{4 \lambda}{(N-2)^{2}}\right)^{\frac{N-1}{N}} S
$$

where $S$ is the best constant in the Sobolev inequality and $Q_{\lambda}(u)$ denotes the quadratic form

$$
Q_{\lambda}(u)=\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\lambda \int_{\mathbb{R}^{N}} \frac{u^{2}}{|x|^{2}} d x, \quad u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)
$$

see [28]. Hence, for all $\mu>0$, the pairs $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ and $\left(0, z_{\mu}^{\lambda_{2}}\right)$ solve system (1). In the sequel we will refer to this kind of solutions (i.e. solutions with one trivial component) as semi-trivial solutions. The goal of this work is to provide solutions which are neither trivial nor semi-trivial, namely solutions with both components nontrivial. Since $\lambda_{i}<\Lambda_{N}$, from Hardy's inequality it follows that $\left(Q_{\lambda_{i}}(\cdot)\right)^{1 / 2}$ is an equivalent norm to $\|\cdot\|_{\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)}$, which will be denoted as

$$
\|w\|_{\lambda_{i}}^{2}:=Q_{\lambda_{i}}(w)=\int_{\mathbb{R}^{N}}|\nabla w|^{2}-\lambda_{i} \int_{\mathbb{R}^{N}} \frac{w^{2}}{|x|^{2}} d x
$$

while the associated scalar product will be denoted as

$$
(u, w)_{\lambda_{i}}:=\int_{\mathbb{R}^{N}} \nabla u \cdot \nabla w-\lambda_{i} \int_{\mathbb{R}^{N}} \frac{u w}{|x|^{2}} d x .
$$

Let us introduce the product space $\mathbb{D}:=\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \times \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$, endowed with the norm

$$
\|(u, v)\|_{\mathbb{D}}^{2}=\|u\|_{\lambda_{1}}^{2}+\|v\|_{\lambda_{2}}^{2} .
$$

As set in the introduction, solutions to (1) can be found as critical points of the functional

$$
J_{\nu}: \mathbb{D} \rightarrow \mathbb{R}, \quad J_{\nu}(u, v)=I_{\lambda_{1}}(u)+I_{\lambda_{2}}(v)-\nu \int_{\mathbb{R}^{N}} h(x)|u|^{\alpha}|v|^{\beta} d x
$$

where

$$
\begin{equation*}
I_{\lambda_{i}}(w)=\frac{1}{2} Q_{\lambda_{i}}(w)-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|w|^{2^{*}} d x, \quad i=1,2 . \tag{6}
\end{equation*}
$$

We observe that $J_{\nu} \in C^{1}(\mathbb{D}, \mathbb{R})$. Let $\mathcal{N}_{\nu}$ be the Nehari manifold associated to $J_{\nu}$, namely $\mathcal{N}_{\nu}$ is defined by

$$
\mathcal{N}_{\nu}=\left\{(u, v) \in \mathbb{D} \backslash\{(0,0)\}:\left\langle J_{\nu}^{\prime}(u, v),(u, v)\right\rangle=0\right\},
$$

where $J_{\nu}^{\prime}(u, v)$ denotes the Fréchet derivative of $J_{\nu}$ at $(u, v)$, and $\langle\cdot, \cdot\rangle$ is the duality product between $\mathbb{D}$ and its dual space $\mathbb{D}^{\star}$. A direct computation shows that for all $(u, v) \in \mathbb{D} \backslash\{(0,0)\}$ there exists $t_{[\nu,(u, v)]}>0$ such that $t_{[\nu,(u, v)]}(u, v) \in \mathcal{N}_{\nu}$. More precisely $t_{[\nu,(u, v)]}$ is the unique positive solution to the following algebraic equation in $t$ :

$$
\begin{equation*}
\|(u, v)\|_{\mathbb{D}}^{2}=t^{2^{*}-2}\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}} d x+\int_{\mathbb{R}^{N}}|v|^{2^{*}} d x\right)+\nu(\alpha+\beta) t^{\alpha+\beta-2} \int_{\mathbb{R}^{N}} h(x)|u|^{\alpha}|v|^{\beta} d x \tag{7}
\end{equation*}
$$

Then, for $(u, v) \in \mathbb{D} \backslash\{(0,0)\}$,

$$
\begin{align*}
J_{\nu}\left(t_{[\nu,(u, v)]}(u, v)\right)= & \frac{1}{N} t_{[\nu,(u, v)]}^{2^{*}}\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}} d x+\int_{\mathbb{R}^{N}}|v|^{2^{*}} d x\right)  \tag{8}\\
& +\nu \frac{\alpha+\beta-2}{2} t_{[\nu,(u, v)]}^{\alpha+\beta} \int_{\mathbb{R}^{N}} h(x)|u|^{\alpha}|v|^{\beta} d x>0
\end{align*}
$$

Notice that, by the homogeneity of $J_{\nu}$, there exists a positive constant $r_{\nu}$ such that

$$
\begin{equation*}
\|(u, v)\|_{\mathbb{D}} \geq r_{\nu} \quad \text { for all }(u, v) \in \mathcal{N}_{\nu} \tag{9}
\end{equation*}
$$

and

$$
\begin{align*}
J_{\nu}(u, v) & =\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\|(u, v)\|_{\mathbb{D}}^{2}+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}} d x+\int_{\mathbb{R}^{N}}|v|^{2^{*}} d x\right)  \tag{10}\\
& \geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right) r_{\nu}^{2} \quad \text { for all }(u, v) \in \mathcal{N}_{\nu},
\end{align*}
$$

i.e. $\left.\quad J_{\nu}\right|_{\mathcal{N}_{\nu}}$ is bounded from below away from zero. By ground state solutions to (1) we mean solutions with minimal energy in the Nehari manifold, as we define below.

Definition 2.1. A ground state solution to (1) is a critical point $\left(u_{0}, v_{0}\right)$ of $J_{\nu}$ in $\mathbb{D}$ which solves the following minimization problem

$$
c^{*}(\nu):=\inf _{(u, v) \in \mathcal{N}_{\nu}} J_{\nu}(u, v)=J_{\nu}\left(u_{0}, v_{0}\right) .
$$

The following theorem clarifies how the nature of semi-trivial solutions depends on the dimension and the values of the parameters. This kind of analysis will permit us to recognize how the geometry of the energy functional looks like depending on the values of the parameters $\alpha$ and $\beta$. We notice that a direct calculation yields the energy levels of semi-trivial solutions which turn out to be

$$
\begin{equation*}
J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right)=\frac{1}{N} S\left(\lambda_{1}\right)^{N / 2}, \quad J_{\nu}\left(0, z_{\mu}^{\lambda_{2}}\right)=\frac{1}{N} S\left(\lambda_{2}\right)^{N / 2}, \quad \text { for all } \mu>0 \tag{11}
\end{equation*}
$$

Theorem 2.2. Let us assume that (H) and (2) are satisfied.
i) If

$$
\text { either } \beta>2 \quad \text { or } \quad\left\{\begin{array}{l}
\beta=2 \\
\nu \text { is sufficiently small, }
\end{array}\right.
$$

then, for all $\mu>0,\left(z_{\mu}^{\lambda_{1}}, 0\right)$ is a local minimum point of $J_{\nu}$ in $\mathcal{N}_{\nu}$.
ii) If

$$
\text { either } \alpha>2 \text { or }\left\{\begin{array}{l}
\alpha=2 \\
\nu \text { is sufficiently small, }
\end{array}\right.
$$

then, for all $\mu>0,\left(0, z_{\mu}^{\lambda_{2}}\right)$ is a local minimum point of $J_{\nu}$ in $\mathcal{N}_{\nu}$.
iii) If

$$
\text { either } \beta<2 \quad \text { or } \quad\left\{\begin{array}{l}
\beta=2 \\
\nu \text { is sufficiently large }
\end{array}\right.
$$

then, for all $\mu>0,\left(z_{\mu}^{\lambda_{1}}, 0\right)$ is a saddle point for $J_{\nu}$ in $\mathcal{N}_{\nu}$.
iv) If

$$
\text { either } \alpha<2 \quad \text { or }\left\{\begin{array}{l}
\alpha=2 \\
\nu \text { is sufficiently large }
\end{array}\right.
$$

then, for all $\mu>0,\left(0, z_{\mu}^{\lambda_{2}}\right)$ is a saddle point for $J_{\nu}$ in $\mathcal{N}_{\nu}$.
Proof. To prove i), assume that $\mu>0, \beta>2$ and $\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right) \in \mathcal{N}_{\nu}$, i.e.

$$
\begin{equation*}
\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{\lambda_{1}}^{2}+\|\psi\|_{\lambda_{2}}^{2}=\int_{\mathbb{R}^{N}}\left|z_{\mu}^{\lambda_{1}}+\phi\right|^{2^{*}} d x+\int_{\mathbb{R}^{N}}|\psi|^{2^{*}} d x+\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}+\phi\right|^{\alpha}|\psi|^{\beta} d x \tag{12}
\end{equation*}
$$

Let $t=t(\phi, \psi)>0$ be such that $t\left(z_{\mu}^{\lambda_{1}}+\phi\right) \in N_{\lambda_{1}}$, where $N_{\lambda_{1}}$ denotes the Nehari manifold associated to $I_{\lambda_{1}}$, namely $N_{\lambda_{1}}$ is defined by

$$
\begin{equation*}
N_{\lambda_{1}}=\left\{u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}:\|u\|_{\lambda_{1}}^{2}=\|u\|_{L^{2^{*}}}^{2^{*}}\right\} . \tag{13}
\end{equation*}
$$

A direct calculation yields

$$
t=t(\phi, \psi)=\left[\frac{\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{\lambda_{1}}^{2}}{\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{L^{2^{*}}}^{2^{*}}}\right]^{\frac{1}{2^{*}-2}}=\left[1-\frac{\|\psi\|_{\lambda_{2}}^{2}-\|\psi\|_{L^{2^{*}}}^{2^{*}}-\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}+\phi\right|^{\alpha}|\psi|^{\beta} d x}{\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{L^{2^{*}}}^{2^{*}}}\right]^{\frac{1}{2^{*}-2}}
$$

In particular, since $\beta>2$, we have that

$$
\begin{align*}
& t^{2}(\phi, \psi)=1-\frac{2}{2^{*}-2} \frac{\|\psi\|_{\lambda_{2}}^{2}(1+o(1))}{\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{L^{2^{*}}}^{2^{*}}}, \quad \text { as }\|(\phi, \psi)\|_{\mathbb{D}} \rightarrow 0  \tag{14}\\
& t^{2^{*}}(\phi, \psi)=1-\frac{2^{*}}{2^{*}-2} \frac{\|\psi\|_{\lambda_{2}}^{2}(1+o(1))}{\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{L^{2^{*}}}^{2 *}}, \quad \text { as }\|(\phi, \psi)\|_{\mathbb{D}} \rightarrow 0 \tag{15}
\end{align*}
$$

Since $z_{\mu}^{\lambda_{1}}$ achieves the minimum of $I_{\lambda_{1}}=J_{\nu}(\cdot, 0)$ on $N_{\lambda_{1}}$, there holds

$$
\begin{equation*}
J_{\nu}\left(t\left(z_{\mu}^{\lambda_{1}}+\phi\right), 0\right)-J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right) \geq 0 \tag{16}
\end{equation*}
$$

On the other hand, from (12-15) we deduce that

$$
\begin{gathered}
J_{\nu}\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right)-J_{\nu}\left(t\left(z_{\mu}^{\lambda_{1}}+\phi\right), 0\right)=\frac{1}{2}\left(1-t^{2}(\phi, \psi)\right)\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{\lambda_{1}}^{2} \\
-\frac{1}{2^{*}}\left(1-t^{2^{*}}(\phi, \psi)\right)\left[\left\|z_{\mu}^{\lambda_{1}}+\phi\right\|_{\lambda_{1}}^{2}+\|\psi\|_{\lambda_{2}}^{2}-\|\psi\|_{L^{2^{*}}}^{2^{*}}-\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}+\phi\right|^{\alpha}|\psi|^{\beta} d x\right] \\
+\frac{1}{2}\|\psi\|_{\lambda_{2}}^{2}-\frac{1}{2^{*}}\|\psi\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)}^{2^{*}}-\nu \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}+\phi\right|^{\alpha}|\psi|^{\beta} d x=\frac{1}{2}\|\psi\|_{\lambda_{2}}^{2}(1+o(1))
\end{gathered}
$$

as $\|(\phi, \psi)\|_{\mathbb{D}} \rightarrow 0$. Hence

$$
\begin{equation*}
J_{\nu}\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right)-J_{\nu}\left(t\left(z_{\mu}^{\lambda_{1}}+\phi\right), 0\right) \geq 0 \tag{17}
\end{equation*}
$$

provided $\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right)$ is sufficiently closed to $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ in $\mathbb{D}$. We notice that the inequality in (17) is strict if $\psi \not \equiv 0$. From (16) and (17), we conclude that

$$
J_{\nu}\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right)-J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right) \geq 0
$$

for any $\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right) \in \mathcal{N}_{\nu}$ sufficiently closed to $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ (with strict inequality holding outside the manifold $Z_{\lambda_{1}} \times\{0\}$ ), i.e. $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ is a local minimum point of $J_{\nu}$ in $\mathcal{N}_{\nu}$. In the case $\beta=2$, we obtain that

$$
J_{\nu}\left(z_{\mu}^{\lambda_{1}}+\phi, \psi\right)-J_{\nu}\left(t\left(z_{\mu}^{\lambda_{1}}+\phi\right), 0\right)=\left(\frac{1}{2}\|\psi\|_{\lambda_{2}}^{2}-\nu \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}+\phi\right|^{\alpha}|\psi|^{2} d x\right)(1+o(1))
$$

which still is nonnegative provided $\|(\phi, \psi)\|_{\mathbb{D}}$ and $\nu$ are sufficiently small. The proof of ii) works in the same way as i), hence we omit it.

Let us now prove iii). Assume $\beta<2$. Let us fix $\nu>0, \mu>0$, and $u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}$. For any $t \in \mathbb{R}$, let $s(t)$ be the unique positive number such that

$$
\left(s(t) z_{\mu}^{\lambda_{1}}, s(t) t u\right) \in \mathcal{N}_{\nu}
$$

From (7), the function $s: \mathbb{R} \rightarrow(0,+\infty)$ is implicitly defined by the identity

$$
\begin{aligned}
\left\|z_{\mu}^{\lambda_{1}}\right\|_{\lambda_{1}}^{2}+t^{2}\|u\|_{\lambda_{2}}^{2}= & {[s(t)]^{2^{*}-2}\left(\int_{\mathbb{R}^{N}}\left|z_{\mu}^{\lambda_{1}}\right|^{2^{*}} d x+|t|^{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x\right) } \\
& +\nu(\alpha+\beta)[s(t)]^{\alpha+\beta-2}|t|^{\beta} \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta} d x, \quad t \in \mathbb{R} .
\end{aligned}
$$

We notice that $s(0)=1$. Moreover, from the Implicit Function Theorem it follows that $s \in C^{1}(\mathbb{R})$ and

$$
\begin{aligned}
& s^{\prime}(t) \\
& =\frac{2 t\|u\|_{\lambda_{2}}^{2}-2^{*}[s(t)]^{2^{*}-2}|t|^{2^{*}-2} t\|u\|_{L^{2^{*}}}^{2^{*}}-\beta \nu(\alpha+\beta)[s(t)]^{\alpha+\beta-2}|t|^{\beta-2} t \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta}}{\left(2^{*}-2\right)[s(t)]^{2^{*}-3}\left(\left\|z_{\mu}^{\lambda_{1}}\right\|_{L^{2^{*}}}^{2^{*}}+|t| 2^{2^{*}}\|u\|_{L^{2^{*}}}^{2^{*}}\right)+\nu(\alpha+\beta)(\alpha+\beta-2)[s(t)]^{\alpha+\beta-3}|t|^{\beta} \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right| \alpha|u|^{\beta}}
\end{aligned}
$$

for all $t \in \mathbb{R}$. Hence, since $\beta<2$,

$$
s^{\prime}(t)=-\left[\frac{\beta \nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta}}{\left(2^{*}-2\right)\left\|z_{\mu}^{\lambda_{1}}\right\|_{L^{2^{*}}}^{2^{*}}}\right]|t|^{\beta-2} t(1+o(1)) \quad \text { as } t \rightarrow 0
$$

and, consequently,

$$
s(t)=1-\left[\frac{\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta}}{\left(2^{*}-2\right)\left\|z_{\mu}^{\lambda_{1}}\right\|_{L^{2^{*}}}^{2^{*}}}\right]|t|^{\beta}(1+o(1)) \quad \text { as } t \rightarrow 0 .
$$

In particular, there holds that

$$
\begin{equation*}
[s(t)]^{2^{*}}=1-\left[\frac{\left.N \nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1} \mid \alpha}\right| u\right|^{\beta}}{2\left\|z_{\mu}^{\lambda_{1}}\right\|_{L^{2^{*}}}^{2^{*}}}\right]|t|^{\beta}(1+o(1)) \quad \text { as } t \rightarrow 0 \tag{18}
\end{equation*}
$$

From (8) and (18), we deduce that

$$
\begin{aligned}
J_{\nu} & \left(s(t) z_{\mu}^{\lambda_{1}}, s(t) t u\right)-J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right) \\
& =\frac{[s(t)]^{2^{*}}-1}{N}\left\|z_{\mu}^{\lambda_{1}}\right\|_{L^{2^{*}}}^{2^{*}}+\frac{[s(t)]^{2^{*}}}{N}|t|^{2^{*}}\|u\|_{L^{2^{*}}}^{2^{*}}+\nu \frac{\alpha+\beta-2}{2}|t|^{\beta}[s(t)]^{\alpha+\beta} \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta} \\
& =-\frac{\nu(\alpha+\beta)}{2}|t|^{\beta} \int_{\mathbb{R}^{N}} h(x)\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta} d x+\nu \frac{\alpha+\beta-2}{2}|t|^{\beta} \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta}+o\left(|t|^{\beta}\right) \\
& =-\nu|t|^{\beta} \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{\beta}+o\left(|t|^{\beta}\right) \quad \text { as } t \rightarrow 0 .
\end{aligned}
$$

Hence

$$
\begin{equation*}
J_{\nu}\left(s(t) z_{\mu}^{\lambda_{1}}, s(t) t u\right)-J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right)<0 \quad \text { for } t \neq 0 \text { small } \tag{19}
\end{equation*}
$$

i.e. $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ is a local strict maximum point for $J_{\nu}$ along a path living in the Nehari manifold $\mathcal{N}_{\nu}$. On the other hand, for all $w \in N_{\lambda_{1}}$ (see (13)), we have that $(w, 0) \in \mathcal{N}_{\nu}$. Furthermore, the pairs $\left\{\left(z_{\sigma}^{\lambda_{1}}, 0\right): \sigma>0\right\}$ are the only minimizers of $J_{\nu}(\cdot, 0)$ on $N_{\lambda_{1}}$. Then

$$
\begin{equation*}
J_{\nu}(w, 0)-J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right)>0 \quad \text { for all } w \in N_{\lambda_{1}} \backslash\left\{\left(z_{\sigma}^{\lambda_{1}}, 0\right): \sigma>0\right\} \tag{20}
\end{equation*}
$$

i.e. $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ is a local minimum point for $J_{\nu}$ restricted to $N_{\lambda_{1}} \times\{0\} \subset \mathcal{N}_{\nu}$. From (19) and (20) we deduce that $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ is a saddle point for $J_{\nu}$ in $\mathcal{N}_{\nu}$. The above argument can be adapted to the case $\beta=2$ just by requiring that $\nu$ is sufficiently large. Indeed, in this case

$$
s^{\prime}(t)=-2\left[\frac{\nu(\alpha+2) \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{2}-\|u\|_{\lambda_{2}}^{2}}{\left(2^{*}-2\right)\left\|z_{\mu}^{\lambda_{1}}\right\|_{L^{2^{*}}}^{2^{*}}}\right] t(1+o(1)) \quad \text { as } t \rightarrow 0
$$

and hence

$$
J_{\nu}\left(s(t) z_{\mu}^{\lambda_{1}}, s(t) t u\right)-J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right)=\left(\frac{1}{2}\|u\|_{\lambda_{2}}^{2}-\nu \int_{\mathbb{R}^{N}} h\left|z_{\mu}^{\lambda_{1}}\right|^{\alpha}|u|^{2}\right)|t|^{2}+o\left(|t|^{2}\right) \quad \text { as } t \rightarrow 0
$$

Therefore (19) holds provided $\nu$ is sufficiently large. The proof of iv) works in the same way as iii), hence we omit it.

Remark 2.3. We notice that, from the proof of Theorem 2.2, there results that, under the assumption of statement $i), J_{\nu}(u, v)>J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right)$ for all $(u, v) \in \mathcal{N}_{\nu} \backslash\left(Z_{\lambda_{1}} \times\{0\}\right)$ sufficiently closed to $\left(z_{\mu}^{\lambda_{1}}, 0\right)$, while, under the assumption of statement ii), $J_{\nu}(u, v)>J_{\nu}\left(0, z_{\mu}^{\lambda_{2}}\right)$ for all $(u, v) \in \mathcal{N}_{\nu} \backslash\left(\{0\} \times Z_{\lambda_{2}}\right)$ sufficiently closed to $\left(0, z_{\mu}^{\lambda_{2}}\right)$.

## 3. Subcritical coupling term

In this section we assume that $h$ satisfies (H) and deal with system (1) with a subcritical coupling term, i.e. in the case

$$
\begin{equation*}
\alpha>1, \quad \beta>1, \quad \alpha+\beta<2^{*} \tag{21}
\end{equation*}
$$

The minimization of $J_{\nu}$ on the Nehari manifold is a non trivial issue, as the lack of compactness of the embedding $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{2^{*}}\left(\mathbb{R}^{N}\right)$ could lead to non-convergence of Palais-Smale sequences. To overcome this difficulty, a Concentration-Compactness argument can be employed to understand
at which levels of energy compactness can be lost and at which ones Palais-Smale condition can be recovered.
3.1. Analysis of Palais-Smale sequences. In this subsection, we perform a careful analysis of the behavior of minimizing sequences with the aid of P. L. Lions Concentration-Compactness principle [17, 18], which allows to recover compactness below some critical threshold. Let us first notice that any Palais-Smale sequence for $J_{\nu}$ constrained on the Nehari manifold is actually a Palais-Smale sequence for the unconstrained functional.

Lemma 3.1. Let us assume that (H) and (21) are satisfied and that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}} \subset \mathcal{N}_{\nu}$ is a Palais-Smale sequence for the constrained functional $\left.J_{\nu}\right|_{\mathcal{N}_{\nu}}$ at level $c \in \mathbb{R}$, i.e.

$$
\begin{equation*}
J_{\nu}\left(u_{n}, v_{n}\right) \rightarrow c \quad \text { in } \mathbb{R} \quad \text { and } \quad\left(\left.J_{\nu}\right|_{\mathcal{N}_{\nu}}\right)^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0 \quad \text { in the dual space } \mathbb{D}^{\star} \tag{22}
\end{equation*}
$$

Then $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ is a bounded Palais-Smale sequence for the unconstrained functional, i.e.

$$
J_{\nu}^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0 \quad \text { in } \mathbb{D}^{\star}
$$

Proof. From (22) and (10) it follows that

$$
\begin{aligned}
c+o(1)=J_{\nu}\left(u_{n}, v_{n}\right) & =\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}^{2}+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}} d x\right) \\
& \geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}^{2},
\end{aligned}
$$

and hence $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ is bounded in $\mathbb{D}$. Setting

$$
G_{\nu}(u, v)=\left\langle J_{\nu}^{\prime}(u, v),(u, v)\right\rangle,
$$

a direct calculation yields, for any $(u, v) \in \mathcal{N}_{\nu}$,

$$
\left\langle G_{\nu}^{\prime}(u, v),(u, v)\right\rangle=(2-\alpha-\beta)\|(u, v)\|_{\mathbb{D}}^{2}+\left(\alpha+\beta-2^{*}\right)\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}} d x+\int_{\mathbb{R}^{N}}|v|^{2^{*}} d x\right)
$$

and then, in view of (9),

$$
\begin{equation*}
\left\langle G_{\nu}^{\prime}(u, v),(u, v)\right\rangle \leq-(\alpha+\beta-2) r_{\nu}^{2} \quad \text { for all }(u, v) \in \mathcal{N}_{\nu} . \tag{23}
\end{equation*}
$$

Let $\left\{\mu_{n}\right\}_{n \in \mathbb{N}} \subset \mathbb{R}$ be a sequence of multipliers satisfying

$$
J_{\nu}^{\prime}\left(u_{n}, v_{n}\right)=\left(\left.J_{\nu}\right|_{\mathcal{N}_{\nu}}\right)^{\prime}\left(u_{n}, v_{n}\right)+\mu_{n} G_{\nu}^{\prime}\left(u_{n}, v_{n}\right)
$$

Testing the above identity with ( $u_{n}, v_{n}$ ) and using (22), (23), the definition of Nehari manifold, and boundedness of $\left\{\left(u_{n}, v_{n}\right)\right\}$, we obtain that $\lim _{n \rightarrow+\infty} \mu_{n}=0$. Being $G_{\nu}^{\prime}\left(u_{n}, v_{n}\right)$ bounded, we conclude that $J_{\nu}^{\prime}\left(u_{n}, v_{n}\right)=o(1)$ as $n \rightarrow+\infty$.

We now establish in Lemma 3.2 a Palais-Smale condition which holds below some critical threshold independently of the value of $\nu$.

Lemma 3.2. Let us assume that (H) and (21) are satisfied and that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}} \subset \mathbb{D}$ is a Palais-Smale sequence for $J_{\nu}$ al level $c \in \mathbb{R}$, i.e.

$$
\begin{equation*}
J_{\nu}\left(u_{n}, v_{n}\right) \rightarrow c \quad \text { in } \mathbb{R} \quad \text { and } \quad J_{\nu}^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0 \quad \text { in the dual space } \mathbb{D}^{\star} . \tag{24}
\end{equation*}
$$

Then
i) there exists $C>0$ such that, for all $n,\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}} \leq C$;
ii) if $c<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{\frac{N}{2}}$, then, up to a subsequence, $\left(u_{n}, v_{n}\right) \rightarrow(u, v)$ strongly in $\mathbb{D}$.

Proof. From (24), we obtain that

$$
\begin{equation*}
J_{\nu}\left(u_{n}, v_{n}\right)-\frac{1}{\alpha+\beta}\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n}, v_{n}\right)\right\rangle=c+o(1)+o\left(\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}\right) \quad \text { as } \quad n \rightarrow \infty \tag{25}
\end{equation*}
$$

Hence

$$
\begin{aligned}
\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}^{2} & \leq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}^{2}+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}} d x\right) \\
& =c+o(1)+o\left(\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}\right) \quad \text { as } \quad n \rightarrow \infty
\end{aligned}
$$

and therefore we conclude that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ is bounded in $\mathbb{D}$. Then, there exist $\left(u_{0}, v_{0}\right) \in \mathbb{D}$ and a subsequence, still denoted as $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$, such that

$$
\begin{aligned}
& \left(u_{n}, v_{n}\right) \rightharpoonup\left(u_{0}, v_{0}\right) \text { weakly in } \mathbb{D}, \quad\left(u_{n}, v_{n}\right) \rightarrow\left(u_{0}, v_{0}\right) \text { a.e. in } \mathbb{R}^{N}, \\
& \text { and } \quad\left(u_{n}, v_{n}\right) \rightarrow\left(u_{0}, v_{0}\right) \text { strongly in } L_{\text {loc }}^{\alpha}\left(\mathbb{R}^{N}\right), \quad \text { for all } \alpha \in\left[1,2^{*}\right) .
\end{aligned}
$$

In view of the Concentration Compactness Principle by P. L. Lions, (see [17] and [18]), there exist a subsequence, still denoted as $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$, two at most countable sets $\mathcal{J}$ and $\mathcal{K}$, set of points $\left\{x_{j} \in \mathbb{R}^{N} \backslash\{0\}, j \in \mathcal{J}\right\}$ and $\left\{y_{k} \in \mathbb{R}^{N} \backslash\{0\}, k \in \mathcal{K}\right\}$, real numbers $\mu_{j}, \rho_{j}, j \in \mathcal{J}, \bar{\mu}_{k}, \bar{\rho}_{k}, k \in \mathcal{K}$, $\mu_{0}, \rho_{0}, \gamma_{0}, \bar{\mu}_{0}, \bar{\rho}_{0}$, and $\bar{\gamma}_{0}$, such that the following convergences hold in the sense of measures

$$
\begin{cases}\left|\nabla u_{n}\right|^{2} & \rightharpoonup d \mu \geq\left|\nabla u_{0}\right|^{2}+\sum_{j \in \mathcal{J}} \mu_{j} \delta_{x_{j}}+\mu_{0} \delta_{0}  \tag{26}\\ \left|\nabla v_{n}\right|^{2} & \rightharpoonup d \bar{\mu} \geq\left|\nabla v_{0}\right|^{2}+\sum_{k \in \mathcal{K}} \bar{\mu}_{k} \delta_{y_{k}}+\bar{\mu}_{0} \delta_{0} \\ \left|u_{n}\right|^{2^{*}} & \rightharpoonup d \rho=\left|u_{0}\right|^{2^{*}}+\sum_{j \in \mathcal{J}} \rho_{j} \delta_{x_{j}}+\rho_{0} \delta_{0} \\ \left|v_{n}\right|^{2^{*}} & \rightharpoonup d \bar{\rho}=\left|v_{0}\right|^{2^{*}}+\sum_{k \in \mathcal{K}} \bar{\rho}_{k} \delta_{y_{k}}+\bar{\rho}_{0} \delta_{0} \\ \frac{u_{n}^{2}}{|x|^{2}} & \rightharpoonup d \gamma=\frac{u_{0}^{2}}{|x|^{2}}+\gamma_{0} \delta_{0} \\ \frac{v_{n}^{2}}{|x|^{2}} & \rightharpoonup d \bar{\gamma}=\frac{v_{0}^{2}}{|x|^{2}}+\bar{\gamma}_{0} \delta_{0}\end{cases}
$$

From above and Sobolev's and Hardy's inequalities it follows easily that

$$
\begin{array}{lll}
S \rho_{j}^{\frac{2}{2 *}} \leq \mu_{j} & \text { for all } j \in \mathcal{J} \cup\{0\}, & \Lambda_{N} \gamma_{0} \leq \mu_{0} \\
S \bar{\rho}_{k}^{\frac{2}{2 *}} \leq \bar{\mu}_{k} & \text { for all } k \in \mathcal{K} \cup\{0\}, & \Lambda_{N} \bar{\gamma}_{0} \leq \bar{\mu}_{0} \tag{28}
\end{array}
$$

Concentration at infinity of the sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is described by the following quantities:

$$
\begin{equation*}
\rho_{\infty}:=\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R}\left|u_{n}\right|^{2^{*}} d x, \quad \mu_{\infty}=\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R}\left|\nabla u_{n}\right|^{2} d x, \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{\infty}=\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R} \frac{u_{n}^{2}}{|x|^{2}} d x \tag{30}
\end{equation*}
$$

Similarly, the concentration at infinity of the sequence $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ is described by quantities $\bar{\rho}_{\infty}, \bar{\mu}_{\infty}$, and $\bar{\gamma}_{\infty}$ defined in an analogous way. We claim that

$$
\begin{equation*}
\mathcal{J} \text { is finite and, for } j \in \mathcal{J}, \text { either } \rho_{j}=0 \text { or } \rho_{j} \geq S^{N / 2} \tag{31}
\end{equation*}
$$

For $\varepsilon>0$, let $\phi_{j}^{\varepsilon}$ be a smooth cut-off function centered at $x_{j}, 0 \leq \phi_{j}^{\varepsilon}(x) \leq 1$, such that

$$
\phi_{j}^{\varepsilon}(x)=\left\{\begin{array}{ll}
1, & \text { if }\left|x-x_{j}\right| \leq \varepsilon / 2, \\
0, & \text { if }\left|x-x_{j}\right| \geq \varepsilon,
\end{array} \quad \text { and } \quad\left|\nabla \phi_{j}^{\varepsilon}(x)\right| \leq \frac{4}{\varepsilon} \quad \text { for all } x \in \mathbb{R}^{N} .\right.
$$

Testing $J_{\nu}^{\prime}\left(u_{n}, v_{n}\right)$ with $\left(u_{n} \phi_{j}^{\varepsilon}, 0\right)$ we obtain

$$
\begin{aligned}
0 & =\lim _{n \rightarrow \infty}\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n} \phi_{j}^{\varepsilon}, 0\right)\right\rangle \\
& =\lim _{n \rightarrow \infty}\left(\int_{\mathbb{R}^{N}}\left[\left|\nabla u_{n}\right|^{2} \phi_{j}^{\varepsilon}+u_{n} \nabla u_{n} \cdot \nabla \phi_{j}^{\varepsilon}-\lambda_{1} \frac{u_{n}^{2} \phi_{j}^{\varepsilon}}{|x|^{2}}-\phi_{j}^{\varepsilon}\left|u_{n}\right|^{2^{*}}-\alpha \nu h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{j}^{\varepsilon}\right] d x\right) .
\end{aligned}
$$

From (H) and since $0 \notin \operatorname{supp}\left(\phi_{j}^{\varepsilon}\right)$ provided $\varepsilon$ is small enough, letting $\varepsilon \rightarrow 0$ we obtain that $\mu_{j}-\rho_{j} \leq 0$. Since $S \rho_{j}^{2 / 2^{*}} \leq \mu_{j}$, we conclude that, for all $j \in \mathcal{J}$, either $\rho_{j}=0$ or $\rho_{j} \geq S^{N / 2}$, which implies that $\mathcal{J}$ is finite. The claim is thereby proved. Notice that, by an analogous argument, the same conclusion holds for $\overline{\rho_{k}}$ and $\mathcal{K}$, i.e.

$$
\begin{equation*}
\mathcal{K} \text { is finite, and, for } k \in \mathcal{K} \text {, either } \bar{\rho}_{k}=0 \text { or } \bar{\rho}_{k} \geq S^{N / 2} . \tag{32}
\end{equation*}
$$

To analyze the concentration at 0 , we follow closely the argument used in [1]. By choosing suitable cut-off functions centered at the origin, we can easily prove that $\mu_{0}-\lambda_{1} \gamma_{0} \leq \rho_{0}$ and $\bar{\mu}_{0}-\lambda_{2} \bar{\gamma}_{0} \leq \bar{\rho}_{0}$. On the other hand, using the definition of $S\left(\lambda_{1}\right)$ and $S\left(\lambda_{2}\right)$, we obtain that

$$
\begin{equation*}
\mu_{0}-\lambda_{1} \gamma_{0} \geq S\left(\lambda_{1}\right) \rho_{0}^{2 / 2^{*}} \quad \text { and } \quad \bar{\mu}_{0}-\lambda_{2} \bar{\gamma}_{0} \geq S\left(\lambda_{2}\right) \bar{\rho}_{0}^{2 / 2^{*}} \tag{33}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\text { either } \rho_{0}=0 \text { or } \rho_{0} \geq S^{\frac{N}{2}}\left(\lambda_{1}\right) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { either } \bar{\rho}_{0}=0 \text { or } \bar{\rho}_{0} \geq S^{\frac{N}{2}}\left(\lambda_{2}\right) . \tag{35}
\end{equation*}
$$

By choosing a suitable cut-off function supported in a neighborhood of $\infty$, we can analogously prove that

$$
\begin{gather*}
\mu_{\infty}-\lambda_{1} \gamma_{\infty} \geq S\left(\lambda_{1}\right) \rho_{\infty}^{2 / 2^{*}} \text { and } \bar{\mu}_{\infty}-\lambda_{2} \bar{\gamma}_{\infty} \geq S\left(\lambda_{2}\right) \bar{\rho}_{\infty}^{2 / 2^{*}},  \tag{36}\\
\text { either } \rho_{\infty}=0 \text { or } \rho_{\infty} \geq S^{\frac{N}{2}}\left(\lambda_{1}\right) \tag{37}
\end{gather*}
$$

and

$$
\begin{equation*}
\text { either } \bar{\rho}_{\infty}=0 \text { or } \bar{\rho}_{\infty} \geq S^{\frac{N}{2}}\left(\lambda_{2}\right) . \tag{38}
\end{equation*}
$$

From (25) we have that

$$
c=\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\mathbb{D}}^{2}+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}} d x\right)+o(1)
$$

as $n \rightarrow+\infty$. Letting $n \rightarrow+\infty$, from (26), (27), (28), (33), and (36), we obtain

$$
\begin{gather*}
c \geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left[\left\|\left(u_{0}, v_{0}\right)\right\|_{\mathbb{D}}^{2}+\sum_{j \in \mathcal{J}} \mu_{j}+\left(\mu_{0}-\lambda_{1} \gamma_{0}\right)+\left(\mu_{\infty}-\lambda_{1} \gamma_{\infty}\right)\right.  \tag{39}\\
\left.\quad+\sum_{k \in \mathcal{K}} \bar{\mu}_{k}+\left(\bar{\mu}_{0}-\lambda_{2} \bar{\gamma}_{0}\right)+\left(\bar{\mu}_{\infty}-\lambda_{2} \bar{\gamma}_{\infty}\right)\right] \\
+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left[\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left|v_{0}\right|^{2^{*}}+\sum_{j \in \mathcal{J}} \rho_{j}+\sum_{k \in \mathcal{K}} \bar{\rho}_{k}+\rho_{0}+\bar{\rho}_{0}+\rho_{\infty}+\bar{\rho}_{\infty}\right] \\
\geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left[S\left(\sum_{j \in \mathcal{J}} \rho_{j}^{2 / 2^{*}}+\sum_{k \in \mathcal{K}} \bar{\rho}_{k}^{2 / 2^{*}}\right)+S\left(\lambda_{1}\right)\left(\rho_{0}^{2 / 2^{*}}+\rho_{\infty}^{2 / 2^{*}}\right)+S\left(\lambda_{2}\right)\left(\bar{\rho}_{0}^{2 / 2^{*}}+\bar{\rho}_{\infty}^{2 / 2^{*}}\right)\right] \\
+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left[\sum_{j \in \mathcal{J}} \rho_{j}+\sum_{k \in \mathcal{K}} \bar{\rho}_{k}+\rho_{0}+\bar{\rho}_{0}+\rho_{\infty}+\bar{\rho}_{\infty}\right] .
\end{gather*}
$$

If $\rho_{j} \neq 0$, from above and (31), we obtain

$$
c \geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right) S^{1+\frac{N}{2} \frac{2}{2^{*}}}+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right) S^{\frac{N}{2}}=\frac{1}{N} S^{N / 2}
$$

thus giving rise to a contradiction with the hypothesis on $c$. Hence $\mu_{j}=\rho_{j}=0$ for all $j \in \mathcal{J}$. In the same way, using (32), we can prove that $\bar{\mu}_{k}=\bar{\rho}_{k}=0$ for all $k \in \mathcal{K}$. If $\rho_{0} \neq 0$, from (39) and (34), we obtain

$$
c \geq \frac{1}{N} S^{N / 2}\left(\lambda_{1}\right)
$$

thus contradicting the hypothesis on $c$. Hence $\rho_{0}=0$. In the same way, using (35), we can prove that $\bar{\rho}_{0}=0$. Analogously, from (37-38) it follows that $\rho_{\infty}=\bar{\rho}_{\infty}=0$. Hence $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ converges strongly to $\left(u_{0}, v_{0}\right)$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right) \times L^{2^{*}}\left(\mathbb{R}^{N}\right)$. To conclude, it is now enough to observe that

$$
\left\|\left(u_{n}, v_{n}\right)-\left(u_{0}, v_{0}\right)\right\|_{\mathbb{D}}^{2}=\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n}-u_{0}, v_{n}-v_{0}\right)\right\rangle+o(1)=o(1) \text { as } n \rightarrow+\infty
$$

Hence $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ converges strongly to $\left(u_{0}, v_{0}\right)$ in $\mathbb{D}$.
Notice that the energy level below which the Palais-Smale condition holds provided by Lemma 3.2 is independent of the parameter $\nu$. If $\nu$ is sufficiently small, the above Palais-Smale condition can be extended to higher energy levels. To obtain such an improvement, we first observe that, for $\alpha, \beta>2$ and $\nu$ small enough, any ground state solution to (1) must be necessarily semi-trivial. To prove this, we need the following algebraic lemma.
Lemma 3.3. Let $A, B>0$, and $\theta \geq 2$ be fixed. For any $\nu>0$, let

$$
S_{\nu}=\left\{\sigma \in \mathbb{R}^{+} \left\lvert\, A \sigma^{\frac{N-2}{N}} \leq \sigma+B \nu \sigma^{\frac{\theta}{2} \frac{N-2}{N}}\right.\right\} .
$$

Then, for all $\varepsilon>0$, there exists $\nu_{1}>0$ depending only on $\varepsilon, A, B, \theta$, and $N$, such that

$$
\inf S_{\nu} \geq(1-\varepsilon) A^{\frac{N}{2}} \quad \text { for all } \quad 0<\nu<\nu_{1}
$$

Proof. We notice that $S_{\nu}=\{\sigma>0 \mid f(\sigma) \leq B \nu\}$, where $f(\sigma):=A \sigma^{1-\frac{2}{N}-\frac{\theta}{2^{*}}}-\sigma^{1-\frac{\theta}{2^{*}}}$. Moreover, $f\left(A^{N / 2}\right)=0$. If $\theta \leq 2^{*}$, then $f$ is a strictly decreasing function. If $\theta>2^{*}$, then $f$ has a global negative minimum at $\sigma=\left(\frac{A(\theta-2)}{\theta-2^{*}}\right)^{N / 2}>A^{N / 2}$ and tends to 0 as $\sigma \rightarrow+\infty$. In any case, $f$ is strictly decreasing in $\left(0, A^{N / 2}\right]$, has only one zero at $A^{N / 2}, \lim _{\sigma \rightarrow 0^{+}} f(\sigma)=+\infty$, and $f(\sigma)<0$ in $\left(A^{N / 2},+\infty\right)$. Hence $\inf S_{\nu}=f^{-1}(B \nu) \rightarrow A^{N / 2}$ as $\nu \rightarrow 0^{+}$and the conclusion follows.

The following theorem ensures that, when $\nu$ is sufficiently small and $\alpha, \beta \geq 2$, all ground states solutions are semi-trivial.

Theorem 3.4. Assume that $\alpha, \beta \geq 2$, then there exists $\nu_{1}>0$ such that for all $0<\nu \leq \nu_{1}$

$$
c^{*}(\nu)=\inf _{\mathcal{N}_{\nu}} J_{\nu}(u, v)= \begin{cases}\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right), & \text { if } \lambda_{1} \leq \lambda_{2} \\ \frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right), & \text { if } \lambda_{1}>\lambda_{2}\end{cases}
$$

Moreover $c^{*}(\nu)$ is achieved by and only by

$$
\left\{\begin{array}{l}
\left(0, \pm z_{\mu}^{\lambda_{2}}\right), \quad \mu>0, \quad \text { if } \lambda_{1}<\lambda_{2} \\
\left( \pm z_{\mu}^{\lambda_{1}}, 0\right), \quad \mu>0, \quad \text { if } \lambda_{2}<\lambda_{1}, \\
\left(0, \pm z_{\mu}^{\lambda_{2}}\right), \quad\left( \pm z_{\mu}^{\lambda_{1}}, 0\right), \quad \mu>0, \quad \text { if } \lambda_{1}=\lambda_{2}
\end{array}\right.
$$

Proof. Let us prove the theorem in the case $\lambda_{1} \leq \lambda_{2}$. Since $\left(0, z_{1}^{\lambda_{2}}\right) \in \mathcal{N}_{\nu}$, then, for all $\nu>0, c^{*}(\nu) \leq J_{\nu}\left(0, z_{1}^{\lambda_{2}}\right)=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)$. Assume by contradiction that $c^{*}\left(\nu_{n}\right)<\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)$ for some sequence $\nu_{n} \rightarrow 0^{+}$. Since $\lambda_{1} \leq \lambda_{2}$, there results that $c^{*}\left(\nu_{n}\right)<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$. By Lemmas 3.1 and 3.2, the Palais-Smale condition holds at level $c^{*}\left(\nu_{n}\right)$ on the Nehari manifold, hence $c^{*}\left(\nu_{n}\right)$ is achieved by some $\left(\phi_{n}, \psi_{n}\right) \in \mathcal{N}_{\nu}$. Since also $\left(\left|\phi_{n}\right|,\left|\psi_{n}\right|\right) \in \mathcal{N}_{\nu}$ and $J_{\nu}\left(\phi_{n}, \psi_{n}\right)=$ $J_{\nu}\left(\left|\phi_{n}\right|,\left|\psi_{n}\right|\right)$, we have that also $\left(\left|\phi_{n}\right|,\left|\psi_{n}\right|\right)$ is a ground state for $J_{\nu}$. Hence we can assume that $\phi_{n} \geq 0$ and $\psi_{n} \geq 0$. Moreover, by classical regularity results, $\phi_{n}$ and $\psi_{n}$ are smooth in $\mathbb{R}^{N} \backslash\{0\}$. Moreover, $\phi_{n} \not \equiv 0$ and $\psi_{n} \not \equiv 0$ for all $n \in \mathbb{N}$. Indeed, assume by contradiction that $\psi_{n} \equiv 0$ for some $n$, then $\phi_{n} \not \equiv 0$ solves

$$
-\Delta \phi_{n}-\lambda_{1} \frac{\phi_{n}}{|x|^{2}}=\phi_{n}^{2^{*}-1}
$$

Hence, by [28], $\phi_{n}=z_{\mu_{n}}^{\lambda_{1}}$ for some $\mu_{n}>0$. Therefore, (11) yields that

$$
c^{*}\left(\nu_{n}\right)=J_{\nu}\left(\phi_{n}, 0\right)=I_{\lambda_{1}}\left(\phi_{n}\right)=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)
$$

thus giving rise to a contradiction with the fact that $c^{*}\left(\nu_{n}\right)<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$. In the same way, we can prove that $\phi_{n} \not \equiv 0$ for all $n \in \mathbb{N}$. The maximum principle in $\mathbb{R}^{N} \backslash\{0\}$ implies that $\phi_{n}>0$ and $\psi_{n}>0$ in $\mathbb{R}^{N} \backslash\{0\}$ for all $n \in \mathbb{N}$. Notice that

$$
c^{*}\left(\nu_{n}\right)=J_{\nu_{n}}\left(\phi_{n}, \psi_{n}\right)=\frac{1}{N}\left(\int_{\mathbb{R}^{N}} \phi_{n}^{2^{*}} d x+\int_{\mathbb{R}^{N}} \psi_{n}^{2^{*}} d x\right)+\nu(\alpha+\beta)\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right) \int_{\mathbb{R}^{N}} h(x) \phi_{n}^{\alpha} \psi_{n}^{\beta} d x
$$

then, by setting $\sigma_{1}^{n}:=\int_{\mathbb{R}^{N}} \phi_{n}^{2^{*}} d x$ and $\sigma_{2}^{n}:=\int_{\mathbb{R}^{N}} \psi_{n}^{2^{*}}$, we obtain that $\sigma_{1}^{n}>0, \sigma_{2}^{n}>0$,

$$
\begin{equation*}
\max \left\{\sigma_{1}^{n}, \sigma_{2}^{n}\right\}<S^{\frac{N}{2}}\left(\lambda_{2}\right), \quad \text { and } \quad \sigma_{1}^{n}+\sigma_{2}^{n}<S^{\frac{N}{2}}\left(\lambda_{2}\right) \tag{40}
\end{equation*}
$$

Since $\left(\phi_{n}, \psi_{n}\right)$ are solutions to system (1) with $\nu=\nu_{n}$, we obtain that

$$
S\left(\lambda_{1}\right)\left(\sigma_{1}^{n}\right)^{\frac{2}{2^{*}}} \leq \sigma_{1}^{n}+\nu_{n} \alpha \int_{\mathbb{R}^{N}} h(x) \phi_{n}^{\alpha} \psi_{n}^{\beta} d x
$$

and

$$
S\left(\lambda_{2}\right)\left(\sigma_{2}^{n}\right)^{\frac{2}{2^{*}}} \leq \sigma_{2}^{n}+\nu_{n} \beta \int_{\mathbb{R}^{N}} h(x) \phi_{n}^{\alpha} \psi_{n}^{\beta} d x .
$$

Since

$$
\int_{\mathbb{R}^{N}} h(x) \phi_{n}^{\alpha} \psi_{n}^{\beta} d x \leq C(h)\left(\int_{\mathbb{R}^{N}} \phi_{n}^{2^{*}} d x\right)^{\frac{\alpha}{2^{*}}}\left(\int_{\mathbb{R}^{N}} \psi_{n}^{2^{*}} d x\right)^{\frac{\beta}{2^{*}}}
$$

then, using (40) and the fact that $S\left(\lambda_{2}\right) \leq S\left(\lambda_{1}\right)$, we conclude that

$$
S\left(\lambda_{2}\right)\left(\sigma_{1}^{n}\right)^{\frac{2}{2^{*}}} \leq \sigma_{1}^{n}+\alpha C(h)\left(S\left(\lambda_{2}\right)\right)^{\frac{\beta(N-2)}{4}} \nu_{n}\left(\sigma_{1}^{n}\right)^{\frac{\alpha}{2^{*}}}
$$

and

$$
S\left(\lambda_{2}\right)\left(\sigma_{2}^{n}\right)^{\frac{2}{2^{*}}} \leq \sigma_{2}^{n}+\beta C(h)\left(S\left(\lambda_{2}\right)\right)^{\frac{\alpha(N-2)}{4}} \nu_{n}\left(\sigma_{2}^{n}\right)^{\frac{\beta}{2^{*}}}
$$

Let us fix $\varepsilon>0$ such that $2-2 \varepsilon>\frac{3}{2}$. Since $\alpha, \beta \geq 2$, we can use Lemma 3.3 to conclude that, for $n$ sufficiently large,

$$
\sigma_{1}^{n} \geq(1-\varepsilon) S^{\frac{N}{2}}\left(\lambda_{2}\right) \quad \text { and } \quad \sigma_{2}^{n} \geq(1-\varepsilon) S^{\frac{N}{2}}\left(\lambda_{2}\right)
$$

Then

$$
\sigma_{1}^{n}+\sigma_{2}^{n} \geq(2-2 \varepsilon) S^{\frac{N}{2}}\left(\lambda_{2}\right)>\frac{3}{2} S^{\frac{N}{2}}\left(\lambda_{2}\right)
$$

a contradiction with (40). Therefore $c^{*}(\nu)=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)$ provided $\nu$ is sufficiently small. Assume now that $(\phi, \psi)$ is a minimizer attaining $c^{*}(\nu)=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)$ for $\nu$ small. Repeating the above argument, we can easily prove that either $\phi \equiv 0$ or $\psi \equiv 0$. If $\lambda_{1}<\lambda_{2}$, then necessarily $\phi \equiv 0$. If not, then $\psi \equiv 0$ and $\phi \not \equiv 0$ weakly solves

$$
-\Delta \phi-\lambda_{1} \frac{\phi}{|x|^{2}}=|\phi|^{2^{*}-2} \phi
$$

We notice that $\phi$ does not change sign. Indeed $\phi_{+}=\max \{\phi, 0\}, \phi_{-}=\max \{-\phi, 0\} \in N_{\lambda_{1}}$ (see $(13))$, hence $\left(\phi_{+}, 0\right),\left(\phi_{-}, 0\right) \in \mathcal{N}_{\nu}$. If both $\phi_{+} \not \equiv 0$ and $\phi_{-} \not \equiv 0$, then

$$
c^{*}(\nu)=J_{\nu}(\phi, 0)=\frac{1}{N} \int_{\mathbb{R}^{N}}|\phi|^{2^{*}} d x=\frac{1}{N} \int_{\mathbb{R}^{N}} \phi_{+}^{2^{*}} d x+\frac{1}{N} \int_{\mathbb{R}^{N}} \phi_{-}^{2^{*}} d x>J_{\nu}\left(\phi_{+}, 0\right) \geq c^{*}(\nu),
$$

a contradiction. Hence $\phi$ does not change sign and, by [28], $\phi= \pm z_{\mu}^{\lambda_{1}}$ for some $\mu>0$. Then

$$
c^{*}(\nu)=J_{\nu}(\phi, 0)=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)>\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)
$$

which is a contradiction. Hence $\phi \equiv 0$ and any minimizer in this case has necessarily the form $(0, \psi)$, where $\psi \not \equiv 0$ weakly solves

$$
-\Delta \psi-\lambda_{2} \frac{\psi}{|x|^{2}}=|\psi|^{2^{*}-2} \psi
$$

Arguing as above, it is easy to verify that $\psi$ does not change sign, and then, by [28], $\psi(x)= \pm z_{\mu}^{\lambda_{2}}$ for some $\mu>0$ and the conclusion follows. In the case $\lambda_{1}=\lambda_{2}$, the couples $\left( \pm z_{\mu}^{\lambda_{1}}, 0\right)$ and $\left(0, \pm z_{\mu}^{\lambda_{2}}\right)$, $\mu>0$, completely describe the family of minimizers.

In order to find positive mountain pass solutions to (1), it is convenient to consider, under the same hypotheses on $h, \lambda_{1}, \lambda_{2}$ and $\nu$, the following modified problem

$$
\begin{cases}-\Delta u-\lambda_{1} \frac{u}{|x|^{2}}=u_{+}^{2^{*}-1}+\nu h(x) \alpha u_{+}^{\alpha-1} v_{+}^{\beta}, & \text { in } \mathbb{R}^{N}  \tag{41}\\ -\Delta v-\lambda_{2} \frac{v}{|x|^{2}}=v_{+}^{2^{*}-1}+\nu h(x) \beta u_{+}^{\alpha} v_{+}^{\beta-1}, & \text { in } \mathbb{R}^{N}\end{cases}
$$

where $u_{+}=\max \{u, 0\}$. Weak $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solutions to problem (41) are critical points of the functional

$$
\bar{J}_{\nu}: \mathbb{D} \rightarrow \mathbb{R}, \quad \bar{J}_{\nu}(u, v)=\bar{I}_{\lambda_{1}}(u)+\bar{I}_{\lambda_{2}}(v)-\nu \int_{\mathbb{R}^{N}} h(x) u_{+}^{\alpha} v_{+}^{\beta} d x
$$

where

$$
\begin{equation*}
\bar{I}_{\lambda_{i}}(w)=\frac{1}{2} Q_{\lambda_{i}}(w)-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}} w_{+}^{2^{*}} d x, \quad i=1,2 \tag{42}
\end{equation*}
$$

If $(u, v)$ is a critical point of $\bar{J}_{\nu}$, then, by testing with $u_{-}=\max \{-u, 0\}$ and $v_{-}=\max \{-v, 0\}$, we easily obtain that $u \geq 0$ and $v \geq 0$. Hence critical points of $\bar{J}_{\nu}$ provide positive solutions to the original problem (1). We denote by $\overline{\mathcal{N}}_{\nu}$ the Nehari manifold associated to $\bar{J}_{\nu}$, i.e.

$$
\begin{equation*}
\overline{\mathcal{N}}_{\nu}=\left\{(u, v) \in \mathbb{D} \backslash\{(0,0)\}:\left\langle\left(\bar{J}_{\nu}\right)^{\prime}(u, v),(u, v)\right\rangle=0\right\} . \tag{43}
\end{equation*}
$$

The following lemma provides, for $\nu$ small and $\alpha, \beta \geq 2$, an improved Palais-Smale condition for $\bar{J}_{\nu}$ above the critical threshold of Lemma 3.2.

Lemma 3.5. Let (H) hold and $\alpha, \beta \geq 2$ satisfy (21). If $0<\lambda_{1} \leq \lambda_{2}<(N-2)^{2} / 4$ and

$$
\begin{equation*}
S^{N / 2}\left(\lambda_{1}\right)+S^{N / 2}\left(\lambda_{2}\right)<S^{N / 2} \tag{44}
\end{equation*}
$$

then there exists $\nu_{1}>0$ (depending only on $N, \lambda_{1}, \lambda_{2}, \alpha, \beta$, and h) such that if $\nu \leq \nu_{1}$ and $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}} \subset \mathbb{D}$ is a Palais-Smale sequence for $\bar{J}_{\nu}$ at level $c \in \mathbb{R}$ with $c$ satisfying

$$
\begin{equation*}
\frac{1}{N} S^{N / 2}\left(\lambda_{1}\right)<c<\frac{1}{N}\left(S^{N / 2}\left(\lambda_{1}\right)+S^{N / 2}\left(\lambda_{2}\right)\right) \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
c \neq \frac{\ell}{N} S^{N / 2}\left(\lambda_{2}\right) \text { for all } \ell \in \mathbb{N} \backslash\{0\} \tag{46}
\end{equation*}
$$

then $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ admits a subsequence strongly converging in $\mathbb{D}$.
Proof. Arguing as in the proof of Lemma 3.2, it is easy to verify that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ is bounded in $\mathbb{D}$ and admits a subsequence, still denoted as $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$, weakly converging to some $\left(u_{0}, v_{0}\right) \in \mathbb{D}$. We claim that $\left(\left(u_{n}\right)_{-},\left(v_{n}\right)_{-}\right) \rightarrow(0,0)$ strongly in $\mathbb{D}$. Indeed $\left(\bar{J}_{\nu}\right)^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0$ strongly in $\mathbb{D}$ implies

$$
\left\langle\left(\bar{J}_{\nu}\right)^{\prime}\left(u_{n}, v_{n}\right),\left(\left(u_{n}\right)_{-}, 0\right)\right\rangle=-\int_{\mathbb{R}^{N}}\left|\nabla\left(u_{n}\right)_{-}\right|^{2}+\lambda_{1} \int_{\mathbb{R}^{N}} \frac{\left(u_{n}\right)_{-}^{2}}{|x|^{2}} d x=o(1) \quad \text { as } n \rightarrow \infty
$$

Thus $\left(u_{n}\right)_{-} \rightarrow 0$ strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. The same holds for $\left(v_{n}\right)_{-}$. Hence $\left(\left(u_{n}\right)_{+},\left(v_{n}\right)_{+}\right)$is a bounded Palais-Smale sequence of $\bar{J}_{\nu}$, and, having positive components, of $J_{\nu}$. Therefore, without loss of generality, we can assume directly that

$$
u_{n} \geq 0, \quad v_{n} \geq 0, \quad \text { and }\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}} \text { is Palais-Smale sequence for } J_{\nu} \text { at level } c .
$$

From the Concentration Compactness Principle $[17,18]$ and the same arguments as in the proof of Lemma 3.2, we deduce the existence of a subsequence, still denoted as $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$, two at most countable sets $\mathcal{J}$ and $\mathcal{K}$, sets of points $\left\{x_{j} \in \mathbb{R}^{N} \backslash\{0\}, j \in \mathcal{J}\right\}$ and $\left\{y_{k} \in \mathbb{R}^{N} \backslash\{0\}, k \in \mathcal{K}\right\}$, real numbers $\mu_{j}, \rho_{j}, j \in \mathcal{J}, \bar{\mu}_{k}, \bar{\rho}_{k}, k \in \mathcal{K}, \mu_{0}, \rho_{0}, \gamma_{0}, \bar{\mu}_{0}, \bar{\rho}_{0}$, and $\bar{\gamma}_{0}$, such that (26-35) hold. Moreover, defining $\rho_{\infty}, \mu_{\infty}$, and $\gamma_{\infty}$ as in (29-30) (and analogously $\bar{\rho}_{\infty}, \bar{\mu}_{\infty}$, and $\bar{\gamma}_{\infty}$ for the concentration of $v_{n}$ at $\infty$ ), (37) and (38) are satisfied.
Claim 1. We claim that either $u_{n} \rightarrow u_{0}$ strongly in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$ or $v_{n} \rightarrow v_{0}$ strongly in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$. Assume by contradiction that the $L^{2^{*}}\left(\mathbb{R}^{N}\right)$-convergence of neither $u_{n}$ nor $v_{n}$ is strong. Hence there exist $j_{0} \in \mathcal{J} \cup\{0\} \cup\{\infty\}$ and $k_{0} \in \mathcal{K} \cup\{0\} \cup\{\infty\}$ such that $\rho_{j_{0}}>0$ and $\bar{\rho}_{k_{0}}>0$. From (39), (31),
(32), (34), (35), (37), and (38), we obtain that

$$
\begin{aligned}
c=J_{\nu}\left(u_{n}, v_{n}\right)+o(1) & \geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left(S\left(\lambda_{1}\right) \rho_{j_{0}}^{2 / 2^{*}}+S\left(\lambda_{2}\right) \bar{\rho}_{k_{0}}^{2 / 2^{*}}\right)+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\rho_{j_{0}}+\bar{\rho}_{k_{0}}\right) \\
& \geq \frac{1}{N}\left(S^{N / 2}\left(\lambda_{1}\right)+S^{N / 2}\left(\lambda_{2}\right)\right)
\end{aligned}
$$

which is in contradiction with (45).
Claim 2. We claim that either $u_{n} \rightarrow u_{0}$ strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ or $v_{n} \rightarrow v_{0}$ strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. Indeed, assume that $u_{n}$ converges to $u_{0}$ strongly in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$. Then

$$
\left\|u_{n}-u_{0}\right\|_{\lambda_{1}}^{2}=\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n}-u_{0}, 0\right)\right\rangle+o(1)=o(1) \text { as } n \rightarrow+\infty .
$$

Hence $u_{n}$ converges strongly to $u_{0}$ in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. The same argument yields the claim when $v_{n}$ converges to $v_{0}$ strongly in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$.
In view of the above claims, we distinguish two cases.
Case 1. $v_{n}$ converges strongly to $v_{0}$ in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. In this case it is easy to prove that $\mathcal{J} \cup\{0\} \cup\{\infty\}$ is reduced to be at most a singleton set: indeed, if $\mathcal{J} \cup\{0\} \cup\{\infty\}$ contains more than one point, (39), (31), (32), (34), (35), (37), and (38) yield that

$$
c \geq \frac{2}{N} S^{N / 2}\left(\lambda_{1}\right) \geq \frac{1}{N}\left(S^{N / 2}\left(\lambda_{1}\right)+S^{N / 2}\left(\lambda_{2}\right)\right)
$$

thus contradicting (45). Hence $\mathcal{J} \cup\{0\} \cup\{\infty\}$ is at most a singleton set. In order to prove that also $u_{n}$ converges strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ (up to a subsequence), we argue by contradiction and assume that $u_{n}$ converges weakly but none of its subsequences converges strongly to $u_{0}$. We claim that $v_{0} \not \equiv 0$. Indeed, if, by contradiction, $v_{0} \equiv 0$ and $u_{0} \not \equiv 0$, we have that $u_{0}$ is a positive weak $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solution to

$$
-\Delta u_{0}-\lambda_{1} \frac{u_{0}}{|x|^{2}}-u_{0}^{2^{*}-1}=0
$$

Hence $u_{0}=z_{\mu}^{\lambda_{1}}$ for some $\mu>0$ and $\left.\int_{\mathbb{R}^{N}}\left|u_{0}\right|\right|^{2^{*}}=S^{N / 2}\left(\lambda_{1}\right)$. Hence from (39) and (31-38), taking into account the definition of $S\left(\lambda_{1}\right)$ and the fact that $u_{n}$ concentrates exactly at one point, we deduce that

$$
c \geq \frac{1}{N}\left(\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+S^{\frac{N}{2}}\left(\lambda_{1}\right)\right) \geq \frac{2}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)
$$

in contradiction with (45) and the fact that $S\left(\lambda_{2}\right) \leq S\left(\lambda_{1}\right)$. On the other hand, if $v_{0} \equiv 0$ and $u_{0} \equiv 0$, then $u_{n}$ solves

$$
-\Delta u_{n}-\lambda_{1} \frac{u_{n}}{|x|^{2}}-u_{n}^{2^{*}-1}=o(1), \quad \text { in the dual space }\left(\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)\right)^{\star}
$$

Since the concentration of $u_{n}$ occurs at exactly one point, there exists $j \in \mathcal{J} \cup\{0, \infty\}$ such that

$$
c=J_{\nu}\left(u_{n}, v_{n}\right)+o(1)=\frac{1}{N} \int_{\mathbb{R}^{N}} u_{n}^{2^{*}} d x+o(1) \underset{n \rightarrow \infty}{\longrightarrow} \frac{1}{N} \rho_{j}
$$

If $j \neq 0$ and $j \neq \infty$, then $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is a positive Palais-Smale sequence for the functional

$$
I_{0}(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}} u^{2^{*}} d x, \quad u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)
$$

Hence, in view of the characterization of Palais-Smale sequences of $I_{0}$ proved in [27], we obtain that $\rho_{j}=\ell S^{\frac{N}{2}}$ for some $\ell \in \mathbb{N} \backslash\{0\}$, thus contradicting (44) and (45). In the case where $j \in\{0, \infty\}$, $u_{n}$ is a nonnegative Palais-Smale sequence for the functional $I_{\lambda_{1}}$ defined in (6) at level $c$, then an
analogous argument as above and the noncompactness analysis performed in [26, Theorem 3.1] imply that

$$
c=J_{\nu}\left(u_{n}, v_{n}\right)+o(1)=I_{\lambda_{1}}\left(u_{n}\right)+o(1) \underset{n \rightarrow \infty}{\longrightarrow} \frac{\ell}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)
$$

for some $\ell \in \mathbb{N}$. Consequently, a contradiction with assumptions (45) and (46) is reached. Hence we conclude that $v_{0} \not \equiv 0$.

The above discussion allows us to exclude the case $v_{0} \equiv 0$. Thus we may assume that $v_{n}$ converges strongly to $v_{0}$ in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right), v_{0} \not \equiv 0$, and $u_{n}$ converge weakly (and not strongly) to $u_{0}$ in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. If $u_{0} \equiv 0$, then $v_{0}$ weakly solves

$$
-\Delta v_{0}-\lambda_{2} \frac{v_{0}}{|x|^{2}}-v_{0}^{2^{*}-1}=0
$$

hence $v_{0}=z_{\mu}^{\lambda_{2}}$ for some $\mu>0$ and $\int_{\mathbb{R}^{N}}\left|v_{0}\right|^{2^{*}}=S^{N / 2}\left(\lambda_{2}\right)$. From (39) and concentration of $u_{n}$ at exactly one point, we deduce that

$$
c=J_{\nu}\left(u_{n}, v_{n}\right)+o(1) \geq \frac{1}{N}\left(S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)\right)
$$

a contradiction with assumption (45). Hence both $u_{0} \not \equiv 0$ and $v_{0} \not \equiv 0$. Letting $n \rightarrow+\infty$ in

$$
\begin{align*}
c & =J_{\nu}\left(u_{n}, v_{n}\right)-\frac{1}{2}\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n}, v_{n}\right)\right\rangle+o(1)  \tag{47}\\
& =\frac{1}{N}\left(\int_{\mathbb{R}^{N}} u_{n}^{2^{*}} d x+\int_{\mathbb{R}^{N}} v_{n}^{2^{*}} d x\right)-\nu\left(1-\frac{\alpha+\beta}{2}\right) \int_{\mathbb{R}^{N}} h(x) u_{n}^{\alpha} v_{n}^{\beta} d x+o(1),
\end{align*}
$$

we obtain that, for some $j \in \mathcal{J} \cup\{0, \infty\}$,

$$
\begin{equation*}
c=\frac{1}{N}\left(\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+\int_{\mathbb{R}^{N}} v_{0}^{2^{*}} d x+\rho_{j}\right)+\nu \frac{\alpha+\beta-2}{2} \int_{\mathbb{R}^{N}} h(x) u_{0}^{\alpha} v_{0}^{\beta} d x . \tag{48}
\end{equation*}
$$

On the other hand, letting $n \rightarrow+\infty$ in $\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{0}, v_{0}\right)\right\rangle=o(1)$, we obtain that

$$
\left\|\left(u_{0}, v_{0}\right)\right\|_{\mathbb{D}}^{2}=\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+\int_{\mathbb{R}^{N}} v_{0}^{2^{*}} d x+\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x) u_{0}^{\alpha} v_{0}^{\beta} d x
$$

i.e. $\left(u_{0}, v_{0}\right) \in \mathcal{N}_{\nu}$. Moreover, from (8), (48), (31), (34), (37), and assumption (45), we deduce that

$$
\begin{aligned}
J_{\nu}\left(u_{0}, v_{0}\right) & =\frac{1}{N}\left(\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+\int_{\mathbb{R}^{N}} v_{0}^{2^{*}} d x\right)+\nu \frac{\alpha+\beta-2}{2} \int_{\mathbb{R}^{N}} h(x) u_{0}^{\alpha} v_{0}^{\beta} d x \\
& =c-\frac{\rho_{j}}{N}<\frac{1}{N}\left(S^{N / 2}\left(\lambda_{1}\right)+S^{N / 2}\left(\lambda_{2}\right)\right)-\frac{1}{N} S^{N / 2}\left(\lambda_{1}\right)=\frac{1}{N} S^{N / 2}\left(\lambda_{2}\right) .
\end{aligned}
$$

Hence we conclude that

$$
\min _{\mathcal{N}_{\nu}} J_{\nu} \leq J_{\nu}\left(u_{0}, v_{0}\right)<\frac{1}{N} S^{N / 2}\left(\lambda_{2}\right),
$$

giving rise to a contradiction with Theorem 3.4 if $\nu \leq \nu_{1}$, for $\nu_{1}$ as in Theorem 3.4. Hence, if $v_{n}$ converges strongly, also the convergence of $u_{n}$ must be strong.
Case 2. $u_{n}$ converges strongly to $u_{0}$ in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. In order to prove that $v_{n} \rightarrow v_{0}$ strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$, we again argue by contradiction. Assume that $v_{n}$ converges weakly (and not strongly) to $v_{0}$ in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$. First we claim that $u_{0} \not \equiv 0$. To prove the claim we argue by contradiction. Assume that $u_{0} \equiv 0$, then is easy to check that $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ is a positive Palais-Smale sequence for
the functional $I_{\lambda_{2}}$ defined in (6), at the energy level $c=\lim _{n \rightarrow \infty} I_{\lambda_{2}}\left(v_{n}\right)$. Since $v_{n} \rightharpoonup v_{0}$ weakly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$, then $v_{0}$ is a weak $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solution to

$$
-\Delta v_{0}-\lambda_{2} \frac{v_{0}}{|x|^{2}}-v_{0}^{2^{*}-1}=0
$$

By [26] we obtain that, for some $m, \ell \in \mathbb{N}$,

$$
c=\lim _{n \rightarrow \infty} I_{\lambda_{2}}\left(v_{n}\right)=I_{\lambda_{2}}\left(v_{0}\right)+\frac{m}{N} S^{N / 2}+\frac{\ell}{N} S^{N / 2}\left(\lambda_{2}\right)
$$

From (44) and (45), we deduce that $m=0$. If $v_{0} \equiv 0$, then $c=\frac{\ell}{N} S^{N / 2}\left(\lambda_{2}\right)$ for some $\ell \in \mathbb{N}$, a contradiction with (45-46). If $v_{0} \not \equiv 0$, then, from [28], $v_{0}=z_{\mu}^{\lambda_{2}}$ for some $\mu>0$. Then $I_{\lambda_{2}}\left(v_{0}\right)=\frac{1}{N} S^{N / 2}\left(\lambda_{2}\right)$, hence $c=\frac{\ell+1}{N} S^{N / 2}\left(\lambda_{2}\right)$ with $\ell \in \mathbb{N}$, still giving rise to a contradiction with assumption (46). Hence the claim follows and we can assume $u_{0} \not \equiv 0$.

We now claim that $v_{0} \not \equiv 0$. Indeed, if $v_{0} \equiv 0$, then $u_{0}$ weakly solves

$$
-\Delta u_{0}-\lambda_{1} \frac{u_{0}}{|x|^{2}}-u_{0}^{2^{*}-1}=0
$$

hence, by [28], $u_{0}=z_{\mu}^{\lambda_{1}}$ for some $\mu>0$ and $\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{2^{*}}=S^{N / 2}\left(\lambda_{1}\right)$. Therefore, from (39), (32), (35), and (38), we deduce that $c \geq \frac{1}{N}\left(S^{N / 2}\left(\lambda_{1}\right)+S^{N / 2}\left(\lambda_{2}\right)\right)$, a contradiction with (45). Hence we can assume that $v_{0} \not \equiv 0$. It is clear that $\left(u_{0}, v_{0}\right)$ is a solution to problem (1) and

$$
\begin{align*}
J_{\nu}\left(u_{0}, v_{0}\right) & =\frac{1}{N}\left(\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+\int_{\mathbb{R}^{N}} v_{0}^{2^{*}} d x\right)+\nu \frac{\alpha+\beta-2}{2} \int_{\mathbb{R}^{N}} h(x) u_{0}^{\alpha} v_{0}^{\beta} d x  \tag{49}\\
& \leq c<\frac{1}{N}\left(S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)\right)
\end{align*}
$$

Since $\lambda_{2}<\Lambda_{N}$, then, for some $\varepsilon$ sufficiently small,

$$
\frac{1-\varepsilon}{N}\left(S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)\right)>\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right) .
$$

Fix such an $\varepsilon$. From (47) and the fact that $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ converges weakly and not strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$, it follows that at least one of the numbers $\bar{\rho}_{k}, k \in \mathcal{K}, \bar{\rho}_{0}, \bar{\rho}_{\infty}$ is strictly positive and

$$
c=\frac{1}{N}\left(\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+\int_{\mathbb{R}^{N}} v_{0}^{2^{*}} d x+\sum_{k \in \mathcal{K}} \bar{\rho}_{k}+\bar{\rho}_{0}+\bar{\rho}_{\infty}\right)+\nu \frac{\alpha+\beta-2}{2} \int_{\mathbb{R}^{N}} h(x) u_{0}^{\alpha} v_{0}^{\beta} d x,
$$

hence, by (49), (32), (35), (38), and (45),

$$
\begin{equation*}
J_{\nu}\left(u_{0}, v_{0}\right)=c-\frac{1}{N}\left(\sum_{k \in \mathcal{K}} \bar{\rho}_{k}+\bar{\rho}_{0}+\bar{\rho}_{\infty}\right)<\frac{S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)}{N}-\frac{S^{\frac{N}{2}}\left(\lambda_{2}\right)}{N}=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right) \tag{50}
\end{equation*}
$$

Using the definition of $S^{\frac{N}{2}}\left(\lambda_{1}\right)$ we obtain that

$$
\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x+\alpha \nu \int_{\mathbb{R}^{N}} h(x) u_{0}^{\alpha} v_{0}^{\beta} d x=\int_{\mathbb{R}^{N}}\left|\nabla u_{0}\right|^{2} d x-\lambda_{1} \int_{\mathbb{R}^{N}} \frac{u_{0}^{2}}{|x|^{2}} d x \geq S\left(\lambda_{1}\right)\left(\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x\right)^{\frac{2}{2^{*}}}
$$

Setting $a:=\int_{\mathbb{R}^{N}} u_{0}^{2^{*}} d x$ and using Hölder's inequality and (49), there results that

$$
a+C \nu a^{\frac{\alpha}{2^{*}}} \geq S\left(\lambda_{1}\right) a^{\frac{2}{2^{*}}}
$$

where the constant $C>0$ depends only on $N, \lambda_{1}, \lambda_{2}, \beta, \alpha, h$, and is independent of $u_{0}, v_{0}$, and $\nu$. Since $\alpha \geq 2$, then by Lemma 3.3 there exists $\nu_{1}=\nu_{1}(\varepsilon)>0$, depending only on the data and independent of $u_{0}$ and $v_{0}$ such that, if $\nu \leq \nu_{1}$, then

$$
a \geq(1-\varepsilon) S^{\frac{N}{2}}\left(\lambda_{1}\right)
$$

In a similar way, setting $b=\int_{\mathbb{R}^{N}} v_{0}^{2^{*}} d x$, we find some $\nu_{2}=\nu_{2}(\varepsilon)>0$ independent of $u_{0}$ and $v_{0}$ such that, if $\nu \leq \nu_{2}$, then

$$
b \geq(1-\varepsilon) S^{\frac{N}{2}}\left(\lambda_{2}\right)
$$

From the two above estimates, (49), and the choice of $\varepsilon$, we obtain that

$$
J_{\nu}\left(u_{0}, v_{0}\right) \geq \frac{1-\varepsilon}{N}\left(S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)\right)>\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)
$$

thus giving rise to a contradiction with (50). Hence $v_{n} \rightarrow v_{0}$ strongly in $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ and the statement is proved also in case 2 .

Remark 3.6. If $h$ is a radial function, we can perform the above concentration compactness analysis in the space $\mathbb{D}_{r}:=\mathcal{D}_{r}^{1,2}\left(\mathbb{R}^{N}\right) \times \mathcal{D}_{r}^{1,2}\left(\mathbb{R}^{N}\right)=\{(u, v) \in \mathbb{D}: u$ and $v$ are radially symmetric $\}$. In this case, assumption (44) is no more needed, due to the Strauss Lemma which ensures compactness of the inclusion $\mathcal{D}_{r}^{1,2}\left(\mathbb{R}^{N}\right)$ into $L^{p}\left(\left\{x \in \mathbb{R}^{N}: R_{1} \leq|x| \leq R_{2}\right\}\right)$ for all $p>1$ and for all $R_{2}>R_{1}>0$; in particular no concentration at points different from 0 and $\infty$ can occur.
3.2. Existence of ground state solutions. As a direct consequence of the Palais-Smale condition proved in Lemma 3.2, the following result about existence of ground state solutions holds true. As stated in Theorem 3.4, there is no hope to find non semitrivial ground state solutions to (1) for $\alpha, \beta \geq 2$, unless $\nu$ is sufficiently large.

Theorem 3.7. Let (H) and (21) hold.
i) There exists $\nu_{0}>0$ such that, for all $\nu \geq \nu_{0}$, (1) admits a ground state solution $(\phi, \psi) \in \mathbb{D}$ (according to Definition 2.1) such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.
ii) If $\alpha<2$ and $\beta<2$, then (1) admits a ground state solution $(\phi, \psi) \in \mathbb{D}$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.

Proof. Letting $c^{*}(\nu):=\inf _{(u, v) \in \mathcal{N}_{\nu}} J_{\nu}(u, v)$, a direct calculation shows that

$$
0<c^{*}(\nu) \leq \frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{\frac{N}{2}}
$$

In view of the compactness Lemma 3.2, to prove that $c^{*}(\nu)$ is attained is enough to prove that $c^{*}(\nu)<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$. To this aim, we fix $(u, v) \in \mathbb{D}$ such $\int_{\mathbb{R}^{N}} h(x)|u|^{\alpha}|v|^{\beta} d x>0$. Let $t_{\nu}=t_{[\nu,(u, v)]}>0$ be such that $t_{\nu}(u, v) \in \mathcal{N}_{\nu}$, see (7). Notice that $\lim _{\nu \rightarrow+\infty} t_{\nu}=0$ and

$$
\lim _{\nu \rightarrow+\infty} t_{\nu}^{\alpha+\beta-2} \nu=\frac{\|(u, v)\|_{\mathbb{D}}^{2}}{(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x)|u|^{\alpha}|v|^{\beta} d x}
$$

Therefore we have that

$$
J_{\nu}\left(t_{\nu}(u, v)\right)=t_{\nu}^{2}\|(u, v)\|_{\mathbb{D}}^{2}\left(\frac{1}{2}-\frac{1}{\alpha+\beta}-o(1)\right) \quad \text { as } \nu \rightarrow+\infty .
$$

Hence $J_{\nu}\left(t_{\nu}(u, v)\right)=o(1)$ as $\nu \rightarrow \infty$ and then there exists $\nu_{0}>0$ such that, if $\nu \geq \nu_{0}$, then

$$
c^{*}(\nu) \leq J_{\nu}\left(t_{\nu}(u, v)\right)<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}
$$

The existence of a ground state $(\phi, \psi) \in \mathcal{N}_{\nu}$ for all $\nu \geq \nu_{0}$ follows easily from Lemma 3.2. By evenness of $J_{\nu}$ and of the Nehari manifold, we can assume that $\phi \geq 0, \psi \geq 0$, and, by classical regularity results, $\phi$ and $\psi$ are smooth in $\mathbb{R}^{N} \backslash\{0\}$. Moreover, $\phi \not \equiv 0$ and $\psi \not \equiv 0$. Indeed, if, by contradiction, $\psi \equiv 0$, then $\phi \geq 0, \phi \not \equiv 0$, solves

$$
-\Delta \phi-\lambda_{1} \frac{\phi}{|x|^{2}}=\phi^{2^{*}-1}
$$

Hence $\phi=z_{\mu}^{\lambda_{1}}$ for some $\mu>0$ and, consequently, $c^{*}=J_{\nu}(\phi, 0)=I_{\lambda_{1}}(\phi)=\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)$, thus giving rise to a contradiction with the fact that $c^{*}<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$. In the same way, we can prove that $\psi \not \equiv 0$. The maximum principle in $\mathbb{R}^{N} \backslash\{0\}$ implies that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$. Statement i) is thereby proved.

If $\alpha<2$ and $\beta<2$, then by Theorem 2.2 , parts iii) and iv), we have that $\left(z_{1}^{\lambda_{1}}, 0\right)$ and $\left(0, z_{1}^{\lambda_{2}}\right)$ are saddle points for $J_{\nu}$ in $\mathcal{N}_{\nu}$. More precisely, in view of (19), the assumption $\beta<2$ yields that

$$
c^{*}(\nu)=\inf _{\mathcal{N}_{\nu}} J_{\nu}<J_{\nu}\left(z_{1}^{\lambda_{1}}, 0\right)
$$

and, analogously, from $\alpha<2$ we can deduce that

$$
c^{*}(\nu)=\inf _{\mathcal{N}_{\nu}} J_{\nu}<J_{\nu}\left(0, z_{1}^{\lambda_{2}}\right)
$$

Therefore, in view of $(11), c^{*}(\nu)<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$. Using Lemma 3.2 and arguing as above, we conclude that there exists a ground state $(\phi, \psi) \in \mathcal{N}_{\nu}$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.
3.3. Existence of mountain pass solutions. For $\alpha, \beta>2$ (also for $\alpha, \beta \geq 2$ if $\nu$ is small), the semi-trivial solutions turn out to be local minimum points for the functional $J_{\nu}$ restricted to the Nehari manifold, which consequently exhibits a mountain pass geometry.

The improved Palais-Smale condition provided by Lemma 3.5 and the mountain pass geometry exhibited by the functional $J_{\nu}$ for $\alpha, \beta \geq 2$, allow us to prove the existence of mountain pass critical points for $\nu$ small. We notice that the conditions $\alpha, \beta \geq 2$ and (21) can both hold only in dimension $N=3$.
Theorem 3.8. Let (H) and (21) hold. Assume $N=3, \alpha, \beta \geq 2$, and $\lambda_{1} \leq \lambda_{2}<1 / 4$ are such that (44) and

$$
\begin{equation*}
\frac{1}{2}<\frac{\Lambda_{3}-\lambda_{2}}{\Lambda_{3}-\lambda_{1}} \tag{51}
\end{equation*}
$$

are satisfied. Then there exists $\nu_{1}>0$ (depending only on $N, \lambda_{1}, \lambda_{2}, \alpha, \beta$, and $h$ ) such that, if $\nu \leq \nu_{1}$, the restriction of $\bar{J}_{\nu}$ on $\overline{\mathcal{N}}_{\nu}$ has a mountain pass critical point $\left\{\left(u_{0}, v_{0}\right)\right\} \in \overline{\mathcal{N}}_{\nu}$ such that $u_{0}>0$ and $v_{0}>0$ in $\mathbb{R}^{N} \backslash\{0\}$, and, consequently, problem (1) admits a positive weak solution.

Proof. Our goal is to construct a mountain pass level for the functional on the Nehari manifold at which the Palais-Smale condition holds. Let us consider the set of paths in $\overline{\mathcal{N}}_{\nu}$ joining $\left(z_{1}^{\lambda_{1}}, 0\right)$ with $\left(0, z_{1}^{\lambda_{2}}\right)$, i.e.

$$
\Sigma_{\nu}=\left\{\begin{array}{l}
\gamma=\left(\gamma_{1}, \gamma_{2}\right):[0,1] \rightarrow \overline{\mathcal{N}}_{\nu} \text { continuous such that } \\
\gamma_{1}(0)=z_{1}^{\lambda_{1}}, \gamma_{1}(1)=0, \gamma_{2}(0)=0, \gamma_{2}(1)=z_{1}^{\lambda_{2}}
\end{array}\right\}
$$

and define the associated mountain pass level

$$
C_{M P}(\nu)=\inf _{\gamma \in \Sigma} \max _{t \in[0,1]} \bar{J}_{\nu}(\gamma(t))
$$

By (51) we obtain that

$$
\frac{2}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)>\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)
$$

hence, by the monotonicity of $\lambda \mapsto S(\lambda)$, there $\varepsilon_{1}>0$ sufficiently small (depending only on $N, \lambda_{1}$, and $\lambda_{2}$ ) such that

$$
\begin{equation*}
\frac{2}{N}\left(1-\varepsilon_{1}\right)\left(\frac{S\left(\lambda_{1}\right)+S\left(\lambda_{2}\right)}{2}\right)^{\frac{N}{2}}>\frac{2}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)>\frac{\left(1+\varepsilon_{1}\right)}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right) \quad \text { if } \lambda_{1}<\lambda_{2} \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{2}{N}\left(1-\varepsilon_{1}\right)\left(\frac{S\left(\lambda_{1}\right)+S\left(\lambda_{2}\right)}{2}\right)^{\frac{N}{2}}>\frac{\left(1+\varepsilon_{1}\right)}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right) \quad \text { if } \lambda_{1}=\lambda_{2} . \tag{53}
\end{equation*}
$$

We now claim that there exists $\nu_{1}=\nu_{1}\left(\varepsilon_{1}\right)$ such that, for $0<\nu<\nu_{1}$

$$
\begin{equation*}
\max _{t \in[0,1]} \bar{J}_{\nu}(\gamma(t)) \geq \frac{2}{N}\left(1-\varepsilon_{1}\right)\left(\frac{S\left(\lambda_{1}\right)+S\left(\lambda_{2}\right)}{2}\right)^{\frac{N}{2}}, \quad \text { for all } \gamma \in \Sigma_{\nu} \tag{54}
\end{equation*}
$$

Let $\left(\gamma_{1}, \gamma_{2}\right) \in \Sigma_{\nu}$. Notice that, since $\left(\gamma_{1}(t), \gamma_{2}(t)\right) \in \overline{\mathcal{N}}_{\nu}$, then

$$
\begin{aligned}
& \int_{\mathbb{R}^{N^{2}}}\left|\nabla \gamma_{1}(t)\right|^{2} d x-\lambda_{1} \int_{\mathbb{R}^{N}} \frac{\gamma_{1}^{2}(t)}{|x|^{2}} d x+\int_{\mathbb{R}^{N}}\left|\nabla \gamma_{2}(t)\right|^{2} d x-\lambda_{2} \int_{\mathbb{R}^{N}} \frac{\gamma_{2}^{2}(t)}{|x|^{2}} d x \\
& \quad=\int_{\mathbb{R}^{N}}\left(\gamma_{1}(t)\right)_{+}^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left(\gamma_{2}(t)\right)_{+}^{2^{*}} d x+\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x)\left(\gamma_{1}(t)\right)_{+}^{\alpha}\left(\gamma_{2}(t)\right)_{+}^{\beta} d x
\end{aligned}
$$

and

$$
\bar{J}_{\nu}\left(\gamma_{1}(t), \gamma_{2}(t)\right)=\frac{1}{N}\left(\int_{\mathbb{R}^{N}}\left(\gamma_{1}(t)\right)_{+}^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left(\gamma_{2}(t)\right)_{+}^{2^{*}} d x\right)+\nu \frac{\alpha+\beta-2}{2} \int_{\mathbb{R}^{N}} h(x)\left(\gamma_{1}(t)\right)_{+}^{\alpha}\left(\gamma_{2}(t)\right)_{+}^{\beta} d x
$$

To deduce (54), we can assume that $\max _{t \in[0,1]} \int_{\mathbb{R}^{N}}\left(\gamma_{i}(t)\right)_{+}^{2^{*}} d x \leq 2 S^{N / 2}\left(\lambda_{1}\right)$ for $i=1,2$ without loss of generality, otherwise there is nothing to prove. Consider $f_{i}(t)=\int_{\mathbb{R}^{N}}\left(\gamma_{i}(t)\right)_{+}^{2^{*}} d x$ where $i=1,2$, then $f_{1}(0)=\int_{\mathbb{R}^{N}}\left(z_{1}^{\lambda_{1}}\right)^{2^{*}} d x>f_{2}(0)=0$ and $f_{1}(1)=0<f_{2}(1)=\int_{\mathbb{R}^{N}}\left(z_{1}^{\lambda_{2}}\right)^{2^{*}} d x$, hence, by continuity, there exists $t_{1} \in(0,1)$ such that $f_{1}\left(t_{1}\right)=f_{2}\left(t_{1}\right)>0$. From the definition of $S\left(\lambda_{1}\right)$ and $S\left(\lambda_{2}\right)$, it follows that

$$
\begin{aligned}
S\left(\lambda_{1}\right) & \left(\int_{\mathbb{R}^{N}}\left(\gamma_{1}\left(t_{1}\right)\right)_{+}^{2^{*}} d x\right)^{\frac{2}{2^{*}}}+S\left(\lambda_{2}\right)\left(\int_{\mathbb{R}^{N}}\left(\gamma_{2}\left(t_{1}\right)\right)_{+}^{2^{*}} d x\right)^{\frac{2}{2^{*}}} \\
& \leq \int_{\mathbb{R}^{N}}\left|\nabla \gamma_{1}\left(t_{1}\right)\right|^{2} d x-\lambda_{1} \int_{\mathbb{R}^{N}} \frac{\gamma_{1}^{2}\left(t_{1}\right)}{|x|^{2}} d x+\int_{\mathbb{R}^{N}}\left|\nabla \gamma_{2}\left(t_{1}\right)\right|^{2} d x-\lambda_{2} \int_{\mathbb{R}^{N}} \frac{\gamma_{2}^{2}\left(t_{1}\right)}{|x|^{2}} d x \\
& =\int_{\mathbb{R}^{N}}\left(\gamma_{1}\left(t_{1}\right)\right)_{+}^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left(\gamma_{2}\left(t_{1}\right)\right)_{+}^{2^{*}} d x+\nu(\alpha+\beta) \int_{\mathbb{R}^{N}} h(x)\left(\gamma_{1}\left(t_{1}\right)\right)_{+}^{\alpha}\left(\gamma_{2}\left(t_{1}\right)\right)_{+}^{\beta} d x .
\end{aligned}
$$

We set $s=\int_{\mathbb{R}^{N}}\left(\gamma_{1}\left(t_{1}\right)\right)_{+}^{2^{*}} d x=\int_{\mathbb{R}^{N}}\left(\gamma_{2}\left(t_{1}\right)\right)_{+}^{2^{*}} d x$, then, using Hölder's inequality, we obtain that

$$
\left(S\left(\lambda_{1}\right)+S\left(\lambda_{2}\right)\right) s^{\frac{2}{2^{*}}} \leq 2 s+\nu B s^{\frac{\alpha+\beta}{2^{*}}}
$$

where $B$ is a constant depending on $h, \alpha$, and $\beta$. Since $\alpha+\beta>2$, from Lemma 3.3 we deduce that there exists $\nu_{1}=\nu_{1}\left(\varepsilon_{1}\right)$ such that $s \geq\left(1-\varepsilon_{1}\right)\left(\frac{S\left(\lambda_{1}\right)+S\left(\lambda_{2}\right)}{2}\right)^{N / 2}$ for all $0<\nu<\nu_{1}$. Hence

$$
\max _{t \in[0,1]} \bar{J}_{\nu}(\gamma(t)) \geq \frac{1}{N}\left(\int_{\mathbb{R}^{N}}\left(\gamma_{1}\left(t_{1}\right)\right)_{+}^{2^{*}} d x+\int_{\mathbb{R}^{N}}\left(\gamma_{2}\left(t_{1}\right)\right)_{+}^{2^{*}} d x\right) \geq \frac{2}{N}\left(1-\varepsilon_{1}\right)\left(\frac{S\left(\lambda_{1}\right)+S\left(\lambda_{2}\right)}{2}\right)^{\frac{N}{2}}
$$

thus proving claim (54).
From (52), (53), and (54), it follows that $C_{M P(\nu)}>\frac{\left(1+\varepsilon_{1}\right)}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)=\left(1+\varepsilon_{1}\right) \bar{J}_{\nu}\left(z_{1}^{\lambda_{1}}, 0\right)$, and hence $\bar{J}_{\nu}$ exhibits a mountain pass geometry.

Let us now set $\gamma_{1}(t)=(1-t)^{1 / 2} z_{1}^{\lambda_{1}}$ and $\gamma_{2}(t)=t^{1 / 2} z_{1}^{\lambda_{2}}, t \in[0,1]$. By the definition of the Nehari Manifold, there exists a continuous positive function $k(t)$ such that $k(t)\left(\gamma_{1}(t), \gamma_{2}(t)\right) \in \overline{\mathcal{N}}_{\nu} \cap \mathcal{N}_{\nu}$ for all $t \in[0,1]$. It is clear that $k(0)=k(1)=1$. For simplicity of notation, we set

$$
a:=\left\|z_{1}^{\lambda_{1}}\right\|_{\lambda_{1}}^{2}=\int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda_{1}}\right|^{2^{*}} d x=S^{\frac{N}{2}}\left(\lambda_{1}\right) \quad \text { and } \quad b:=\left\|z_{1}^{\lambda_{2}}\right\|_{\lambda_{2}}^{2}=\int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda_{2}}\right|^{2^{*}} d x=S^{\frac{N}{2}}\left(\lambda_{2}\right)
$$

From (7), it follows that

$$
\begin{aligned}
& \left\|\left((1-t)^{\frac{1}{2}} z_{1}^{\lambda_{1}}, t^{\frac{1}{2}} z_{1}^{\lambda_{2}}\right)\right\|_{\mathbb{D}}^{2} \\
& \quad=k^{2^{*}-2}(t)\left((1-t)^{\frac{2^{*}}{2}} a+t^{\frac{2^{*}}{2}} b\right)+(\alpha+\beta) \nu k^{\alpha+\beta-2}(t)(1-t)^{\frac{\alpha}{2}} t^{\frac{\beta}{2}} \int_{\mathbb{R}^{N}} h(x)\left|z_{1}^{\lambda_{1}}\right|^{\alpha}\left|z_{1}^{\lambda_{2}}\right|^{\beta} d x
\end{aligned}
$$

Hence

$$
\begin{equation*}
k^{2^{*}-2}(t)<\frac{\left\|\left(\gamma_{1}(t), \gamma_{2}(t)\right)\right\|_{\mathbb{D}}^{2}}{\int_{\mathbb{R}^{N}}\left[\left|\gamma_{1}(t)\right|^{2^{*}}+\left|\gamma_{2}(t)\right|^{2^{*}}\right]}=\frac{(1-t) a+t b}{(1-t)^{\frac{2}{}_{2}^{2}} a+t^{\frac{2}{}_{2}^{2}} b} \quad \text { for all } 0<t<1 \tag{55}
\end{equation*}
$$

Thus from (10) we have that

$$
\bar{J}_{\nu}\left(k(t)\left(\gamma_{1}(t), \gamma_{2}(t)\right)\right)<\frac{k^{2}(t)}{N}((1-t) a+t b), \quad \text { for all } t \in(0,1)
$$

and then

$$
\max _{t \in[0,1]} \bar{J}_{\nu}\left(k(t)\left(\gamma_{1}(t), \gamma_{2}(t)\right)\right)=\bar{J}_{\nu}\left(k\left(t_{2}\right)\left(\gamma_{1}\left(t_{2}\right), \gamma_{2}\left(t_{2}\right)\right)\right)<\frac{k^{2}\left(t_{2}\right)}{N}\left(\left(1-t_{2}\right) a+t_{2} b\right)
$$

for some $0<t_{2}<1$. We notice that the fact that $t_{2}$ falls inside $(0,1)$ is due to Remark 2.3. From (55), we obtain that

$$
k\left(t_{2}\right)<\left[\frac{\left(1-t_{2}\right) a+t_{2} b}{\left(1-t_{2}\right)^{\frac{2^{*}}{2}} a+t_{2}^{\frac{2^{*}}{2}}}\right]^{\frac{N-2}{4}}
$$

Therefore we conclude that

$$
\max _{t \in[0,1]} \bar{J}_{\nu}\left(k(t)\left(\gamma_{1}(t), \gamma_{2}(t)\right)\right)<\frac{1}{N}\left[\frac{\left(1-t_{2}\right) a+t_{2} b}{\left(1-t_{2}\right)^{\frac{2^{*}}{2}} a+t_{2}^{\frac{2^{*}}{2}} b}\right]^{\frac{N-2}{2}}\left(\left(1-t_{2}\right) a+t_{2} b\right) .
$$

Setting

$$
g(t):=\frac{1}{N}\left[\frac{(1-t) a+t b}{(1-t)^{\frac{2^{*}}{2}} a+t^{\frac{2^{*}}{2}} b}\right]^{\frac{N-2}{2}}((1-t) a+t b)
$$

a direct computation shows that $g(t)$ achieves its maximum at $t=1 / 2$ and $g(1 / 2)=\frac{1}{N}(a+b)$.
Hence

$$
C_{M P}(\nu) \leq \max _{t \in[0,1]} \bar{J}_{\nu}\left(k(t)\left(\gamma_{1}(t), \gamma_{2}(t)\right)\right)<\frac{1}{N}\left(S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)\right)
$$

Therefore, from above, (52), (53), and (54), we conclude that, for all $0<\nu<\nu_{1}$,

$$
\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)<C_{M P}(\nu)<\frac{2}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right) \quad \text { if } \lambda_{1}=\lambda_{2}
$$

and, due to (51),

$$
\frac{1}{N} S^{\frac{N}{2}}\left(\lambda_{1}\right)<\frac{2}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right)<C_{M P}(\nu)<\frac{1}{N}\left(S^{\frac{N}{2}}\left(\lambda_{1}\right)+S^{\frac{N}{2}}\left(\lambda_{2}\right)\right)<\frac{3}{N} S^{\frac{N}{2}}\left(\lambda_{2}\right) \quad \text { if } \lambda_{1}<\lambda_{2}
$$

In particular $C_{M P}(\nu)$ satisfies assumptions (45) and (46) of Lemma 3.5.
By the classical Mountain Pass Theorem, there exists a sequence $\left\{\left(u_{n}, v_{n}\right)\right\}_{n} \subset \overline{\mathcal{N}}_{\nu}$ such that

$$
\bar{J}_{\nu}\left(u_{n}, v_{n}\right) \rightarrow C_{M P}(\nu),\left.\quad\left(\bar{J}_{\nu}\right)^{\prime}\right|_{\overline{\mathcal{N}}_{\nu}}\left(u_{n}, v_{n}\right) \rightarrow 0, \text { and } \bar{J}_{\nu}\left(u_{n}, v_{n}\right)>\frac{\left(1+\varepsilon_{1}\right)}{N} S^{N / 2}\left(\lambda_{1}\right)
$$

Therefore, Lemma 3.5 and the analogous of Lemma 3.1 for $\bar{J}_{\nu}$ imply that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ admits a subsequence which converges strongly to a critical point $\left(u_{0}, v_{0}\right)$ of $\left.\bar{J}_{\nu}\right|_{\overline{\mathcal{N}}_{\nu}}$ which is also a critical point of $\bar{J}_{\nu}$ in $\mathbb{D}$. Since $u_{0} \geq 0, u_{0} \not \equiv 0$, and $v_{0} \geq 0, v_{0} \not \equiv 0$, the strong maximum principle yields that $u_{0}>0$ and $v_{0}>0$ in $\mathbb{R}^{N} \backslash\{0\}$.

## Remark 3.9.

(1) If $\lambda_{1}=\lambda_{2}$, then condition (51) is trivially satisfied.
(2) Condition (51) is satisfied if the values $\lambda_{1}$ and $\lambda_{2}$ are quite closed one to each other and is needed to ensure the existence of a submanifold in the Nehari manifold which separates the two manifolds $\left\{\left(z_{\mu}^{\lambda_{1}}, 0\right), \mu>0\right\}$ and $\left\{\left(0, z_{\mu}^{\lambda_{2}}\right), \mu>0\right\}$ of local minima and which stays at a higher energy level with respect to them.

Remark 3.10. Let us now consider the case where $\alpha<2<\beta$ and $\lambda_{1}=\lambda_{2}$. Arguing as in the proof of Theorem 2.2, we can verify that $\left(z_{1}^{\lambda_{1}}, 0\right)$ is a local minimum of $\bar{J}_{\nu}$ on $\overline{\mathcal{N}}_{\nu}$ and $\left(0, z_{1}^{\lambda_{2}}\right)$ is a saddle point lying at the same energy level $\frac{1}{N} S^{N / 2}\left(\lambda_{1}\right)=\frac{1}{N} S^{N / 2}\left(\lambda_{2}\right)$. Moreover, it is easy to verify that a counterpart of Lemma 3.2 for $\bar{J}_{\nu}$ holds. Hence the minimum of $\bar{J}_{\nu}$ on $\overline{\mathcal{N}}_{\nu}$ is achieved by some $\left(\phi_{\nu}, \psi_{\nu}\right) \in \mathbb{D}$ such that $\phi_{\nu}>0, \psi_{\nu}>0$ in $\mathbb{R}^{N} \backslash\{0\}$. Since $\phi_{\nu}$ and $\psi_{\nu}$ are positive, it is easy to verify that the minimum of $\bar{J}_{\nu}$ on $\overline{\mathcal{N}}_{\nu}$ is equal to the minimum of $J_{\nu}$ on $\mathcal{N}_{\nu}$, hence, setting $\lambda=\lambda_{1}=\lambda_{2}$,

$$
\begin{aligned}
c^{*}(\nu)=\bar{J}_{\nu}\left(\phi_{\nu}, \psi_{\nu}\right) & =\min _{\left\{(u, v) \in \overline{\mathcal{N}}_{\nu}\right\}} \bar{J}_{\nu}(u, v) \\
& =\min _{\left\{(u, v) \in \mathcal{N}_{\nu}\right\}} J_{\nu}(u, v)<\frac{S^{N / 2}(\lambda)}{N}=\bar{J}_{\nu}\left(z_{1}^{\lambda}, 0\right)=\bar{J}_{\nu}\left(0, z_{1}^{\lambda}\right) .
\end{aligned}
$$

It follows that the functional $\bar{J}_{\nu}$ has a mountain pass geometry and then an other non trivial critical point can exist at least for $\nu$ small. In this direction, the following results can be proved:
(1) adapting the computation performed in the proof of Lemma 3.5, it turns out that $\bar{J}_{\nu}$ satisfies the Palais-Smale condition at level $c \in \mathbb{R}$ with

$$
\frac{1}{N} S^{N / 2}(\lambda)<c<\frac{1}{N} S^{N / 2}(\lambda)+c^{*}(\nu) ;
$$

(2) setting

$$
\widetilde{\Sigma}_{\nu}:=\left\{\gamma=\left(\gamma_{1}, \gamma_{2}\right) \in C^{0}\left([0,1], \overline{\mathcal{N}}_{\nu}\right): \gamma_{1}(0)=z_{1}^{\lambda}, \gamma_{1}(1)=\phi_{\nu}, \gamma_{2}(0)=0, \gamma_{2}(1)=\psi_{\nu}\right\}
$$

and

$$
C_{M P 1}(\nu)=\inf _{\gamma \in \widetilde{\Sigma}_{\nu}} \max _{t \in[0,1]} \bar{J}_{\nu}(\gamma(t)),
$$

the separability condition holds, namely, for some $\varepsilon_{0}>0$ and for $\nu$ sufficiently small,

$$
\max _{t \in[0,1]} \bar{J}_{\nu}(\gamma(t))>\frac{\left(1+\varepsilon_{0}\right)}{N} S^{N / 2}\left(\lambda_{1}\right), \quad \text { for all } \gamma \in \widetilde{\Sigma}_{\nu} .
$$

On the other hand, to prove the existence of a mountain pass solution, one should show the existence of a path $\left(\gamma_{1}(t), \gamma_{2}(t)\right) \in \widetilde{\Sigma}_{\nu}$ such that

$$
\max _{t \in[0,1]} \bar{J}_{\nu}\left(\gamma_{1}(t), \gamma_{2}(t)\right)<\frac{1}{N} S^{\frac{N}{2}}(\lambda)+c^{*}(\nu)
$$

and this seems to be an open problem.

## 4. Critical case: variational approach.

In this section we deal with a critical coupling term, i.e. we consider the case

$$
\begin{equation*}
\alpha>1, \quad \beta>1, \quad \alpha+\beta=2^{*} . \tag{56}
\end{equation*}
$$

The further criticality produces an additional difficulty in proving the Palais-Smale condition. Let $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ be a Palais-Smale sequence of $J_{\nu}$, i.e. $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ satisfies (24). Arguing as in section 3, it is easy to prove that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}}$ is bounded in $\mathbb{D}$. Repeating the arguments used in the proof of Lemma 3.2 to prove strong convergence below the level $\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$, the only term which requires an extra care is $\int_{\mathbb{R}^{N}} h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} d x$, due to its criticality. To deal with such a term, we assume that $h$ vanishes at 0 and at $\infty$. More precisely $h$ is required to satisfy

$$
\left\{\begin{array}{l}
h \in L^{\infty}\left(\mathbb{R}^{N}\right), h \geq 0, h \not \equiv 0, h \text { is continuous in a neighborhood of } 0 \text { and } \infty  \tag{1}\\
h(0)=\lim _{|x| \rightarrow \infty} h(x)=0
\end{array}\right.
$$

The above assumption is enough to exclude the possibility of concentration at 0 and at $\infty$. Since, if $h$ is radial, we can work in the space $\mathbb{D}_{r}=\mathcal{D}_{r}^{1,2}\left(\mathbb{R}^{N}\right) \times \mathcal{D}_{r}^{1,2}\left(\mathbb{R}^{N}\right)$ of pairs of radial $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ functions where concentration at 0 and at $\infty$ are the unique possible reasons for lack of compactness, we obtain that Palais-Smale condition holds true for $h$ radial satisfying $\left(\mathbf{H}_{1}\right)$ below level $\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$. On the other hand, in the case of a nonradial $h$, also concentration outside 0 and $\infty$ must be analyzed, and Palais-Smale condition can be proved under the additional assumption of smallness of $\nu$. Hence we treat the two cases separately.
4.1. Radial case. If $h$ is a radial function satisfying $\left(\mathbf{H}_{1}\right)$, then the following Palais-Smale condition holds.

Lemma 4.1. Let us assume that $h$ is radial, $\left(\mathbf{H}_{\mathbf{1}}\right)$ and (56) hold.
i) If $\left\{\left(u_{n}, v_{n}\right)\right\}_{n} \subset \mathbb{D}_{r}$ is a Palais-Smale sequence for $\left.J_{\nu}\right|_{\mathbb{D}_{r}}$ at level $c<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{\frac{N}{2}}$, then $\left\{\left(u_{n}, v_{n}\right)\right\}_{n}$ admits a subsequence strongly converging in $\mathbb{D}$.
ii) If $\alpha, \beta \geq 2$, either $N=3$ or $N=4,0<\lambda_{1} \leq \lambda_{2}<(N-2)^{2} / 4$, and $\left\{\left(u_{n}, v_{n}\right)\right\}_{n} \subset \mathbb{D}_{r}$ is a Palais-Smale sequence for $\left.\bar{J}_{\nu}\right|_{\mathbb{D}_{r}}$ al level $c \in \mathbb{R}$ satisfying (45) and (46), then there exists $\nu_{1}>0$ (depending only on $N, \lambda_{1}, \lambda_{2}, \alpha, \beta$, and $h$ ) such that if $\nu \leq \nu_{1}$, then $\left\{\left(u_{n}, v_{n}\right)\right\}_{n}$ admits a subsequence strongly converging in $\mathbb{D}$.

Proof. Following the lines of the proofs of Lemmas 3.2 and 3.5 , it is enough to prove that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} h(x)\left|u_{n}(x)\right|^{\alpha}\left|v_{n}(x)\right|^{\beta} \phi_{0}^{\varepsilon}(x) d x=0 \tag{57}
\end{equation*}
$$

where, for $\varepsilon>0, \phi_{0}^{\varepsilon}$ is a smooth cut-off function centered at $0,0 \leq \phi_{j}^{\varepsilon}(x) \leq 1$, satisfying

$$
\phi_{0}^{\varepsilon}(x)=\left\{\begin{array}{ll}
1, & \text { if }|x| \leq \varepsilon / 2, \\
0, & \text { if }|x| \geq \varepsilon,
\end{array} \quad \text { and } \quad\left|\nabla \phi_{0}^{\varepsilon}(x)\right| \leq \frac{4}{\varepsilon} \quad \text { for all } x \in \mathbb{R}^{N}\right.
$$

and

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R} h(x)\left|u_{n}(x)\right|^{\alpha}\left|v_{n}(x)\right|^{\beta} \phi_{R}(x) d x=0 \tag{58}
\end{equation*}
$$

where, for $R>0, \phi_{R}$ is a suitable cut-off function supported near $\infty$, such that $0 \leq \phi_{R}(x) \leq 1$,

$$
\phi_{R}(x)=\left\{\begin{array}{ll}
1, & \text { if }|x|>R+1, \\
0, & \text { if }|x|<R,
\end{array} \quad \text { and } \quad\left|\nabla \phi_{R}(x)\right| \leq \frac{4}{R} \quad \text { for all } x \in \mathbb{R}^{N}\right.
$$

Let us prove (57). We have that

$$
\int_{\mathbb{R}^{N}} h\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{0}^{\varepsilon} d x \leq\left(\int_{\mathbb{R}^{N}} h\left|u_{n}\right|^{2^{*}} \phi_{0}^{\varepsilon} d x\right)^{\frac{\alpha}{2^{*}}}\left(\int_{\mathbb{R}^{N}} h\left|v_{n}\right|^{2^{*}} \phi_{0}^{\varepsilon} d x\right)^{\frac{\beta}{2^{*}}}
$$

Using the same notation of the proof of Lemma 3.2, see (26), there holds

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} h\left|u_{n}\right|^{2^{*}} \phi_{0}^{\varepsilon} d x=\int_{\mathbb{R}^{N}} h\left|u_{0}\right|^{2^{*}} \phi_{0}^{\varepsilon} d x+\rho_{0} h(0) \leq \int_{|x| \leq \varepsilon} h\left|u_{0}\right|^{2^{*}} d x
$$

and

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} h\left|v_{n}\right|^{2^{*}} \phi_{0}^{\varepsilon} d x=\int_{\mathbb{R}^{N}} h\left|v_{0}\right|^{2^{*}} \phi_{0}^{\varepsilon} d x+\bar{\rho}_{0} h(0) \leq \int_{|x| \leq \varepsilon} h\left|v_{0}\right|^{2^{*}} d x
$$

hence there results that

$$
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} h(x)\left|u_{n}(x)\right|^{\alpha}\left|v_{n}(x)\right|^{\beta} \phi_{0}^{\varepsilon}(x) d x=0
$$

In a similar way, since $h$ vanishes at $\infty$, we can prove (58). Therefore, using (57) and (58), and working in the space of radial $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-functions (thus excluding concentration outside 0 and $\infty$ ), we can follow the proofs of Lemmas 3.2 and 3.5 and reach the conclusion.

Following closely the proofs of Theorems 3.7 and 3.8, the following existence result can be derived.
Theorem 4.2. Assume that $h$ is a radial function satisfying $\left(\mathbf{H}_{1}\right)$ and that (56) holds.
(1) If $\nu$ is large enough, then $J_{\nu}$ has a ground state $(\phi, \psi)$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.
(2) If $N \geq 5, \alpha<2$, and $\beta<2$, then $\left(z_{\mu}^{\lambda_{1}}, 0\right)$, $\left(0, z_{\mu}^{\lambda_{2}}\right)$, $\mu>0$, are saddle points of $J_{\nu}$ in $\mathcal{N}_{\nu} \cap \mathbb{D}_{r}$ and $J_{\nu}$ has a ground state $(\phi, \psi)$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.
(3) If $N=3,4, \alpha \geq 2, \beta \geq 2, \lambda_{1} \leq \lambda_{2}<(N-2)^{2} / 4$, and

$$
\frac{\Lambda_{N}-\lambda_{2}}{\Lambda_{N}-\lambda_{1}}>2^{-\frac{2}{N-1}}
$$

there exists $\nu_{1}>0$ such that, if $\nu \leq \nu_{1}$, then the restriction of $\bar{J}_{\nu}$ on $\overline{\mathcal{N}}_{\nu} \cap \mathbb{D}_{r}$ has a mountain pass critical point $(\phi, \psi) \in \overline{\mathcal{N}}_{\nu} \cap \mathbb{D}_{r}$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$, and, consequently, problem (1) admits a positive radial weak solution.

We notice that conditions (56), $\alpha<2$, and $\beta<2$ can be all satisfied only in dimensions $N \geq 5$, whereas conditions (56), $\alpha \geq 2$, and $\beta \geq 2$ can be all verified only in dimensions $N=3$ and $N=4$.
4.2. General case. The general case of a non radial function $h$ exhibits the additional problem of a possible concentration outside 0 and $\infty$ due to the criticality of the coupling term. This difficulty can be overcome if $\nu$ is sufficiently small.
Lemma 4.3. Let $\left(\mathbf{H}_{\mathbf{1}}\right)$ and (56) hold, and assume that $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \in \mathbb{N}} \in \mathbb{D}$ is a Palais-Smale sequence for $J_{\nu}$ at level $c$, with

$$
c<\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{\frac{N}{2}},
$$

then there exists $\nu_{1}>0$ such that, if $\nu \leq \nu_{1},\left(u_{n}, v_{n}\right)$ converges strongly in $\mathbb{D}$ up to a subsequence.
Proof. As in the proof of Lemma 4.1, it is clear that (57) and (58) hold and then we can exclude any concentration at 0 and at $\infty$ arguing as in Lemma 3.2. Therefore we have to analyze the concentration at points $x_{j} \neq 0, \infty$. Without loss of generality we can assume that $x_{j} \in \mathcal{J} \cap \mathcal{K}$ otherwise it is easy to verify that

$$
\limsup _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{j}^{\varepsilon} d x=0
$$

where, for $\varepsilon>0, \phi_{j}^{\varepsilon}$ is a smooth cut-off function centered at $x_{j}, 0 \leq \phi_{j}^{\varepsilon}(x) \leq 1$, satisfying

$$
\phi_{j}^{\varepsilon}(x)=\left\{\begin{array}{ll}
1, & \text { if }\left|x-x_{j}\right| \leq \varepsilon / 2, \\
0, & \text { if }\left|x-x_{j}\right| \geq \varepsilon,
\end{array} \quad \text { and } \quad\left|\nabla \phi_{j}^{\varepsilon}(x)\right| \leq \frac{4}{\varepsilon} \quad \text { for all } x \in \mathbb{R}^{N},\right.
$$

and then no concentration can occur. Testing $J_{\nu}^{\prime}\left(u_{n}, v_{n}\right)$ with $\left(u_{n} \phi_{j}^{\varepsilon}, 0\right)$ we obtain

$$
\begin{aligned}
0 & =\lim _{n \rightarrow \infty}\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n} \phi_{j}^{\varepsilon}, 0\right)\right\rangle \\
& =\lim _{n \rightarrow \infty}\left(\int_{\mathbb{R}^{N}}\left[\left|\nabla u_{n}\right|^{2} \phi_{j}^{\varepsilon}+u_{n} \nabla u_{n} \cdot \nabla \phi_{j}^{\varepsilon}-\lambda_{1} \frac{u_{n}^{2} \phi_{j}^{\varepsilon}}{|x|^{2}}-\phi_{j}^{\varepsilon}\left|u_{n}\right|^{2^{*}}-\alpha \nu h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{j}^{\varepsilon}\right] d x\right) .
\end{aligned}
$$

In the same way, testing with $\left(0, v_{n} \phi_{j}^{\varepsilon}\right)$, there results that

$$
\begin{aligned}
0 & =\lim _{n \rightarrow \infty}\left\langle J_{\nu}^{\prime}\left(u_{n}, v_{n}\right),\left(0, v_{n} \phi_{j}^{\varepsilon}\right)\right\rangle \\
& =\lim _{n \rightarrow \infty}\left(\int_{\mathbb{R}^{N}}\left[\left|\nabla v_{n}\right|^{2} \phi_{j}^{\varepsilon}+v_{n} \nabla v_{n} \cdot \nabla \phi_{j}^{\varepsilon}-\lambda_{2} \frac{v_{n}^{2} \phi_{j}^{\varepsilon}}{|x|^{2}}-\phi_{j}^{\varepsilon}\left|v_{n}\right|^{2^{*}}-\beta \nu h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{j}^{\varepsilon}\right] d x\right) .
\end{aligned}
$$

Since

$$
\int_{\mathbb{R}^{N}} h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{j}^{\varepsilon} d x \leq\left(\int_{\mathbb{R}^{N}} h(x)\left|u_{n}\right|^{2^{*}} \phi_{j}^{\varepsilon} d x\right)^{\frac{\alpha}{2^{*}}}\left(\int_{\mathbb{R}^{N}} h(x)\left|v_{n}\right|^{2^{*}} \phi_{j}^{\varepsilon} d x\right)^{\frac{\beta}{2^{*}}}
$$

then using the fact that $h$ is bounded we obtain that, for some $\tilde{c}>0$,

$$
\limsup _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{\Omega} h(x)\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \phi_{j}^{\varepsilon} d x \leq \tilde{c} \rho_{j}^{\frac{\alpha}{2^{*}}} \bar{\rho}_{j}^{\frac{\beta}{2^{*}}}
$$

where we are using the same notation of the proof of Lemma 3.2 , see (26). Hence letting $\varepsilon \rightarrow 0$ we conclude that

$$
\mu_{j}-\rho_{j}-\tilde{c} \alpha \nu \rho_{j}^{\frac{\alpha}{2^{*}}} \bar{\rho}_{j}^{\frac{\beta}{2^{*}}} \leq 0 \text { and } \bar{\mu}_{j}-\bar{\rho}_{j}-\tilde{c} \beta \nu \rho_{j}^{\frac{\alpha}{2^{*}}} \bar{\rho}_{j}^{\frac{\beta}{2^{*}}} \leq 0 .
$$

Since $S \rho_{j}^{2 / 2^{*}} \leq \mu_{j}$ and $S \bar{\rho}_{j}^{2 / 2^{*}} \leq \bar{\mu}_{j}$, then by adding the above inequalities we obtain that

$$
S\left(\rho_{j}^{2 / 2^{*}}+\bar{\rho}_{j}^{2 / 2^{*}}\right) \leq \rho_{j}+\bar{\rho}_{j}+2^{*} \tilde{c} \nu \rho_{j}^{\frac{\alpha}{2 *}} \bar{\rho}_{j}^{\frac{\beta}{2 *}} .
$$

Thus

$$
S\left(\rho_{j}+\bar{\rho}_{j}\right)^{2 / 2^{*}} \leq\left(\rho_{j}+\bar{\rho}_{j}\right)\left(1+2^{*} \tilde{c} \nu\right),
$$

hence we conclude that either $\left(\rho_{j}+\bar{\rho}_{j}\right)=0$ or $\left(\rho_{j}+\bar{\rho}_{j}\right) \geq\left(\frac{S}{1+2^{*} \tilde{c} \nu}\right)^{N / 2}$. Hence as in (39), if concentration at $x_{j}$ occurs, we obtain that

$$
\begin{aligned}
c & \geq\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left(\mu_{j}+\bar{\mu}_{j}\right)+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\rho_{j}+\bar{\rho}_{j}\right) \\
& \geq S\left(\frac{1}{2}-\frac{1}{\alpha+\beta}\right)\left(\rho_{j}+\bar{\rho}_{j}\right)^{2 / 2^{*}}+\left(\frac{1}{\alpha+\beta}-\frac{1}{2^{*}}\right)\left(\rho_{j}+\bar{\rho}_{j}\right) \\
& \geq \frac{1}{N}\left(\frac{S}{\left(1+2^{*} \tilde{c} \nu\right)}\right)^{\frac{N}{2}} .
\end{aligned}
$$

If $\nu$ is sufficiently small, then $c \geq \frac{1}{N}\left(\frac{S}{\left(1+2^{*} \tilde{c} \nu\right)}\right)^{N / 2} \geq \frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{\frac{N}{2}}$, then we reach a contradiction with the hypothesis on $c$.

Remark 4.4. We notice that, while in the subcritical case the Palais-Smale condition is obtained independently of the value of $\nu$, see Lemma 3.2, to recover compactness in the case of a critical coupling term we need smallness of the parameter $\nu$.

As a direct application of Lemma 4.3, we obtain the following existence results.
Theorem 4.5. Let $\left(\mathbf{H}_{\mathbf{1}}\right)$ and (56) hold.
i) If $N \geq 5, \alpha<2$, and $\beta<2$, then there exists $\nu_{0}>0$ such that, for all $\nu \leq \nu_{0}$, (1) admits a ground state solution $(\phi, \psi) \in \mathbb{D}$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.
ii) If $\lambda_{1}<\lambda_{2}$ and $\alpha<2$, then there exists $\nu_{1}>0$ such that, for all $\nu \leq \nu_{1}$, (1) admits a ground state solution $(\phi, \psi) \in \mathbb{D}$ such that $\phi>0$ and $\psi>0$ in $\mathbb{R}^{N} \backslash\{0\}$.

Proof. The proof is an easy consequence of Lemma 4.3. In case i), since the semi-trivial solutions $\left(z_{\mu}^{\lambda_{1}}, 0\right)$ and $\left(0, z_{\mu}^{\lambda_{2}}\right)$ are saddle points of $J_{\nu}$, the existence result follows by minimization on $\mathcal{N}_{\nu}$.

In case ii), since $J_{\nu}\left(z_{\mu}^{\lambda_{1}}, 0\right)>J_{\nu}\left(0, z_{\mu}^{\lambda_{2}}\right)$ and $\left(0, z_{\mu}^{\lambda_{2}}\right)$ is a saddle point, then the minimum of $J_{\nu}$ on the Nehari manifold is strictly below $\frac{1}{N}\left(\min \left\{S\left(\lambda_{1}\right), S\left(\lambda_{2}\right)\right\}\right)^{N / 2}$, and then we conclude by minimization and Lemma 4.3.

Remark 4.6. In the case where $\alpha+\beta=2^{*}, h \equiv 1$ and $\lambda_{1}=\lambda_{2}=\lambda$, then it is easy to construct, by a direct computation, positive solutions to (1) of the form $(\phi, c \phi), c>0$. More precisely:
i) If $\beta \geq \alpha$, $\phi$ solves the problem

$$
\begin{equation*}
-\Delta \phi-\lambda \frac{\phi}{|x|^{2}}=\phi^{2^{*}-1}\left(1+\nu \alpha c^{\beta}\right), \phi \geq 0, \phi \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\} \tag{59}
\end{equation*}
$$

and $c$ is a positive solution to the algebraic equation

$$
1=x^{2^{*}-2}+\nu \beta x^{\beta-2}-\nu \alpha x^{\beta},
$$

then $(\phi, c \phi)$ is a solution to (1) with $h \equiv 1$ and $\lambda_{1}=\lambda_{2}=\lambda$. We notice that solutions to (59) are suitable rescaling of $z_{1}^{\lambda}$ (see (5)), while the above algebraic equation admits at least a solution if $\beta \geq \alpha$. Indeed, if $\beta=\alpha$ then $x=1$ is a solution. If $\beta>\alpha$, then $\beta>2^{*} / 2$, and hence, setting $f(x)=x^{2^{*}-2}+\nu \beta x^{\beta-2}-\nu \alpha x^{\beta}$, there results that $f(1)>1$ and either $\beta>2$ or $\beta>2^{*}-2$. If $\beta>2$ then $\lim _{x \rightarrow 0^{+}} f(x)=0$, and hence there must exist some $\bar{x}$ such that $f(\bar{x})=1$. If $\beta>2^{*}-2$ then $\lim _{x \rightarrow+\infty} f(x)=-\infty$, and also in this case there exists $\bar{x}$ such that $f(\bar{x})=1$.
ii) If $\beta<\alpha$, $\phi$ solves the problem

$$
-\Delta \phi-\lambda \frac{\phi}{|x|^{2}}=\phi^{2^{*}-1}\left(1+\nu \beta c^{-\alpha}\right), \phi \geq 0, \phi \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}
$$

and $c^{-1}$ is a positive solution to the algebraic equation

$$
1=x^{2^{*}-2}+\nu \alpha x^{\alpha-2}-\nu \beta x^{\alpha},
$$

then $(\phi, c \phi)$ is a solution to (1) with $h \equiv 1$ and $\lambda_{1}=\lambda_{2}=\lambda$. As above, it is easy to check that, if $\beta<\alpha$, then the above algebraic equation admits a positive solution.

## 5. Critical case: perturbation argument

In this section, a finite dimensional reduction, based on the Ambrosetti-Badiale perturbation method developed in $[3,4]$ (see also the monograph [8]), will be performed to construct solutions to problem (1) for $\alpha+\beta \leq 2^{*}$ and $\nu$ being a small perturbation parameter (not necessarily positive). Positive $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solutions to (1) can be found as critical points of the functional $\bar{J}_{\nu}$ which can be written as

$$
\bar{J}_{\nu}(u, v)=\bar{J}_{0}(u, v)-\nu G(u, v), \quad(u, v) \in \mathbb{D}
$$

where

$$
\bar{J}_{0}(u, v)=\bar{I}_{\lambda_{1}}(u)+\bar{I}_{\lambda_{2}}(v),
$$

being the functionals $\bar{I}_{\lambda_{i}}, i=1,2$, defined in (42), and

$$
G: \mathbb{D} \rightarrow \mathbb{R}, \quad G(u, v):=\int_{\mathbb{R}^{N}} h(x) u_{+}^{\alpha} v_{+}^{\beta} d x
$$

We observe that the unperturbed functional $\bar{J}_{0}$ has a two-dimensional manifold of non trivial and non semi-trivial critical points given by

$$
Z_{\lambda_{1}, \lambda_{2}}:=Z_{\lambda_{1}} \times Z_{\lambda_{2}}=\left\{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right), \mu_{1}>0, \mu_{2}>0\right\},
$$

where $z_{\mu_{i}}^{\lambda_{i}}$ are defined in (4-5). Through a variational perturbation argument, we are going to provide conditions on $h$ ensuring, for small $\nu$, the existence of critical points of the perturbed functional near the critical manifold $Z_{\lambda_{1}, \lambda_{2}}$. In such a variational approach, the nondegeneracy properties of the unperturbed manifold $Z_{\lambda_{1}, \lambda_{2}}$ play a key role. We say that $Z_{\lambda_{1}, \lambda_{2}}$ is nondegenerate if

$$
\begin{equation*}
\operatorname{ker}\left(\bar{J}_{0}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)=T_{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)} Z_{\lambda_{1}, \lambda_{2}} \quad \text { for all }\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right) \in Z_{\lambda_{1}, \lambda_{2}}, \tag{60}
\end{equation*}
$$

where $\left(\bar{J}_{0}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right) \in \mathcal{L}\left(\mathbb{D}, \mathbb{D}{ }^{\star}\right)$ denotes the second Fréchet derivative of $\bar{J}_{0}$ at $\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)$ and $T_{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)} Z_{\lambda_{1}, \lambda_{2}}$ denotes the tangent space to $Z_{\lambda_{1}, \lambda_{2}}$ at point $\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)$.
Lemma 5.1. If $\lambda_{i} \in\left(0, \Lambda_{N}\right), i=1,2$, then (60) holds.
Proof. A direct computation shows that

$$
\operatorname{ker}\left(\bar{J}_{0}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)=\operatorname{ker}\left(\bar{I}_{\lambda_{1}}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}\right) \times \operatorname{ker}\left(\bar{I}_{\lambda_{2}}\right)^{\prime \prime}\left(z_{\mu_{2}}^{\lambda_{2}}\right)
$$

From [13, Theorem 1.1], it follows that $\operatorname{ker}\left(\bar{I}_{\lambda_{1}}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}\right)=T_{z_{\mu_{1}}^{\lambda_{1}}} Z_{\lambda_{1}}$ and $\operatorname{ker}\left(\bar{I}_{\lambda_{2}}\right)^{\prime \prime}\left(z_{\mu_{2}}^{\lambda_{2}}\right)=T_{z_{\mu_{2}}^{\lambda_{2}}} Z_{\lambda_{2}}$, hence

$$
\operatorname{ker}\left(\bar{J}_{0}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)=T_{z_{\mu_{1}}^{\lambda_{1}}} Z_{\lambda_{1}} \times T_{z_{\mu_{2}^{2}}^{\lambda_{2}}} Z_{\lambda_{2}}=T_{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)} Z_{\lambda_{1}, \lambda_{2}},
$$

thus giving the conclusion.

Throughout this section, we require $h$ to be a bounded function with compact support, i.e.
$\left(h_{1}\right)$

$$
h \in L^{\infty}\left(\mathbb{R}^{N}\right)
$$

$\left(h_{2}\right)$

$$
\operatorname{supp} h \subset B_{R}:=\left\{x \in \mathbb{R}^{N}:|x|<R\right\} \text { for some } R>0
$$

Furthermore, some control on the behavior of $h$ at the singularity is required, i.e. we assume
$\left(\boldsymbol{h}_{\mathbf{3}}\right) \quad h(x)=O\left(|x|^{\sigma}\right)$ as $|x| \rightarrow 0$, for some $\sigma \geq 0$ satisfying

$$
\sigma>\max \left\{\beta\left(a_{\lambda_{2}}-a_{\lambda_{1}}\right)-2 \sqrt{1-\frac{4 \lambda_{1}}{(N-2)^{2}}}, \alpha\left(a_{\lambda_{1}}-a_{\lambda_{2}}\right)-2 \sqrt{1-\frac{4 \lambda_{2}}{(N-2)^{2}}}\right\} .
$$

It is worth noticing that $\left(\boldsymbol{h}_{\mathbf{3}}\right)$ is verified by any bounded function in the case $\lambda_{1}=\lambda_{2}$; hence if $\lambda_{1}=\lambda_{2}$, condition $\left(\boldsymbol{h}_{\mathbf{3}}\right)$ is actually contained in $\left(\boldsymbol{h}_{\mathbf{1}}\right)$. Let us also assume that exponents $\alpha, \beta$ satisfy (2) (in particular the critical case $\alpha+\beta=2^{*}$ is allowed). Since for some values of $\alpha$ and $\beta$ (i.e. for either $1<\alpha \leq 2$ or $1<\beta \leq 2$ ) $G$ may fail to be of class $C^{2}(\mathbb{D})$, we follow here the modified version of the Ambrosetti-Badiale method developed in [9] to overcome such a lack of regularity. To this aim, let us introduce the Banach space

$$
X:=\left\{(u, v) \in \mathbb{D}:\left.\left(u(x)|x|^{a_{\lambda_{1}}}\right)\right|_{B_{R}} \in L^{\infty}\left(B_{R}\right) \text { and }\left.\left(v(x)|x|^{a_{\lambda_{2}}}\right)\right|_{B_{R}} \in L^{\infty}\left(B_{R}\right)\right\}
$$

endowed with the norm

$$
\|(u, v)\|_{X}=\|(u, v)\|_{\mathbb{D}}+\underset{x \in B_{R}}{\operatorname{ess} \sup }|x|^{a_{\lambda_{1}}}|u(x)|+\underset{x \in B_{R}}{\operatorname{ess} \sup }|x|^{a_{\lambda_{2}}}|v(x)| .
$$

We now restrict our attention to a portion of the critical manifold $X$-closed to which the functional $\bar{J}_{\nu}$ recovers $C^{2}$-regularity. More precisely, we set

$$
\widetilde{Z}_{\lambda_{1}, \lambda_{2}}:=\left\{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right) \in Z_{\lambda_{1}, \lambda_{2}}: m_{1}<\mu_{1}<M_{1} \text { and } m_{2}<\mu_{2}<M_{2}\right\}
$$

with $m_{1}, m_{2}, M_{1}$, and $M_{2}$ to be chosen later on, and consider the $X$-neighborhood of $\widetilde{Z}_{\lambda_{1}, \lambda_{2}}$

$$
\mathcal{U}=\left\{\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}, z_{\mu_{2}}^{\lambda_{2}}+w_{2}\right):\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right) \in \widetilde{Z}_{\lambda_{1}, \lambda_{2}},\left(w_{1}, w_{2}\right) \in X,\left\|\left(w_{1}, w_{2}\right)\right\|_{X}<\frac{a}{2}\right\}
$$

where

$$
a:=\inf \left\{\mu_{i}^{-\frac{N-2}{2}} z_{1}^{\lambda_{i}}\left(x / \mu_{i}\right)|x|^{a_{\lambda_{i}}}: x \in B_{R}, m_{i}<\mu_{i}<M_{i}, i=1,2\right\}>0
$$

Let us notice that, for all $(u, v)=\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}, z_{\mu_{2}}^{\lambda_{2}}+w_{2}\right) \in \mathcal{U}$ and $x \in B_{R}$, there holds

$$
\begin{aligned}
& u(x) \geq|x|^{-a_{\lambda_{1}}}\left[a-\left\|\left(w_{1}, w_{2}\right)\right\|_{X}\right]>\frac{a}{2}|x|^{-a_{\lambda_{1}}}>\frac{a}{2} R^{-a_{\lambda_{1}}}>0, \\
& v(x) \geq|x|^{-a_{\lambda_{2}}}\left[a-\left\|\left(w_{1}, w_{2}\right)\right\|_{X}\right]>\frac{a}{2}|x|^{-a_{\lambda_{2}}}>\frac{a}{2} R^{-a_{\lambda_{2}}}>0 .
\end{aligned}
$$

Therefore $\left.G\right|_{\mathcal{U}} \in C^{2}(\mathcal{U}, \mathbb{R})$. Let $\mathcal{A}_{\nu}: \mathcal{U} \rightarrow L^{\frac{2 N}{N+2}}\left(\mathbb{R}^{N}\right) \times L^{\frac{2 N}{N+2}}\left(\mathbb{R}^{N}\right)$ be given by

$$
\mathcal{A}_{\nu}(\varphi, \psi)=\binom{\varphi_{+}^{2^{*}-1}+\nu \alpha h \varphi^{\alpha-1} \psi^{\beta}}{\psi_{+}^{2^{*}-1}+\nu \beta h \psi^{\beta-1} \varphi^{\alpha}}
$$

and $\mathcal{R}: L^{\frac{2 N}{N+2}}\left(\mathbb{R}^{N}\right) \times L^{\frac{2 N}{N+2}}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{D}$ be the operator defined as follows: $\mathcal{R}\left(\phi_{1}, \phi_{2}\right)=\left(v_{1}, v_{2}\right)$ if and only if $\left(v_{1}, v_{2}\right)$ is the unique $\mathbb{D}$-weak solution to the linear problem

$$
\left\{\begin{array}{l}
-\Delta v_{1}-\frac{\lambda_{1}}{|x|^{2}} v_{1}=\phi_{1} \\
-\Delta v_{2}-\frac{\lambda_{2}}{|x|^{2}} v_{2}=\phi_{2}
\end{array}\right.
$$

Lemma 5.2. $\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)(\mathcal{U}) \subset X$.
Proof. To prove the lemma, it is enough to show that if $(\varphi, \psi) \in \mathcal{U}$ and $\left(v_{1}, v_{2}\right)$ is the $\mathbb{D}$-weak solution to

$$
\left\{\begin{array}{l}
-\Delta v_{1}-\frac{\lambda_{1}}{|x|^{2}} v_{1}=f \\
-\Delta v_{2}-\frac{\lambda_{2}}{|x|^{2}} v_{2}=g
\end{array}\right.
$$

with

$$
f=\varphi_{+}^{2^{*}-1}+\nu \alpha h \varphi^{\alpha-1} \psi^{\beta} \quad \text { and } \quad g=\psi_{+}^{2^{*}-1}+\nu \beta h \psi^{\beta-1} \varphi^{\alpha}
$$

then

$$
\begin{equation*}
\left|v_{1}(x)\right| \leq \text { const }|x|^{-a_{\lambda_{1}}} \quad \text { and } \quad v_{2}(x) \leq \text { const }|x|^{-a_{\lambda_{2}}} \quad \text { a.e. in } B_{R} \tag{61}
\end{equation*}
$$

Indeed, if $(\varphi, \psi) \in \mathcal{U}$, assumption $\left(\boldsymbol{h}_{\mathbf{3}}\right)$ ensures that there exist $s_{1}, s_{2}>N / 2$ such that

$$
\int_{\Omega}|x|^{-a_{\lambda_{1}}\left(2^{*}-2^{*} s_{1}+s_{1}\right)}|f(x)|^{s_{1}} d x<\infty \quad \text { and } \quad \int_{\Omega}|x|^{-a_{\lambda_{2}}\left(2^{*}-2^{*} s_{2}+s_{2}\right)}|g(x)|^{s_{2}} d x<\infty
$$

Hence, from Theorem A. 1 in the appendix, it follows that, for any $0<r<R$,

$$
|x|^{a_{\lambda_{1}}} v_{1}(x) \in L^{\infty}\left(B_{r}\right) \quad \text { and } \quad|x|^{a_{\lambda_{2}}} v_{2}(x) \in L^{\infty}\left(B_{r}\right) .
$$

On the other hand, standard elliptic estimates imply that $v_{1}, v_{2} \in L^{\infty}\left(B_{R} \backslash B_{r}\right)$, thus proving (61).

Lemma 5.3. $\mathcal{R} \circ \mathcal{A}_{\nu} \in C^{1}(\mathcal{U}, X)$ and

$$
\begin{equation*}
d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}, u_{2}\right)\left[v_{1}, v_{2}\right]=\left(\zeta_{1}, \zeta_{2}\right) \tag{62}
\end{equation*}
$$

where $\left(\zeta_{1}, \zeta_{2}\right)$ is the unique $\mathbb{D}$-weak solution to the linear problem

$$
\left\{\begin{array}{l}
-\Delta \zeta_{1}-\frac{\lambda_{1}}{|x|^{2}} \zeta_{1}=\left(2^{*}-1\right)\left(u_{1}\right)_{+}^{2^{*}-2} v_{1}+\nu \alpha(\alpha-1) h u_{1}^{\alpha-2} u_{2}^{\beta} v_{1}+\nu \alpha \beta h u_{1}^{\alpha-1} u_{2}^{\beta-1} v_{2}  \tag{63}\\
-\Delta \zeta_{2}-\frac{\lambda_{2}}{|x|^{2}} \zeta_{2}=\left(2^{*}-1\right)\left(u_{2}\right)_{+}^{2^{*}-2} v_{2}+\nu \beta(\beta-1) h u_{2}^{\beta-2} u_{1}^{\alpha} v_{2}+\nu \beta \alpha h u_{2}^{\beta-1} u_{1}^{\alpha-1} v_{1}
\end{array}\right.
$$

Proof. By a direct calculation, it is possible to verify that $\mathcal{R} \circ \mathcal{A}_{\nu}$ is differentiable and that its Fréchet derivative is given by (62-63). Let us now show that $d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right): \mathcal{U} \rightarrow \mathcal{L}(X)$ is continuous. Indeed, let $\left(u_{1}, u_{2}\right) \in \mathcal{U}$ and $\left(u_{1}^{n}, u_{2}^{n}\right) \in \mathcal{U}$ such that $\left(u_{1}^{n}, u_{2}^{n}\right) \rightarrow\left(u_{1}, u_{2}\right)$ in $X$. We have that

$$
\begin{align*}
\| d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right) & \left(u_{1}, u_{2}\right)-d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}^{n}, u_{2}^{n}\right) \|_{\mathcal{L}(X)}  \tag{64}\\
& =\sup _{\left\|\left(v_{1}, v_{2}\right)\right\|_{X}=1}\left\|\left(d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}, u_{2}\right)-d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}^{n}, u_{2}^{n}\right)\right)\left[v_{1}, v_{2}\right]\right\|_{X}
\end{align*}
$$

Direct calculations yield

$$
\begin{align*}
& \sup _{\left\|\left(v_{1}, v_{2}\right)\right\|_{X}=1}\left\|\left(d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}, u_{2}\right)-d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}^{n}, u_{2}^{n}\right)\right)\left[v_{1}, v_{2}\right]\right\|_{\mathbb{D}}  \tag{65}\\
& \leq \mathrm{const} \|\left(2^{*}-1\right)\left[\left(u_{1}\right)_{+}^{2^{*}-2}-\left(u_{1}^{n}\right)_{+}^{2^{*}-2}\right] v_{1}+\nu \alpha(\alpha-1) h\left[u_{1}^{\alpha-2} u_{2}^{\beta}-\left(u_{1}^{n}\right)^{\alpha-2}\left(u_{2}^{n}\right)^{\beta}\right] v_{1} \\
& \quad+\nu \alpha \beta h\left[u_{1}^{\alpha-1} u_{2}^{\beta-1}-\left(u_{1}^{n}\right)^{\alpha-1}\left(u_{2}^{n}\right)^{\beta-1}\right] v_{2} \|_{L^{\frac{2 N}{N+2}}\left(\mathbb{R}^{N}\right)} \\
& \quad+\mathrm{const} \|\left(2^{*}-1\right)\left[\left(u_{2}\right)_{+}^{2^{*}-2}-\left(u_{2}^{n}\right)_{+}^{2^{*}-2}\right] v_{2} \\
& \quad+\nu \beta(\beta-1) h\left[u_{2}^{\beta-2} u_{1}^{\alpha}-\left(u_{2}^{n}\right)^{\beta-2}\left(u_{1}^{n}\right)^{\alpha}\right] v_{2} \\
& \quad+\nu \beta \alpha h\left[u_{2}^{\beta-1} u_{1}^{\alpha-1}-\left(u_{2}^{n}\right)^{\beta-1}\left(u_{1}^{n}\right)^{\alpha-1}\right] v_{1} \|_{L^{\frac{2 N}{N N 2}}\left(\mathbb{R}^{N}\right)} \\
& \leq \mathrm{const}\left[\left\|\left(u_{1}\right)_{+}^{2^{*}-2}-\left(u_{1}^{n}\right)_{+}^{2^{*}-2}\right\|_{L^{N / 2}\left(\mathbb{R}^{N}\right)}+\left\|\left(u_{2}\right)_{+}^{2^{*}-2}-\left(u_{2}^{n}\right)_{+}^{2^{*}-2}\right\|_{L^{N / 2}\left(\mathbb{R}^{N}\right)}\right. \\
& \quad+\left\|h\left[u_{1}^{\alpha-1} u_{2}^{\beta-1}-\left(u_{1}^{n}\right)^{\alpha-1}\left(u_{2}^{n}\right)^{\beta-1}\right]\right\|_{L^{N / 2}\left(B_{R}\right)} \\
& \quad+\left\||x|^{-a_{\lambda_{1}}}\left|u_{1}^{\alpha-2} u_{2}^{\beta}-\left(u_{1}^{n}\right)^{\alpha-2}\left(u_{2}^{n}\right)^{\beta}\right|\right\|_{L^{\frac{2 N}{N+2}}\left(B_{R}\right)} \\
& \left.\quad+\left\||x|^{-a_{\lambda_{2}}}\left|u_{2}^{\beta-2} u_{1}^{\alpha}-\left(u_{2}^{n}\right)^{\beta-2}\left(u_{1}^{n}\right)^{\alpha}\right|\right\|_{L^{\frac{2 N}{N+2}}\left(B_{R}\right)}\right]
\end{align*}
$$

for some const $=\operatorname{const}\left(N, \lambda_{1}, \lambda_{2}, \alpha, \beta, \nu,\|h\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)>0$. Strong convergences $u_{1}^{n} \rightarrow u_{1}$ and $u_{2}^{n} \rightarrow u_{2}$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$ immediately yield
(66) $\left\|\left(u_{1}\right)_{+}^{2^{*}-2}-\left(u_{1}^{n}\right)_{+}^{2^{*}-2}\right\|_{L^{N / 2}\left(\mathbb{R}^{N}\right)}+\left\|\left(u_{2}\right)_{+}^{2^{*}-2}-\left(u_{2}^{n}\right)_{+}^{2^{*}-2}\right\|_{L^{N / 2}\left(\mathbb{R}^{N}\right)}$

$$
+\left\|h\left[u_{1}^{\alpha-1} u_{2}^{\beta-1}-\left(u_{1}^{n}\right)^{\alpha-1}\left(u_{2}^{n}\right)^{\beta-1}\right]\right\|_{L^{N / 2}\left(B_{R}\right)} \rightarrow 0 \quad \text { as } n \rightarrow+\infty .
$$

On the other hand, convergences $u_{1}^{n} \rightarrow u_{1}$ and $u_{2}^{n} \rightarrow u_{2}$ in $X$ imply pointwise convergences in $B_{R} \backslash\{0\}$ and

$$
\begin{aligned}
& |x|^{-a_{\lambda_{1}}}\left|u_{1}^{\alpha-2} u_{2}^{\beta}-\left(u_{1}^{n}\right)^{\alpha-2}\left(u_{2}^{n}\right)^{\beta}\right| \leq C|x|^{-a_{\lambda_{1}}(\alpha-1)}|x|^{-a_{\lambda_{2}} \beta} \quad \text { a.e. in } B_{R}, \\
& |x|^{-a_{\lambda_{2}}}\left|u_{2}^{\beta-2} u_{1}^{\alpha}-\left(u_{2}^{n}\right)^{\beta-2}\left(u_{1}^{n}\right)^{\alpha}\right| \leq C|x|^{-a_{\lambda_{1}} \alpha}|x|^{-a_{\lambda_{2}}(\beta-1)} \quad \text { a.e. in } B_{R},
\end{aligned}
$$

for some $C>0$ independent of $n$. Since

$$
\frac{2 N}{N+2}\left[a_{\lambda_{1}}(\alpha-1)+a_{\lambda_{2}} \beta\right]<N \quad \text { and } \quad \frac{2 N}{N+2}\left[a_{\lambda_{2}}(\beta-1)+a_{\lambda_{1}} \alpha\right]<N,
$$

it follows that $|x|^{-a_{\lambda_{1}}(\alpha-1)}|x|^{-a_{\lambda_{2}} \beta} \in L^{\frac{2 N}{N+2}}\left(B_{R}\right)$ and $|x|^{-a_{\lambda_{1}} \alpha}|x|^{-a_{\lambda_{2}}(\beta-1)} \in L^{\frac{2 N}{N+2}}\left(B_{R}\right)$, hence the Dominated Convergence Theorem ensures that

$$
\begin{align*}
& \left\||x|^{-a_{\lambda_{1}}}\left|u_{1}^{\alpha-2} u_{2}^{\beta}-\left(u_{1}^{n}\right)^{\alpha-2}\left(u_{2}^{n}\right)^{\beta}\right|\right\|_{L^{\frac{2 N}{N+2}}\left(B_{R}\right)}  \tag{67}\\
& \quad+\left\||x|^{-a_{\lambda_{2}}}\left|u_{2}^{\beta-2} u_{1}^{\alpha}-\left(u_{2}^{n}\right)^{\beta-2}\left(u_{1}^{n}\right)^{\alpha}\right|\right\|_{L^{\frac{2 N}{N+2}\left(B_{R}\right)}} \rightarrow 0 \quad \text { as } n \rightarrow+\infty .
\end{align*}
$$

On the other hand, Theorem A.1, assumption $\left(\boldsymbol{h}_{\mathbf{3}}\right)$, the above estimates, and the Dominated Convergence Theorem allow us to prove that
(68) $\sup _{\left\|\left(v_{1}, v_{2}\right)\right\| X=1}\left\|\left(d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}, u_{2}\right)-d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}^{n}, u_{2}^{n}\right)\right)\left[v_{1}, v_{2}\right]\right\|_{L^{\infty}\left(B_{R},|x|^{a} \lambda_{1}\right) \times L^{\infty}\left(B_{R},|x|^{a \lambda_{2}}\right)}=o(1)$
as $n \rightarrow \infty$. From (64-68) we conclude that

$$
d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}^{n}, u_{2}^{n}\right) \rightarrow d\left(\mathcal{R} \circ \mathcal{A}_{\nu}\right)\left(u_{1}, u_{2}\right) \quad \text { in } \quad \mathcal{L}(X),
$$

thus completing the proof.

Lemma 5.4. Suppose that $h$ satisfies $\left(\boldsymbol{h}_{\mathbf{1}}-\boldsymbol{h}_{\mathbf{3}}\right)$ and that (2) holds. Then there exists $\nu_{0}>0$ and a $C^{1}$ function

$$
w=\left(w_{1}, w_{2}\right):\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right) \times\left(-\nu_{0}, \nu_{0}\right) \rightarrow \mathcal{U}
$$

such that for all $m_{1}<\mu_{1}<M_{1}, m_{2}<\mu_{2}<M_{2}$, and $\nu \in\left(-\nu_{0}, \nu_{0}\right)$

$$
\begin{align*}
& \left(w_{1}\left(\mu_{1}, \mu_{2}, \nu\right), w_{2}\left(\mu_{1}, \mu_{2}, \nu\right)\right) \text { is orthogonal to } T_{\left(z_{\mu_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)}^{\lambda_{\lambda_{1}}, \lambda_{2}} Z_{\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}\left(\mu_{1}, \mu_{2}, \nu\right), z_{\mu_{2}}^{\lambda_{2}}+w_{2}\left(\mu_{1}, \mu_{2}, \nu\right)\right)}^{\quad-\left(R \circ \mathcal{A}_{\nu}\right)\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}\left(\mu_{1}, \mu_{2}, \nu\right), z_{\mu_{2}}^{\lambda_{2}}+w_{2}\left(\mu_{1}, \mu_{2}, \nu\right)\right) \in T_{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)} Z_{\lambda_{1}, \lambda_{2}},}  \tag{69}\\
& \quad\left\|w\left(\mu_{1}, \mu_{2}, \nu\right)\right\|_{X}=O(\nu) \quad \text { as } \nu \rightarrow 0 .
\end{align*}
$$

Proof. Let

$$
H:\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right) \times \mathcal{U} \times\left(-\nu_{0}, \nu_{0}\right) \times \mathbb{R}^{2} \rightarrow X \times \mathbb{R}^{2}
$$

be defined as

$$
\begin{aligned}
H_{1}\left(\mu_{1}, \mu_{2},\left(w_{1}, w_{2}\right), \nu, \alpha_{1}, \alpha_{2}\right)= & \left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}, z_{\mu_{2}}^{\lambda_{2}}+w_{2}\right)-\mathcal{R} \circ \mathcal{A}_{\nu}\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}, z_{\mu_{2}}^{\lambda_{2}}+w_{2}\right) \\
& -\left(\alpha_{1} q_{\mu_{1}}^{\lambda_{1}}, \alpha_{2} q_{\mu_{2}}^{\lambda_{2}}\right), \\
H_{2}\left(\mu_{1}, \mu_{2},\left(w_{1}, w_{2}\right), \nu, \alpha_{1}, \alpha_{2}\right)= & \left(\left(w_{1}, q_{\mu_{1}}^{\lambda_{1}}\right)_{\lambda_{1}},\left(w_{2}, q_{\mu_{2}}^{\lambda_{2}}\right)_{\lambda_{2}}\right),
\end{aligned}
$$

where $q_{\mu}^{\lambda_{i}}:=\left\|\frac{d}{d \mu} z_{\mu}^{\lambda_{i}}\right\|_{\lambda_{i}}^{-1} \frac{d}{d \mu} z_{\mu}^{\lambda_{i}}, i=1,2$, is the generator of $T_{z_{\mu} \lambda_{i}} Z_{\lambda_{i}}$. From Lemma (5.3), it follows that $H$ is of class $C^{1}$ and its derivative with respect to variables $\left(w_{1}, w_{2}, \alpha_{1}, \alpha_{2}\right)$ at $\left(\mu_{1}, \mu_{2},(0,0), 0,0,0\right)$ is given by

$$
\frac{\partial H}{\partial\left(w_{1}, w_{2}, \alpha_{1}, \alpha_{2}\right)}\left(\mu_{1}, \mu_{2},(0,0), 0,0,0\right)\left[v_{1}, v_{2}, b_{1}, b_{2}\right]=\left(\begin{array}{c}
\left(\bar{I}_{\lambda_{1}}\right)^{\prime \prime}\left(z_{\mu_{1}}^{\lambda_{1}}\right) v_{1}-b_{1} q_{\mu_{1}}^{\lambda_{1}} \\
\left(\bar{I}_{\lambda_{2}}\right)^{\prime \prime}\left(z_{\mu_{2}}^{\lambda_{2}}\right) v_{2}-b_{2} q_{\mu_{2}}^{\lambda_{2}} \\
\left(v_{1}, q_{\mu_{1}}^{\lambda_{1}}\right)_{\lambda_{1}} \\
\left(v_{2}, q_{\mu_{2}}^{\lambda_{2}}\right)_{\lambda_{2}}
\end{array}\right) .
$$

We notice that $\frac{\partial H}{\partial\left(w_{1}, w_{2}, \alpha_{1}, \alpha_{2}\right)}\left(\mu_{1}, \mu_{2},(0,0), 0,0,0\right) \in \mathcal{L}\left(X \times \mathbb{R}^{2}\right)$ is a Fredholm operator of index 0 ; moreover it is injective due to the nondegeneracy property provided by Lemma 5.1, hence it is invertible. The conclusion of the proof now relies on the Implicit Function Theorem and is quite standard, see e.g. [8].
Let us introduce the perturbed manifold

$$
Z_{\lambda_{1}, \lambda_{2}}^{\nu}=\left\{\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}\left(\mu_{1}, \mu_{2}, \nu\right), z_{\mu_{2}}^{\lambda_{2}}+w_{2}\left(\mu_{1}, \mu_{2}, \nu\right)\right), m_{1}<\mu_{1}<M_{1}, m_{2}<\mu_{2}<M_{2}\right\}
$$

and let $\left(z_{\nu, 1}, z_{\nu, 2}\right)$ be a critical point of $\bar{J}_{\nu}$ constrained on $Z_{\lambda_{1}, \lambda_{2}}^{\nu}$, i.e.

$$
\left(\bar{J}_{\nu}\right)^{\prime}\left(z_{\nu, 1}, z_{\nu, 2}\right)\left[v_{1}, v_{2}\right]=0 \quad \text { for all }\left(v_{1}, v_{2}\right) \in T_{\left(z_{\nu, 1}, z_{\nu, 2}\right)} Z_{\lambda_{1}, \lambda_{2}}^{\nu}
$$

On the other hand, from (70), we deduce that

$$
\left(\overline{J_{\nu}}\right)^{\prime}\left(z_{\nu, 1}, z_{\nu, 2}\right)\left[v_{1}, v_{2}\right]=0 \quad \text { for all }\left(v_{1}, v_{2}\right) \in\left(T_{\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right.} \widetilde{Z}_{\lambda_{1}, \lambda_{2}}\right)^{\perp}
$$

Therefore, as in [9], we can conclude that critical points of $\bar{J}_{\nu}$ constrained on $Z_{\lambda_{1}, \lambda_{2}}^{\nu}$ give rise to solutions. Moreover
(72) $\bar{J}_{\nu}\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}\left(\mu_{1}, \mu_{2}, \nu\right), z_{\mu_{2}}^{\lambda_{2}}+w_{2}\left(\mu_{1}, \mu_{2}, \nu\right)\right)=\bar{J}_{0}\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)-\nu G\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)+o(\nu) \quad$ as $\nu \rightarrow 0$.

Consequently, if $\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)$ is a critical point of the restriction $\left.G\right|_{\widetilde{Z}_{\lambda_{1}, \lambda_{2}}}$ which is "stable" under small perturbations (e.g. a proper local minimum/maximum point or a non-degenerate critical
point), then $\left(z_{\mu_{1}}^{\lambda_{1}}+w_{1}\left(\mu_{1}, \mu_{2}, \nu\right), z_{\mu_{2}}^{\lambda_{2}}+w_{2}\left(\mu_{1}, \mu_{2}, \nu\right)\right)$ turns out to be a critical point of $\bar{J}_{\nu}$, and hence a solution to system (1). In view of the above analysis, the search for solutions to system (1) is reduced to the search for "stable" critical points of the following function of two variables

$$
\Gamma\left(\mu_{1}, \mu_{2}\right):=G\left(z_{\mu_{1}}^{\lambda_{1}}, z_{\mu_{2}}^{\lambda_{2}}\right)=\int_{\mathbb{R}^{N}} h(x)\left|z_{\mu_{1}}^{\lambda_{1}}(x)\right|^{\alpha}\left|z_{\mu_{2}}^{\lambda_{2}}(x)\right|^{\beta} d x
$$

on the rectangle $\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right)$. In order to find critical points of $\Gamma$ we will assume
$\left(\boldsymbol{h}_{\mathbf{4}}\right) \quad h \not \equiv 0$ and $h$ has a fixed sign (i.e. either $h \geq 0$ or $h \leq 0$ a.e. in $\mathbb{R}^{N}$ ),
$\left(\boldsymbol{h}_{\mathbf{5}}\right) \quad \lim _{|x| \rightarrow 0} h(x) \quad$ exists and is equal to 0 .
Theorem 5.5. If $h$ satisfies $\left(\boldsymbol{h}_{\mathbf{1}} \mathbf{-} \boldsymbol{h}_{\mathbf{5}}\right)$, then there exist $m_{1}, m_{2}, M_{1}, M_{2}$ such that $\Gamma$ admits either a proper local maximum point or a proper local minimum point in $\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right)$.

Proof. Let us assume that $h \geq 0$ and prove that $\Gamma$ has a proper local maximum point in $\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right)$ provided $m_{1}, m_{2}$ are sufficiently small and $M_{1}, M_{2}$ are sufficiently large. Indeed, from $\left(\boldsymbol{h}_{\mathbf{4}}\right)$, it follows that

$$
\Gamma(1,1)=\int_{\mathbb{R}^{N}} h(x)\left|z_{1}^{\lambda_{1}}(x)\right|^{\alpha}\left|z_{1}^{\lambda_{2}}(x)\right|^{\beta} d x>0
$$

On the other hand, from Hölder's inequality we deduce that

$$
\begin{aligned}
& \Gamma\left(m_{1}, \mu_{2}\right) \leq \operatorname{const}(h)\left\|z_{1}^{\lambda_{2}}\right\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)}^{\beta}\left(\int_{\mathbb{R}^{N}}\left|h(x) \| z_{m_{1}}^{\lambda_{1}}(x)\right|^{2^{*}} d x\right)^{\frac{\alpha}{2^{*}}} \quad \text { for all } \mu_{2}>0, \\
& \Gamma\left(M_{1}, \mu_{2}\right) \leq \operatorname{const}(h)\left\|z_{1}^{\lambda_{2}}\right\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)}^{\beta}\left(\int_{\mathbb{R}^{N}}\left|h(x) \| z_{M_{1}}^{\lambda_{1}}(x)\right|^{2^{*}} d x\right)^{\frac{\alpha}{2^{*}}} \quad \text { for all } \mu_{2}>0, \\
& \Gamma\left(\mu_{1}, m_{2}\right) \leq \operatorname{const}(h)\left\|z_{1}^{\lambda_{1}}\right\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)}^{\alpha}\left(\int_{\mathbb{R}^{N}}\left|h(x) \| z_{m_{2}}^{\lambda_{2}}(x)\right|^{2^{*}} d x\right)^{\frac{\beta}{2^{*}}} \quad \text { for all } \mu_{1}>0, \\
& \Gamma\left(\mu_{1}, M_{2}\right) \leq \operatorname{const}(h)\left\|z_{1}^{\lambda_{1}}\right\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)}^{\alpha}\left(\int_{\mathbb{R}^{N}}\left|h(x) \| z_{M_{2}}^{\lambda_{2}}(x)\right|^{2^{*}} d x\right)^{\frac{\beta}{2^{*}}} \quad \text { for all } \mu_{1}>0,
\end{aligned}
$$

for some positive constant const $(h)$ depending on $h$. From $\left(\boldsymbol{h}_{\mathbf{2}}\right),\left(\boldsymbol{h}_{\mathbf{5}}\right)$, and the Dominated Convergence Theorem, we have that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}\left|h ( x ) \left\|\left.z_{m_{i}}^{\lambda_{i}}(x)\right|^{2^{*}} d x=\int_{\mathbb{R}^{N}}\left|h\left(m_{i} y\right) \| z_{1}^{\lambda_{i}}(y)\right|^{2^{*}} d y \rightarrow 0 \quad \text { as } m_{i} \rightarrow 0, \quad i=1,2,\right.\right. \\
& \int_{\mathbb{R}^{N}}\left|h ( x ) \left\|\left.z_{M_{i}}^{\lambda_{i}}(x)\right|^{2^{*}} d x=\int_{\mathbb{R}^{N}}\left|h\left(M_{i} y\right) \| z_{1}^{\lambda_{i}}(y)\right|^{2^{*}} d y \rightarrow 0 \quad \text { as } M_{i} \rightarrow+\infty, \quad i=1,2,\right.\right.
\end{aligned}
$$

hence it is possible to choose $m_{1}, m_{2}$ sufficiently small and $M_{1}, M_{2}$ sufficiently large in order to have that

$$
\Gamma(1,1)>\max _{\partial Q} \Gamma
$$

where $Q$ is the rectangle $Q=\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right)$. Therefore $\Gamma$ must have a proper local maximum point inside the rectangle $Q$. In the same way, we can prove that, if $h \leq 0, m_{1}, m_{2}$ are sufficiently small, and $M_{1}, M_{2}$ are sufficiently large, then $\Gamma$ admits a proper local minimum point in $Q$.

As a consequence of the above discussion, we can now present the main existence result of this section.

Theorem 5.6. Assume that $\lambda_{i} \in\left(0, \Lambda_{N}\right), i=1,2, \alpha, \beta$ satisfy (2), and $h$ verifies $\left(\boldsymbol{h}_{\mathbf{1}}-\boldsymbol{h}_{\mathbf{5}}\right)$. Then there exists $\nu_{0}>0$ such that problem (1) admits a positive solution provided $|\nu| \leq \nu_{0}$.
Proof. From Theorem 5.5, we deduce that $\Gamma$ admits either a proper local maximum point or a proper local minimum point in $\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right)$, which, in view of expansion (72), gives rise, for $\nu$ sufficiently small, to a critical points of $\bar{J}_{\nu}$ constrained on $Z_{\lambda_{1}, \lambda_{2}}^{\nu}$. Since, as remarked above, $Z_{\lambda_{1}, \lambda_{2}}^{\nu}$ is a natural constraint for $\bar{J}_{\nu}$, we obtain a critical point of $\bar{J}_{\nu}$ in $\mathbb{D}$ and hence a positive $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$-solution to problem (1).

Remark 5.7. In dimension $N=3$, the case $\alpha, \beta>2$ can occur. In this case, $G$ is of class $C^{2}(\mathbb{D})$ and we can perform the finite dimensional reduction directly in $\mathbb{D}$ with no need to introduce the space $X$. Hence, when $N=3$ and $\alpha, \beta>2$, we can prove Theorem 5.6 under weaker assumption on $h$, e.g. for any $h \in L^{1}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$ with a fixed sign and such that $h \not \equiv 0$ and $h(0)=h(\infty)=0$.

## Appendix A

The following elliptic estimate for problems with Hardy-type singularities is an easy consequence of [14, Theorem 1.1].

Theorem A.1. Suppose $\Omega \subset \mathbb{R}^{N}$ is a bounded domain, $\lambda<(N-2)^{2} / 4$, and $u \in H^{1}(\Omega)$ weakly solves

$$
-\Delta u-\frac{\lambda}{|x|^{2}} u=f
$$

Assume that

$$
\int_{\Omega}|x|^{-a_{\lambda}\left(2^{*}-2^{*} s+s\right)}|f(x)|^{s} d x<\infty
$$

for some $s>N / 2$. Then for any $\Omega^{\prime} \Subset \Omega$ there is a constant $C=C\left(N, \Omega, \operatorname{dist}\left(\Omega^{\prime}, \Omega\right), s\right)$ such that

$$
\left.\sup _{\Omega^{\prime}}| | x\right|^{a_{\lambda}} u(x) \mid \leq C\left\{\|u\|_{L^{2}(\Omega)}+\left(\int_{\Omega}|x|^{-a_{\lambda}\left(2^{*}-2^{*} s+s\right)}|f(x)|^{s} d x\right)^{1 / s}\right\}
$$

Proof. It follows from [14, Theorem 1.1] after making the change of variable $v(x)=|x|^{a_{\lambda}} u(x)$.
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