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#### Abstract

The structural properties of the moments of Markov arrival processes (MAPs) and Rational arrival processes (RAPs) are considered in this paper. We investigate how many and which moments can characterize these processes and show that redundant RAPs/MAPs of order $n$ are characterized by less than $n^{2}$ independent moments.
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## 1 Introduction

Markov arrival processes (MAPs) [[I, [0, 汭] are versatile point processes with flexibility to approximate real life (possibly correlated) data. The popularity of MAPs come from the fact that efficient numerical procedures [9, 4] are available for the numerical analysis of complex systems with MAP input and/or service process and the analysis of those models is supported with nice stochastic interpretations. As it is shown in [3] practically the same efficient numerical procedures can be used for the analysis of complex systems with the more general rational arrival processes (RAPs) [I] as input and/or service process, but in this case it is without a nice stochastic interpretation.

Similar to the relation of phase type (PH) [ $9,[2]$ and matrix exponential (ME) [2] distributions the set of MAPs of a given order is a subset of the set of RAPs of the same order (in case of order 2 the two sets are identical [5] and in case of higher orders MAPs form a real subset). In this paper we investigate RAP and MAP properties which are consequences of their matrix exponential nature and we do not devote particular attention to the question if there exists a MAP or a RAP of order $n$ with a given set of properties.

MAPs and RAPs are commonly defined by a matrix-pair and it is well established how to obtain the basic properties (like joint density function and joint moments of inter-arrival times, lag correlation, etc.) based on a matrix-pair representation [9]. Here we focus on the opposite problem. We investigate how to characterize a MAP/RAP based on a given set of moments. The matrix-pair representation of MAPs/RAPs is known to contain more parameters than the number of independent parameters [13]. We investigate how many parameters characterize a MAP/RAP and the nature of these parameters.

The paper is organized as follows. The next section summarizes the main properties of MAPs and RAPs. In Section [3 we show that no finite set of moments can completely characterize a MAP/RAP of unknown (unbounded) order. Section $\mathbb{G}$ presents elements of moments based characterization for the case when the order is bounded. Classifications of low order cases are summarized in Section B $^{6}$ and and some properties of the higher order cases are presented in Section [ Finally, an example of a redundant MAP arises from a queueing application is presented in Section [].

## 2 Preliminaries

A MAP/RAP has representations of different sizes. We start by introducing an important tool (the Hankel matrix) to evaluate the order of a representation (which might be different from the size of the representation)
and than we summarize basic MAP/RAP properties.
Definition 1. The matrix composed by the elements of the series $\left\{a_{0}, a_{1}, a_{2}, \ldots\right\}$ as

$$
\mathbf{H}\left(\left\{a_{0}, a_{1}, a_{2}, \ldots\right\}\right)=\left[\begin{array}{cccc}
a_{0} & a_{1} & a_{2} & \cdots  \tag{1}\\
a_{1} & a_{2} & a_{3} & \cdots \\
a_{2} & a_{3} & a_{4} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

is referred to as Hankel matrix ( (7) .
According to this definition $H_{i, j}\left(\left\{a_{0}, a_{1}, \ldots\right\}\right)=a_{i+j}$, where the rows and the columns of $\mathbf{H}$ are numbered from 0 .

Definition 2. The Hankel order of the series $\left\{a_{0}, a_{1}, \ldots\right\}$, denoted as $\mathrm{HO}\left(\left\{a_{0}, a_{1}, \ldots\right\}\right)$, is the rank of the Hankel matrix $\mathbf{H}\left(\left\{a_{0}, a_{1}, \ldots\right\}\right)$. I.e., $\mathrm{HO}\left(\left\{a_{0}, a_{1}, \ldots\right\}\right)=\operatorname{rank}\left(\mathbf{H}\left(\left\{a_{0}, a_{1}, \ldots\right\}\right)\right)$.

For a detailed introduction on MAP and RAP we refer, e.g., to [ $\bar{y}]$ and [T]. Below we summarize only the main results. Throughout the paper we consider continuous time MAPs and RAPs.

A MAP is a point process which is modulated by a continuous time Markov chain (CTMC). MAPs are usually defined by two matrices. $\mathbf{D}_{\mathbf{0}}$ contains the transition rates of the CTMC without an event (or arrival in case of an arrival process) and $\mathbf{D}_{\mathbf{1}}$ describes the ones with an event. $\mathbf{D}_{\mathbf{0}}$ is supposed to be non-singular and $\mathbf{D}=\mathbf{D}_{\mathbf{0}}+\mathbf{D}_{\mathbf{1}}$ is the generator of the CTMC modulating the point process. Since $\mathbf{D}$ is a generator matrix, its row sums are equal to zero, i.e., $\mathbf{D} \mathbb{I}=\mathbf{0}$, where $\mathbb{I}(\mathbf{0})$ denotes the column vector of ones (zeros) of appropriate size. Consequently, $\mathbf{D}_{\mathbf{0}} \mathbb{I}=-\mathbf{D}_{\mathbf{1}} \mathbb{I I}$.

In the analysis of MAPs, the state of the background CTMC (commonly referred to as "phase") at arrival instants plays an important role. The state of the background CTMC at consecutive arrivals is referred to as the process embedded at arrival instants. The embedded process is a discrete time Markov chain (DTMC) with transition probability matrix $\mathbf{P}=\left(-\mathbf{D}_{\mathbf{0}}\right)^{-1} \mathbf{D}_{\mathbf{1}}$. From $\mathbf{D}_{\mathbf{0}} \mathbb{I}=-\mathbf{D}_{\mathbf{1}} \mathbb{I}$ we also have $\mathbf{P} \mathbb{I I}=\mathbb{I I}$. The stationary probability vector of the embedded process, $\pi$, is the solution of the linear system $\pi \mathbf{P}=\pi, \pi \mathbb{I}=1$. In steady state, the inter-arrival time is PH distributed with initial probability vector $\pi$ and transient generator $\mathbf{D}_{\mathbf{0}}$.

In case of MAPs the listed matrices obey structural restrictions. The elements of $\mathbf{D}_{\mathbf{1}}, \mathbf{P}, \pi$ and the nondiagonal elements of $\mathbf{D}_{\mathbf{0}}, \mathbf{D}$ are non-negative, and the diagonal elements of $\mathbf{D}_{\mathbf{0}}, \mathbf{D}$ are negative. By relaxing these structural properties the set of arrival processes are generalized to the class of RAPs, whose stationary inter-arrival time is ME distributed.

The properties of MAPs or RAPs defined by a pair of matrices $\left(\mathbf{D}_{\mathbf{0}}, \mathbf{D}_{\mathbf{1}}\right)$ are computed in the same ways. The cumulative distribution function (cdf), the probability density function (pdf) the Laplace transform, the moments and the reduced moments of the stationary inter-arrival time are $F_{X}(x)=P(X<x)=1-\pi e^{\mathbf{D}_{\mathbf{0}} x} \mathbb{I}$, $f_{X}(x)=\pi e^{\mathbf{D}_{\mathbf{0}} x} \mathbf{D}_{\mathbf{1}} \mathbb{I}, f_{X}^{*}(s)=E\left(e^{-s X}\right)=\pi\left(s \mathbf{I}-\mathbf{D}_{\mathbf{0}}\right)^{-1} \mathbf{D}_{\mathbf{1}} \mathbb{I}, E\left(X^{k}\right)=k!\pi\left(-\mathbf{D}_{\mathbf{0}}\right)^{-k} \mathbb{I}, \mu_{k}=E\left(X^{k}\right) / k!=$ $\pi\left(-\mathbf{D}_{\mathbf{0}}\right)^{-k} \mathbb{I}$, where $\pi \mathbf{P}=\pi, \pi \mathbb{I}=1$ and $\mathbf{P}=\left(-\mathbf{D}_{\mathbf{0}}\right)^{-1} \mathbf{D}_{\mathbf{1}}$.
Definition 3. The size of a $P H / M E$ distribution with representation $\left(\pi, \mathbf{D}_{\mathbf{0}}\right)$ is the size of the square matrix $D_{0}$.

Definition 4. The order of a $P H / M E$ distribution is the Hankel order of its reduced moments series, i.e., $\mathrm{HO}\left(\left\{\mu_{0}, \mu_{1}, \mu_{2}, \ldots\right\}\right)$.

The inter-arrival times in MAPs/RAPs are not independent. The joint density function of the interarrival times $X_{0}, X_{1}, \ldots, X_{k}$ is $f\left(x_{0}, x_{1}, \ldots, x_{k}\right)=\pi e^{\mathbf{D}_{\mathbf{0}} x_{0}} \mathbf{D}_{\mathbf{1}} e^{\mathbf{D}_{\mathbf{0}} x_{1}} \mathbf{D}_{\mathbf{1}} \ldots e^{\mathbf{D}_{\mathbf{0}} x_{k}} \mathbf{D}_{\mathbf{1}} \mathbb{I}$, and the $k+1$-tuple joint moment of the $s_{0}=0<s_{1}<s_{2}<\cdots<s_{k}$-th inter arrival times is

$$
\begin{equation*}
E\left(X_{0}^{i_{0}} X_{s_{1}}^{i_{1}} \ldots X_{s_{k}}^{i_{k}}\right)=\pi i_{0}!\left(-\mathbf{D}_{\mathbf{0}}\right)^{-i_{0}} \mathbf{P}^{a_{1}} i_{1}!\left(-\mathbf{D}_{\mathbf{0}}\right)^{-i_{1}} \ldots \mathbf{P}^{a_{k}} i_{k}!\left(-\mathbf{D}_{\mathbf{0}}\right)^{-i_{k}} \mathbb{I} \tag{2}
\end{equation*}
$$

where $a_{i}=s_{i}-s_{i-1}$. The $k+1$-tuple reduced joint moment is

$$
\begin{equation*}
\gamma_{i_{0}, i_{1}, \ldots, i_{k}}^{\left(a_{1}, \ldots, a_{k}\right)}=\frac{E\left(X_{0}^{i_{0}} X_{s_{1}}^{i_{1}} \ldots X_{s_{k}}^{i_{k}}\right)}{i_{0}!\ldots i_{k}!}=\pi\left(-\mathbf{D}_{\mathbf{0}}\right)^{-i_{0}} \mathbf{P}^{a_{1}}\left(-\mathbf{D}_{\mathbf{0}}\right)^{-i_{1}} \ldots \mathbf{P}^{a_{k}}\left(-\mathbf{D}_{\mathbf{0}}\right)^{-i_{k}} \mathbb{I} \tag{3}
\end{equation*}
$$

To simplify the notation we use $\gamma_{i, j}^{(1)}=\gamma_{i, j}$ and $\mathbf{E}=\left(-\mathbf{D}_{0}\right)^{-1}$ in the sequel.
Definition 5. The size of a $M A P / R A P$ with representation $\left(\mathbf{D}_{\mathbf{0}}, \mathbf{D}_{\mathbf{1}}\right)$ is the size of the square matrix $\mathbf{D}_{\mathbf{0}}$.
The matrix representation of a MAP/RAP is not unique. There are infinitely many matrix pairs representing the same process. E.g., $\left(\mathbf{D}_{\mathbf{0}}, \mathbf{D}_{\mathbf{1}}\right)$ and $\left(\mathbf{B}^{-1} \mathbf{D}_{\mathbf{0}} \mathbf{B}, \mathbf{B}^{-1} \mathbf{D}_{\mathbf{1}} \mathbf{B}\right)$ represents the same MAP/RAP, if $\mathbf{B}$ is a non-singular square matrix such that $\mathbf{B} \mathbb{I}=\mathbb{I}$. This similarity transformation maintains the size of the representation, but there are transformations between representations of different sizes [ [7].

Definition 6. A $M A P / R A P$ with representation $\left(\mathbf{D}_{\mathbf{0}}, \mathbf{D}_{\mathbf{1}}\right)$ is minimal if there is no representation of the same process with smaller size. In this case the $\left(\mathbf{D}_{\mathbf{0}}, \mathbf{D}_{\mathbf{1}}\right)$ representation is referred to as minimal representation.

Definition 7. The size of the minimal representation is referred to as the order of the $M A P / R A P$.
How to find the order and a minimal representation of a MAP/RAP based on its matrix representation is discussed in [7].

Definition 8. $A M A P / R A P$ is non-redundant if the order of the stationary inter-arrival time distribution is identical with the order of the MAP/RAP and redundant otherwise.

The moments based characterization of non-redundant MAPs/RAPs is available in [13, 6]. The most important features are the following:

- a non-redundant MAP/RAP of order $n$ is characterized by $n^{2}$ parameters,
- the joint density of two consecutive inter-arrivals of a non-redundant MAP/RAP characterizes the process,
- the first $2 n-1$ moments of the inter-arrival time, $\mu_{i}, i=1,2, \ldots, 2 n-1$, and the first $(n-1)^{2}$ joint moments of two consecutive inter-arrivals $\gamma_{i j}, i, j=1,2, \ldots, n-1$, of an order $n$ non-redundant MAP/RAP (referred to as basic moments set) fully characterize the process.

We are going to show that none of these features are valid, in general, for redundant MAPs/RAPs. Our main goal is to investigate the properties of MAPs/RAPs based on their moments (from now on, the general term moments refers to the set of reduced moments and reduced joint moments including double, triple, etc. joint moments). The moments based characterization of MAPs/RAPs is motivated by the fact that the matrix representation contains too many parameters $\left(2 n^{2}\right)$, while a non-redundant MAP/RAP is fully characterized by $n^{2}$ moments (referred to as basic moments set). d

## 3 Properties of MAP/RAP moments

In the previous section the introduction of MAP/RAPs assumes the existence of a matrix representation. In this section we assume that all moments of a MAP/RAP is available and restate some of the basic MAP/RAP properties based on this set of information. The main tool for checking these properties is the Hankel order of moments series.

### 3.1 Hankel order of moments series

Theorem 1. If the Hankel order of a moments series is $u$, then the order of the $M A P / R A P$ is greater or equal to $u$.

Proof. We prove the statement for $\left\{\gamma_{i, 0, j}^{(k, \ell)}, \gamma_{i, 1, j}^{(k, \ell)}, \gamma_{i, 2, j}^{(k, \ell)}, \ldots\right\}$. The proof for any other moments series follows the same pattern. The elements of the moments series $\left\{\gamma_{i, 0, j}^{(k, \ell)}, \gamma_{i, 1, j}^{(k, \ell)}, \gamma_{i, 2, j}^{(k, \ell)}, \ldots\right\}$ can be written as

$$
\gamma_{i, n, j}^{(k, \ell)}=\pi \mathbf{E}^{i} \mathbf{P}^{k} \mathbf{E}^{n} \mathbf{P}^{\ell} \mathbf{E}^{j} \mathbb{I}, \quad n=0,1,2, \ldots
$$

and the associated Hankel matrix can be decomposed as

$$
\mathbf{H}(\underline{\gamma})=\left[\begin{array}{c}
\pi \mathbf{E}^{i} \mathbf{P}^{k} \mathbf{E}^{0}  \tag{4}\\
\pi \mathbf{E}^{i} \mathbf{P}^{k} \mathbf{E}^{1} \\
\pi \mathbf{E}^{i} \mathbf{P}^{k} \mathbf{E}^{2} \\
\ldots
\end{array}\right]\left[\mathbf{E}^{0} \mathbf{P}^{\ell} \mathbf{E}^{j} \mathbb{I}\left|\mathbf{E}^{1} \mathbf{P}^{\ell} \mathbf{E}^{j} \mathbb{I}\right| \mathbf{E}^{2} \mathbf{P}^{\ell} \mathbf{E}^{j} \mathbb{I} \mid \ldots\right]
$$

where the first matrix is composed by row vectors and the second one by column vectors of the size of the representation. Based on this decomposition the order of the process could not be less than $u$.

### 3.2 Minimal size and redundancy

From Definition $\mathbb{T}^{1}$ and we have the following corollaries.
Corollary 1. A $M A P / R A P$ is redundant if there exists a series of moments $\underline{\gamma}=\left\{\gamma_{i, 0, j}^{(k, \ell)}, \gamma_{i, 1, j}^{(k, \ell)}, \gamma_{i, 2, j}^{(k, \ell)}, \ldots\right\}$ such that $\mathrm{HO}(\underline{\gamma})>\mathrm{HO}(\underline{\mu})$ where $\underline{\mu}=\left\{\mu_{0}, \mu_{1}, \mu_{2}, \ldots\right\}$.
Corollary 2. The order of a $M A P / R A P$ is the maximum of the Hankel orders of all moments series.
Next we investigate how many moments need to be analyzed for finding a moments series $\underline{\gamma}$ for which $\mathrm{HO}(\underline{\gamma})>\mathrm{HO}(\underline{\mu})$ and how to find a moments series of maximal Hankel order. Unfortunately, in general, these questions cannot be answered based on a finite number of moments. To prove this we present a MAP/RAP structure which exhibits a low order MAP/RAP behavior based on the analysis of low order moments and a higher order behavior based on the analysis of higher order moments. To do that we first introduce the extended representation of MAPs/RAPs.

### 3.3 Extended representation

Let $\left(\check{\mathbf{D}}_{\mathbf{0}}, \check{\mathbf{D}}_{\mathbf{1}}\right)$ be a matrix representation of a MAP/RAP where the matrices define the process according to (Z్ర)-([]), i.e., the closing vector is $\mathbb{I}$ and the initial vector is the solution of $\check{\pi}\left(-\check{\mathbf{D}}_{\mathbf{0}}\right)^{-1} \check{\mathbf{D}}_{\mathbf{1}}=\check{\pi} \check{\mathbf{P}}=\check{\pi}, \check{\pi} \mathbb{I}=1$. To study further properties of moments we need representations with general initial and closing vector. A similarity transformation

$$
\check{\pi} \Rightarrow \delta=\check{\pi} \mathbf{B}^{-1}, \check{\mathbf{D}}_{\mathbf{0}} \Rightarrow \mathbf{D}_{\mathbf{0}}=\mathbf{B} \check{\mathbf{D}}_{\mathbf{0}} \mathbf{B}^{-1}, \check{\mathbf{D}}_{\mathbf{1}} \Rightarrow \mathbf{D}_{\mathbf{1}}=\mathbf{B} \check{\mathbf{D}}_{\mathbf{1}} \mathbf{B}^{-1}, \mathbb{I} \Rightarrow h=\mathbf{B} \mathbb{I}
$$

with non-singular matrix $\mathbf{B}$ (where $\mathbf{B} \mathbb{I}$ can be different from $\mathbb{I}$ ) results in a representation with general closing vector. For notational convenience we use $\mathbf{E}$ and $\mathbf{P}$ instead of $\mathbf{D}_{\mathbf{0}}$ and $\mathbf{D}_{\mathbf{1}}$ in the extended representation.

Definition 9. We refer to the four-tuple $(\delta, \mathbf{E}, \mathbf{P}, h)$ as extended representation of a $M A P / R A P$. The elements of the extended representation satisfy

$$
\begin{equation*}
\delta \mathbf{P}=\delta, \quad \mathbf{P} h=h, \quad \delta h=1 \tag{5}
\end{equation*}
$$

### 3.4 MAPs/RAPs with identical low order behavior

Consider a MAP/RAP of size $u_{1}$ with extended representation ( $\delta, \mathbf{E}, \mathbf{P}, h$ ) and a MAP/RAP with extended representation $\left(\delta^{\prime}, \mathbf{E}^{\prime}, \mathbf{P}^{\prime}, h^{\prime}\right)$, where $\delta^{\prime}=\{\delta, 0,0, \ldots, 0,0\}$,

$$
\mathbf{E}^{\prime}=\left[\begin{array}{ccccc}
\mathbf{E} & & & & \\
& 1 & & & \\
& & \ddots & & \\
& & & 1 & \\
& & & & 1
\end{array}\right], \mathbf{P}^{\prime}=\left[\begin{array}{ccccc}
\mathbf{P} & p_{v} & & & \\
& 0 & 1 & & \\
& & \ddots & \ddots & \\
& & & 0 & 1 \\
p_{h} & & & & 0
\end{array}\right], h^{\prime}=\left[\begin{array}{c}
h \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]
$$

The size of the second MAP/RAP is $u_{1}+u_{2}$ and the size of the blocks of the representation are $u_{1}, 1,1, \ldots, 1,1$, respectively. To fulfill $\delta^{\prime} \mathbf{P}^{\prime}=\delta^{\prime}$ and $\mathbf{P}^{\prime} h^{\prime}=h^{\prime}, p_{v}$ and $p_{h}$ are such that $\delta p_{v}=0$ and $p_{h} h=0$.

Corollary 3. The $\mu_{i}$ moment for $i \in \mathbb{N}$, the $\gamma_{i, n, j}^{(k, \ell)}$ moment for $i, j, n \in \mathbb{N}$ and $k+\ell \leq u_{2}$, and the $\gamma_{i_{0}, i_{1}, \ldots, i_{k}}^{\left(a_{1}, \ldots, a_{k}\right)}$ moment for $i_{s} \in \mathbb{N}$, $s \in\{0,1, \ldots, k\}, \sum_{u=1}^{k} a_{u} \leq u_{2}$ are identical for the processes with representation $(\delta, \mathbf{E}, \mathbf{P}, h)$ and $\left(\delta^{\prime}, \mathbf{E}^{\prime}, \mathbf{P}^{\prime}, h^{\prime}\right)$.

Proof. We first prove the corollary for $\gamma_{i, n, j}^{(k, \ell)}$ with $k+\ell \leq u_{2}$. Prime indicates the parameters of the process with representation ( $\delta^{\prime}, \mathbf{E}^{\prime}, \mathbf{P}^{\prime}, h^{\prime}$ ).

$$
\begin{aligned}
& {\gamma_{i, n, j}^{\prime(k, \ell)}=\underbrace{\delta^{\prime} \mathbf{E}^{\prime}} \mathbf{P}^{\prime k} \mathbf{E}^{\prime n} \mathbf{P}^{\prime \ell} \underbrace{\mathbf{E}^{\prime j} h^{\prime}}}^{=\left[\delta \mathbf{E}^{i}, 0,0, \ldots, 0,0\right] \mathbf{P}^{\prime k} \mathbf{E}^{\prime n} \mathbf{P}^{\prime \ell}\left[\begin{array}{c}
\mathbf{E}^{j} h \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]=[\delta \mathbf{E}^{i} \mathbf{P}^{k}, \underbrace{\star, \ldots, \star}_{k}, 0, \ldots, 0] \mathbf{E}^{\prime n}\left[\begin{array}{c}
\mathbf{P}^{\ell} \mathbf{E}^{j} h \\
0 \\
\vdots \\
0 \\
\star \\
\vdots \\
\star
\end{array}\right]} \begin{array}{l}
=\delta \mathbf{E}^{i} \mathbf{P}^{k} \mathbf{E}^{n} \mathbf{P}^{\ell} \mathbf{E}^{j} h=\gamma_{i, n, j}^{(k, \ell)},
\end{array}\} \ell=
\end{aligned}
$$

where $\star$ refers to potentially non-zero vector elements. The proof for the other cases $\left(\mu_{i}, \gamma_{i_{0}, i_{1}, \ldots, i_{k}}^{\left(a_{1}, \ldots, a_{k}\right)}\right)$ follows the same pattern, since the structure of the initial and closing vector depends only on the number of multiplications with $\mathbf{P}^{\prime}$. The multiplications with $\mathbf{E}^{\prime}$ does not modify the zero structure of the initial and closing vectors.

As a consequence of Corollary 3 the full characterization of a MAP/RAP requires the analysis of both, low and high order, moments. If we are not given an upper bound of the order of an MAP/RAP then it is impossible to obtain its order based on any bounded moments set. In the opposite case it is possible to characterize the process based on a finite moments set and the next section is devoted to this task.

## 4 Moments based characterization of MAPs/RAPs

In order to investigate the properties of moments series we study how those moments series are related with a particular representation. Without loss of generality, we assume that the considered representation is minimal. As a consequence the identical eigenvalues of $\mathbf{D}_{\mathbf{0}}$ (or equivalently $\mathbf{E}$ ) belong to the same Jordan block. It is because any representation with identical eigenvalues in different Jordan blocks can be transformed to a smaller representation. Furthermore we are going to utilize the fact that the eigenvalues of $\mathbf{D}_{\mathbf{0}}$ are non-zero. First we introduce a useful representation which expresses important structural properties of MAP/RAP moments series, than we investigate how to obtain a moments series with maximal Hankel order.

### 4.1 Jordan representation

Let $(\pi, \mathbf{E}, \mathbf{P}, \mathbb{I I})$ be an extended representation of a MAP/RAP and $\mathbf{E}=\mathbf{B}^{-1} \boldsymbol{\Lambda} \mathbf{B}$ the Jordan decomposition of $\mathbf{E}$. Applying a similarity transformation with matrix $\mathbf{B}$ on $(\pi, \mathbf{E}, \mathbf{P}, \mathbb{I})$ we obtain

$$
\left(\pi \mathbf{B}^{-1}, \mathbf{B E B}^{-1}, \mathbf{B P B}^{-1}, \mathbf{B} \mathbb{I}\right)=(\delta, \boldsymbol{\Lambda}, \hat{\mathbf{P}}, h)
$$

where from (5) we have $\delta \hat{\mathbf{P}}=\delta, \hat{\mathbf{P}} h=h, \delta h=1$.
Definition 10. The Jordan representation of a $M A P / R A P$ is an extended representation $(\delta, \boldsymbol{\Lambda}, \hat{\mathbf{P}}, h)$ where $\boldsymbol{\Lambda}$ is a Jordan matrix.

### 4.2 Moments series of maximal Hankel order

The computation of the moments based on the Jordan representation,

$$
\begin{equation*}
\gamma_{i_{0}, i_{1}, \ldots, i_{k}}^{\left(a_{1}, \ldots, a_{k}\right)}=\frac{E\left(X_{0}^{i_{0}} X_{s_{1}}^{i_{1}} \ldots X_{s_{k}}^{i_{k}}\right)}{i_{0}!\ldots i_{k}!}=\delta \boldsymbol{\Lambda}^{i_{0}} \hat{\mathbf{P}}^{a_{1}} \boldsymbol{\Lambda}^{i_{1}} \ldots \hat{\mathbf{P}}^{a_{k}} \boldsymbol{\Lambda}^{i_{k}} h \tag{6}
\end{equation*}
$$

is an efficient tool to visualize the rank limitation of the Hankel matrix of moments series. Similar to ( $\mathbb{W}$ ) the Hankel matrix of the moments series $\underline{\gamma}=\left\{\gamma_{i_{0}, \ldots, i_{\ell-1}, 0, i_{\ell+1}, \ldots, i_{k}}^{\left(a_{1}, \ldots, \gamma_{i_{0}}, \ldots, i_{\ell-1}, 1, i_{\ell+1}, \ldots, i_{k}\right.}, \gamma_{i_{0}, \ldots, i_{\ell-1}, 2, i_{\ell+1}, \ldots, i_{k}}^{\left(a_{1}, \ldots, a_{1}\right.}, \ldots\right\}$ can be decomposed as

$$
\begin{align*}
& \mathbf{H}(\gamma)=  \tag{7}\\
& {\left[\begin{array}{c}
\bar{\delta} \boldsymbol{\Lambda}^{i_{0}} \hat{\mathbf{P}}^{a_{1}} \ldots \boldsymbol{\Lambda}^{i_{\ell-1}} \hat{\mathbf{P}}^{a_{\ell}} \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{i_{0}} \hat{\mathbf{P}}^{a_{1}} \ldots \boldsymbol{\Lambda}^{i_{\ell-1}} \hat{\mathbf{P}}^{a_{\ell}} \boldsymbol{\Lambda}^{1} \\
\ldots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} \hat{\mathbf{P}}^{a_{\ell+1}} \boldsymbol{\Lambda}^{i_{\ell+1}} \ldots \hat{\mathbf{P}}^{a_{k}} \boldsymbol{\Lambda}^{i_{k}} h\left|\boldsymbol{\Lambda}^{1} \hat{\mathbf{P}}^{a_{\ell+1}} \boldsymbol{\Lambda}^{i_{\ell+1}} \ldots \hat{\mathbf{P}}^{a_{k}} \boldsymbol{\Lambda}^{i_{k}} h\right| \ldots\right]}
\end{align*}
$$

where the first matrix is composed by row vectors and the second one by column vectors of the size of the representation. For the sake of simplicity, we discuss the cases with and without a real Jordan block in $\boldsymbol{\Lambda}$ separately.
Matrix $\boldsymbol{\Lambda}$ is diagonal: A diagonal matrix $\boldsymbol{\Lambda}$ means that the eigenvalues of $\boldsymbol{\Lambda}$ are different (because there is no Jordan block larger than 1 and there are no identical Jordan blocks in a minimal representation) and non-zero.

In this case the non-zero elements of the row vector $\underline{u}=\delta \boldsymbol{\Lambda}^{i_{0}} \hat{\mathbf{P}}^{a_{1}} \ldots \boldsymbol{\Lambda}^{i_{\ell-1}} \hat{\mathbf{P}}^{a_{\ell}}$ determine the rank of the first matrix in ( $\mathbb{\square})$. More precisely, the rank of the first matrix equals to the number of non-zero elements of $\underline{u}$. Similarly the rank of the second matrix in ( $\mathbb{\square})$ equals to the number of non-zero elements of the column vector $\underline{v}=\hat{\mathbf{P}}^{a_{\ell+1}} \boldsymbol{\Lambda}^{i_{\ell+1}} \ldots \hat{\mathbf{P}}^{a_{k}} \boldsymbol{\Lambda}^{i_{k}} h$. The rank of the product equals to the overlapping non-zero entries of these vectors, i.e., the non-zero entries of $\underline{u} \odot \underline{v}^{T}$, where $\odot$ denotes the element-wise multiplication.

If both, $\delta$ and $h$, are composed of non-zero elements then, the rank of the moments series $\left\{\mu_{0}, \mu_{1}, \ldots\right\}$ is identical with the size of the representation (which is minimal), i.e., the MAP is non-redundant. For the analysis of the redundant cases, when $\delta$ or $h$ contains at least one zero element, we differentiate structural and random zero elements in the $\underline{u}$ type row vectors and in the $\underline{v}$ type column vectors according to the following definition.

Let $\mathbf{A}$ and $\mathbf{B}$ be real or complex valued matrixes of size $n \times m$ and $m \times k$, respectively. The $i, j$ element of $\mathbf{A}^{\star}\left(\mathbf{B}^{\star}\right)$ is 0 if $\mathbf{A}_{i j}=0\left(\mathbf{B}_{i j}=0\right)$ and $\star$ otherwise. Using the following multiplication and summation rules

| $a$ | $b$ | $a+b$ | $a b$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | $\star$ | $\star$ | 0 |
| $\star$ | 0 | $\star$ | 0 |
| $\star$ | $\star$ | $\star$ | $\star$ |

one can compute the $\star-0$ structure of the product $\mathbf{A B}$ denoted as $\mathbf{A}^{\star} \mathbf{B}^{\star}$.
Definition 11. Those zero elements of $\mathbf{A B}$ whose associated $\mathbf{A}^{\star} \mathbf{B}^{\star}$ elements are zero as well are referred to as structural zero elements, while the zero elements of $\mathbf{A B}$ whose associated $\mathbf{A}^{\star} \mathbf{B}^{\star}$ elements are $\star$ are referred to as (structurally not determined or) random zero elements.

The main difficulty of moments based MAP/RAP characterization comes from the random zeros in $\underline{u}$ and $\underline{v}$ type vectors. The occurrence of structural zero elements is not that hard to characterize, because they depend on the non-zero structures of $\delta, h, \boldsymbol{\Lambda}$ and $\hat{\mathbf{P}}$. For example, if $\boldsymbol{\Lambda}$ is diagonal, then the $\star-0$ structure of $\underline{u}$ and $\underline{v}$ type vectors are invariant for multiplication with matrix $\boldsymbol{\Lambda}$. E.g., if $\boldsymbol{\Lambda}=\left[\begin{array}{cc}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right]$ and $\delta=[\star, 0]$ then $\delta \boldsymbol{\Lambda}=[\star, 0]$. Consequently, the zero structure of $\hat{\mathbf{P}}$ and the number of multiplications with $\hat{\mathbf{P}}$ determine the structural zero elements of the $\underline{u}$ and $\underline{v}$ type vectors in this case.
Matrix $\boldsymbol{\Lambda}$ with real Jordan block: The main difference of this case from the case of diagonal matrix $\boldsymbol{\Lambda}$ is that the non-zero structure of the $\underline{u}$ and $\underline{v}$ type vectors are not invariant for multiplication with $\boldsymbol{\Lambda}$ due
to the presence of real Jordan blocks. For example, if $\boldsymbol{\Lambda}=\left[\begin{array}{cc}\lambda & 1 \\ 0 & \lambda\end{array}\right]$ and $\underline{u}=[\star, 0]$ then $\underline{u} \boldsymbol{\Lambda}=[\star, \star]$. In this case the structural properties of both matrixes, $\boldsymbol{\Lambda}$ and $\hat{\mathbf{P}}$, play role in the occurrence of structural zero elements.

The moments series of maximal order is obtained when the overlapping non-zero elements of a $\underline{u}$ and a $\underline{v}$ type vectors are maximal. The random zeros which might show up in the $\underline{u}$ and $\underline{v}$ type vectors prevents efficient search methods for finding $\underline{u}$ and $\underline{v}$ type vectors with maximal overlapping non-zero elements and unfortunately one needs to perform exhaustive search.

### 4.3 Some MAP/RAP properties obtained form moments series

The moments series of maximal Hankel order defines the order of the MAP/RAP. Several related properties can be checked based on the the order of the MAP/RAP. First of all, the relation of the order with the Hankel order of the moments series $\left\{\mu_{0}, \mu_{1}, \ldots\right\}$ determines if the MAP/RAP is redundant.

If the MAP/RAP is non-redundant and $\boldsymbol{\Lambda}$ is diagonal then neither $\delta$ nor $h$ contain a zero element. If the MAP is redundant then at least one of them contains a zero element, and the way as the structural zeros disappear from the $\underline{u}$ and $\underline{v}$ type vectors due to multiplications with $\boldsymbol{\Lambda}$ and $\hat{\mathbf{P}}$ characterizes various interesting MAP properties, e.g., the number of (independent) parameters.

The lower order moments series allow us to investigate the structural properties of the $\underline{u}$ and $\underline{v}$ type vectors. Let $\underline{\mu_{i}}=\left\{\mu_{0}, \mu_{1}, \ldots\right\}, \underline{\gamma_{i 1}^{(1)}}=\left\{\gamma_{01}^{(1)}, \gamma_{11}^{(1)}, \gamma_{21}^{(1)}, \ldots\right\}, \underline{\gamma_{1 i}^{(1)}}=\left\{\gamma_{10}^{(1)}, \gamma_{11}^{(1)}, \gamma_{12}^{(1)}, \ldots\right\}$ and $\underline{\gamma_{1 i 1}^{(11)}}=$ $\left\{\gamma_{101}^{(11)}, \gamma_{111}^{(11)}, \gamma_{121}^{(11)}, \ldots\right\}$. If $\operatorname{HO}\left(\underline{\mu_{i}}\right)=\operatorname{HO}\left(\underline{\gamma_{i 1}^{(1)}}\right)$ then from $\mu_{i}=\overline{\delta \boldsymbol{\Lambda}^{i}} h$ and $\gamma_{i 1}^{(1)}=\delta \boldsymbol{\Lambda}^{i} \hat{\mathbf{P}} \boldsymbol{\Lambda} h$ we have that either $h$ does not contain zero element or $\hat{\mathbf{P}} \boldsymbol{\Lambda} h$ does not contain more non-zero elements in those positions where the associated $\delta$ element is non-zero. In the opposite case, when $\operatorname{HO}\left(\underline{\mu_{i}}\right)<\operatorname{HO}\left(\underline{\gamma_{i 1}^{(1)}}\right)$, $h$ contains a zero element at a position where the associated $\delta$ element is non-zero and a multiplication of $h$ with $\boldsymbol{\Lambda}$ and $\hat{\mathbf{P}}$, eliminates at least one of such zero elements of $h$. Similar conclusions can be obtained from the relation of $\mathrm{HO}\left(\underline{\mu_{i}}\right), \mathrm{HO}\left(\underline{\gamma_{i 1}^{(1)}}\right), \mathrm{HO}\left(\underline{\gamma_{1 i}^{(1)}}\right), \mathrm{HO}\left(\underline{\gamma_{1 i 1}^{(11)}}\right)$ and so on. Unfortunately, randomly occurring zeros in $\underline{u}$ and $\underline{v}$ type vectors might also cause that $\mathrm{HO}\left(\underline{\mu_{i}}\right)>\mathrm{HO}\left(\underline{\gamma_{i 1}^{(1)}}\right)$, which inhibits several general statements on the MAP/RAP properties.

The following sections investigate the properties of the simplest cases, the rank 2 and the rank 3 MAPs/RAPs in details.

## 5 Characterization of order 2 MAPs/RAPs

In this section we show that all order $2 \mathrm{MAP} /$ RAPs are non-redundant. Similar to the previous section we differentiate the cases with and without real Jordan block in $\boldsymbol{\Lambda}$.

When $\boldsymbol{\Lambda}$ is diagonal, $\boldsymbol{\Lambda}=\left[\begin{array}{cc}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right]$, we can freely interchange the eigenvalues in $\boldsymbol{\Lambda}$ and the associated vector and matrix elements in $\delta, h$ and $\hat{\mathbf{P}}$ and the obtained representation remains to be a Jordan representation. We have the following meaningful cases (after a potential reordering of the eigenvalues).
a) $\delta=\{\star, \star\}, h^{T}=\{\star, \star\}$,
b) $\delta=\{\star, 0\}, h^{T}=\{\star, \star\}$,
c) $\delta=\{\star, \star\}, h^{T}=\{\star, 0\}$,
d) $\delta=\{\star, 0\}, h^{T}=\{\star, 0\}$,

Case a) is the non-redundant case. It is discussed in [[13, 6]. Case b), c) and d) have lower orders. In case b), without loss of generality, we assume $\delta=\left\{\delta_{1}, 0\right\}, h^{T}=\{1,1\}$. From $\delta h=1$ we have $\delta_{1}=1$. From $\delta \hat{\mathbf{P}}=\delta$ and $\hat{\mathbf{P}} h=h$ we have $\hat{\mathbf{P}}=\left[\begin{array}{cc}1 & 0 \\ p_{21} & 1-p_{21}\end{array}\right]$. The zero structures of $\delta=\{1,0\}, \boldsymbol{\Lambda}$ and $\hat{\mathbf{P}}$ result in that any multiplication of $\delta$ with $\boldsymbol{\Lambda}^{i}$ and $\hat{\mathbf{P}}^{j}$ maintains the non-zero structure of the $\underline{u}$ type vectors, i.e.,
$\delta \boldsymbol{\Lambda}^{i_{1}} \hat{\mathbf{P}}^{j_{1}} \boldsymbol{\Lambda}^{i_{2}} \hat{\mathbf{P}}^{j_{2}} \ldots=\{\star, 0\}, \forall i_{1}, j_{1}, i_{2}, j_{2}, \ldots \geq 0$. As a consequence the rank of any moments series (in (四)) equal to one. That is, the process is a rank 1 MAP, a Poisson process. The rank of case c) and d) can be obtained in a similar way.

When $\boldsymbol{\Lambda}$ has a real Jordan block, $\boldsymbol{\Lambda}=\left[\begin{array}{ll}\lambda & 1 \\ 0 & \lambda\end{array}\right]$, we cannot interchange the vector elements and need to consider an extended set of cases:
a) $\delta=\{\star, \star\}, h^{T}=\{\star, \star\} \Rightarrow \delta \boldsymbol{\Lambda}=\{\star, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, \star\}$,
b) $\delta=\{\star, 0\}, h^{T}=\{\star, \star\} \Rightarrow \delta \boldsymbol{\Lambda}=\{\star, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, \star\}$,
c) $\delta=\{\star, \star\}, h^{T}=\{\star, 0\} \Rightarrow \delta \boldsymbol{\Lambda}=\{\star, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, 0\}$,
d) $\delta=\{\star, 0\}, h^{T}=\{\star, 0\} \Rightarrow \delta \boldsymbol{\Lambda}=\{\star, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, 0\}$,
e) $\delta=\{0, \star\}, h^{T}=\{\star, \star\} \Rightarrow \delta \boldsymbol{\Lambda}=\{0, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, \star\}$
f) $\delta=\{\star, \star\}, h^{T}=\{0, \star\} \Rightarrow \delta \boldsymbol{\Lambda}=\{\star, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, \star\}$,
g) $\delta=\{0, \star\}, h^{T}=\{\star, 0\} \Rightarrow \delta \boldsymbol{\Lambda}=\{0, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, 0\}$,
h) $\delta=\{\star, 0\}, h^{T}=\{0, \star\} \Rightarrow \delta \boldsymbol{\Lambda}=\{\star, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, \star\}$,
i) $\delta=\{0, \star\}, h^{T}=\{0, \star\} \Rightarrow \delta \boldsymbol{\Lambda}=\{0, \star\},(\boldsymbol{\Lambda} h)^{T}=\{\star, \star\}$.

Among these cases a), b), e), h) represent non-redundant order 2 MAPs/RAPs and all the other cases result in a lower order processes (case g) is order 0 , which is not a process, and the other cases are order 1 . Consequently, all order $2 \mathrm{MAPs} /$ RAPs are non-redundant. To study the properties of redundant MAPs/RAPs we need to consider at least order 3 processes.

## 6 Characterization of order 3 MAPs/RAPs

From the previous section we also learned that instead of the zero structure of $\delta$ and $h$ the zero structure of $\delta \boldsymbol{\Lambda}^{n-1}$ and $\boldsymbol{\Lambda}^{n-1} h$, where $n$ is the size of the largest Jordan block of $\boldsymbol{\Lambda}$, decides the structural properties of the MAP/RAP. We have following relevant cases of order 3 MAPs/RAPs with diagonal $\boldsymbol{\Lambda}$ :
a) $\delta \boldsymbol{\Lambda}^{n-1}=\{\star, \star, \star\},\left(\boldsymbol{\Lambda}^{n-1} h\right)^{T}=\{\star, \star, \star\}$,
b) $\delta \boldsymbol{\Lambda}^{n-1}=\{\star, \star, 0\},\left(\boldsymbol{\Lambda}^{n-1} h\right)^{T}=\{\star, \star, \star\}$,
c) $\delta \boldsymbol{\Lambda}^{n-1}=\{\star, 0, \star\},\left(\boldsymbol{\Lambda}^{n-1} h\right)^{T}=\{\star, \star, 0\}$,
d) $\delta \boldsymbol{\Lambda}^{n-1}=\{\star, \star, 0\},\left(\boldsymbol{\Lambda}^{n-1} h\right)^{T}=\{\star, \star, 0\}$.

The other cases are either lower order or can be obtained by replacing the role of $\delta$ and $h$ or by reordering the eigenvalues in $\boldsymbol{\Lambda}$. A matrix $\boldsymbol{\Lambda}$ with real Jordan block prevents the interchange of the roles of $\delta$ and $h$, but apart of that these four cases represents the cases with real Jordan blocks as well.

Case a) is the non-redundant case, which is known to be defined by $3^{2}=9$ independent parameters [6, [13]. An independent set of parameters from which all moments and a matrix representation can be computed is $\mu_{1}, \ldots, \mu_{5}$ moments and the $\gamma_{11}, \gamma_{12}, \gamma_{21}, \gamma_{22}$ joint moments. This set of moments composes the basic moments set of case a).

In the remaining 3 cases we obtain MAPs/RAPs with essentially different properties. These MAPs/RAPs are defined by less than 9 independent parameters and the sets of independent moments are different from the one of the non-redundant case.
6.1 Case b): $\delta \boldsymbol{\Lambda}^{n-1}=\{\star, \star, 0\},\left(\Lambda^{n-1} h\right)^{T}=\{\star, \star, \star\}$

We analyze the case by considering the effect of the zero structure of $\delta \boldsymbol{\Lambda}^{n-1}$ and $\left(\boldsymbol{\Lambda}^{n-1} h\right)^{T}$ on the rank of the moments matrices. Using this information we look for a set of moments and a set of equations based on which all other moments of the MAP/RAP can be computed. From $\delta \boldsymbol{\Lambda}^{n-1}=\{\star, \star, 0\}$ the rank of

$$
\mathbf{M}_{\mathbf{1}}=\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\delta \boldsymbol{\Lambda}^{3} \\
\vdots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\right]=\left(\begin{array}{ccc}
1 & \mu_{1} & \mu_{2} \\
\mu_{1} & \mu_{2} & \mu_{3} \\
\mu_{2} & \mu_{3} & \mu_{4} \\
\mu_{3} & \mu_{4} & \mu_{5} \\
\vdots & \vdots & \vdots
\end{array}\right)
$$

is 2 and the determinant of any $3 \times 3$ sub-matrix of $\mathbf{M}_{\mathbf{1}}$ is zero ${ }^{\boldsymbol{m}}$. $\operatorname{det}\left(\begin{array}{ccc}1 & \mu_{1} & \mu_{2} \\ \mu_{1} & \mu_{2} & \mu_{3} \\ \mu_{2} & \mu_{3} & \mu_{4}\end{array}\right)=0$ allows us to determine $\mu_{4}$ based on $\mu_{1}, \mu_{2}, \mu_{3}$ and recursively all higher moments can be obtained in a similar way.

The lower right sub-matrix of $\mathbf{M}_{\mathbf{1}}$, separated by the horizontal and vertical lines, contains the unknowns which can be determined base on the known moments presented in the complementer part of the matrix. A moment which shows up in both parts is an unknown when it is in the lower right sub-matrix and it is considered to be known otherwise. For example, $\mu_{4}$ as unknown is determined by the known moments $\mu_{1}, \mu_{2}, \mu_{3}$ and in a consecutive step $\mu_{5}$ as unknown is determined by the known moments $\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}$. The meaning of the indicated lower right sub-matrix is going to be the same in the consecutive moments matrices.
Computing $\gamma_{i j}$ : The rank of

$$
\mathbf{M}_{\mathbf{2}}=\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\left|\boldsymbol{\Lambda}^{3} h\right| \ldots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{2} & \mu_{3} & \cdots \\
\mu_{1} & \mu_{2} & \mu_{3} & \mu_{4} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \gamma_{13} & \cdots \\
\mu_{2} & \gamma_{12} & \gamma_{13} & \gamma_{14} & \cdots
\end{array}\right)
$$

is not reduced by the structure of order 3 type b) processes. In this way, based on the $4 \times 4$ sub-matrices of $\mathbf{M}_{2}$ we can compute $\gamma_{1 j}$ for $j \geq 4$ from $\mu_{1}, \mu_{2}, \mu_{3}, \ldots$ and $\gamma_{11}, \gamma_{12}, \gamma_{13}$.

From $\delta \boldsymbol{\Lambda}^{i}=\{\star, \star, 0\}$ we have that the rank of

$$
\mathbf{M}_{\mathbf{3}}=\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}\right]\left[h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}} \boldsymbol{\Lambda} h\left|\hat{\mathbf{P}} \boldsymbol{\Lambda}^{2} h\right| \cdots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{1} & \mu_{2} & \cdots \\
\mu_{1} & \mu_{2} & \gamma_{11} & \gamma_{12} & \cdots \\
\mu_{2} & \mu_{3} & \gamma_{21} & \gamma_{22} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

is 2 and the determinant of any $3 \times 3$ sub-matrix of $\mathbf{M}_{\mathbf{3}}$ is zero. We can compute $\gamma_{i j}$ for $i \geq 2$ based on $\mu_{1}, \mu_{2}, \mu_{3}, \ldots$ and $\gamma_{1 j}$ for $j \geq 1$.
Computing $\gamma_{i j}^{(2)}$ : Similarly, the rank of

$$
\mathbf{M}_{\mathbf{4}}=\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2}
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\left|\boldsymbol{\Lambda}^{3} h\right| \ldots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{2} & \mu_{3} & \cdots \\
\mu_{1} & \mu_{2} & \mu_{3} & \mu_{4} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \gamma_{13} & \cdots \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{12}^{(2)} & \gamma_{13}^{(2)} & \cdots
\end{array}\right)
$$

is not reduced by the structure of order 3 type b) processes. From the $4 \times 4$ sub-matrices of $\mathbf{M}_{\mathbf{4}}$ we can compute $\gamma_{1 j}^{(2)}$ for $j \geq 3$ from $\mu_{1}, \mu_{2}, \mu_{3}, \ldots, \gamma_{11}, \gamma_{12}, \gamma_{13}, \ldots$ and $\gamma_{11}^{(2)}, \gamma_{12}^{(2)}$.

Similar to $\mathbf{M}_{\mathbf{3}}$, due to the structure of the initial matrix the rank of

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}\right]\left[h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda}^{j} h\right]=\left(\begin{array}{ccc}
1 & \mu_{1} & \mu_{1} \\
\mu_{1} & \mu_{2} & \gamma_{1 j}^{2} \\
\mu_{2} & \mu_{3} & \gamma_{2 j}^{2} \\
\vdots & \vdots & \vdots
\end{array}\right)
$$

is 2 and using its $3 \times 3$ blocks we can obtain $\gamma_{i j}^{2}$ for $i \geq 2$ based on $\mu_{1}, \mu_{2}, \mu_{3}, \ldots$ and $\gamma_{1 j}^{2}$.
Computing $\gamma_{i j}^{(k)}$ : Now we show that all $\gamma_{i j}^{(k)}$ moments can be obtained based on $\mu_{1}, \mu_{2}, \mu_{3}$ and $\gamma_{11}, \gamma_{12}, \gamma_{13}, \gamma_{11}^{(2)}, \gamma_{12}^{(2)}$. Let us assume that the $\gamma_{i j}^{\ell}, i, j \geq 1, \ell<k$ moments are known. From the $4 \times 4$ sub-matrices of

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2}
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\left|\hat{\mathbf{P}}^{k-2} \boldsymbol{\Lambda} h\right| \hat{\mathbf{P}}^{k-2} \boldsymbol{\Lambda}^{2} h \mid \ldots\right]=\left(\begin{array}{cccccc}
1 & \mu_{1} & \mu_{2} & \mu_{1} & \mu_{2} & \ldots \\
\mu_{1} & \mu_{2} & \mu_{3} & \gamma_{11}^{(k-2)} & \gamma_{12}^{(k-2)} & \ldots \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \gamma_{11}^{(k-1)} & \gamma_{12}^{(k-1)} & \ldots \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{12}^{(2)} & \gamma_{11}^{(k)} & \gamma_{12}^{(k)} & \ldots
\end{array}\right)
$$

[^0]we can compute $\gamma_{1 j}^{(k)}$ for $j \geq 1$ and from the $3 \times 3$ blocks of
\[

\left[$$
\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}
$$\right]\left[h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{k} \boldsymbol{\Lambda}^{j} h\right]=\left($$
\begin{array}{ccc}
1 & \mu_{1} & \mu_{1} \\
\mu_{1} & \mu_{2} & \gamma_{1 j}^{(k)} \\
\mu_{2} & \mu_{3} & \gamma_{2 j}^{(k)} \\
\vdots & \vdots & \vdots
\end{array}
$$\right)
\]

we obtain $\gamma_{i j}^{(k)}$ for $i \geq 2$.
Computing higher moments: Finally, any other higher moment can be obtained from computable lower order ones using the fact that the determinant of

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\star
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h \mid \star\right]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{2} & \star \\
\mu_{1} & \mu_{2} & \mu_{3} & \star \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \star \\
\star & \star & \star & \bullet
\end{array}\right)
$$

is zero and applying a similar recursive procedure as the one in [6]. As an example we demonstrate the computation of $\gamma_{111}^{(11)}$ :

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h \mid \hat{\mathbf{P}} \boldsymbol{\Lambda} h\right]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{2} & \mu_{1} \\
\mu_{1} & \mu_{2} & \mu_{3} & \gamma_{11} \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \gamma_{11}^{(2)} \\
\gamma_{11} & \gamma_{12} & \gamma_{13} & \gamma_{111}^{(11)}
\end{array}\right)
$$

We conclude that a basic moments set of order 3 type b) MAPs/RAPs is composed by 8 moments $\mu_{1}, \mu_{2}, \mu_{3}, \gamma_{11}, \gamma_{12}, \gamma_{13}, \gamma_{11}^{(2)}$ and $\gamma_{12}^{(2)}$ and any other moments of the process can be computed base on this basic moments set.
Generating a matrix representation: Having the moments we can generate a matrix representation of an order 3 type b) MAP/RAP. Based on the moments series $\gamma_{1 j} j \geq 0$, obtained from

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{0}  \tag{8}\\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{2} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{3} \\
\vdots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\left|\boldsymbol{\Lambda}^{3} h\right| \ldots\right]=\left(\begin{array}{ccccc}
\mu_{1} & \gamma_{11} & \gamma_{12} & \gamma_{13} & \cdots \\
\gamma_{11} & \gamma_{12} & \gamma_{13} & \gamma_{14} & \cdots \\
\gamma_{12} & \gamma_{13} & \gamma_{14} & \gamma_{15} & \cdots \\
\gamma_{13} & \gamma_{14} & \gamma_{15} & \gamma_{16} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

we generate a row vector $\alpha$ and a matrix $\overline{\mathbf{E}}$ of size 3 such that $\gamma_{1 j}=\alpha \overline{\mathbf{E}}^{j} \mathbb{I}$. One way to do it is to divide $\gamma_{1 j}$ by $\mu_{1}$ to obtain $\mu_{j}^{\prime}=\gamma_{1 j} / \mu_{1}$. Consider the obtained $\mu_{j}^{\prime}$ series as a moments series of a PH/ME distribution. Apply the same procedure as in [[]3] to obtain a vector matrix pair ( $\left.\alpha^{\prime}, \overline{\mathbf{E}}\right)$ which provides $\mu_{j}^{\prime}=\alpha^{\prime} \overline{\mathbf{E}}^{j} \mathbb{I}$ and set $\alpha=\alpha^{\prime} \mu_{1}$. With these $\alpha$ and $\overline{\mathbf{E}}$ we have

$$
\mathbf{M}_{\mathbf{7}}=\left[\begin{array}{c}
\alpha \overline{\mathbf{E}}^{0}  \tag{9}\\
\alpha \overline{\mathbf{E}}^{1} \\
\alpha \overline{\mathbf{E}}^{2}
\end{array}\right]\left[\overline{\mathbf{E}}^{0} \mathbb{I}\left|\overline{\mathbf{E}}^{1} \mathbb{I}\right| \overline{\mathbf{E}}^{2} \mathbb{I}\right]=\left(\begin{array}{ccc}
\mu_{1} & \gamma_{11} & \gamma_{12} \\
\gamma_{11} & \gamma_{12} & \gamma_{13} \\
\gamma_{12} & \gamma_{13} & \gamma_{14}
\end{array}\right)
$$

Comparing ( $\mathbf{(})$ with $(\boldsymbol{\square})$ shows that there is only a similarity transformation between $\alpha$ and $\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}, \overline{\mathbf{E}}$ and $\boldsymbol{\Lambda}$, and $\mathbb{I}$ and $h$. Assuming that there is the same similarity transformation between $\overline{\mathbf{P}}$ and $\hat{\mathbf{P}}$ we have

$$
\left[\begin{array}{c}
\alpha \overline{\mathbf{E}}^{0}  \tag{10}\\
\alpha \overline{\mathbf{E}}^{1} \\
\alpha \overline{\mathbf{E}}^{2}
\end{array}\right] \overline{\mathbf{P}}\left[\overline{\mathbf{E}}^{0} \mathbb{I}\left|\overline{\mathbf{E}}^{1} \mathbb{I}\right| \overline{\mathbf{E}}^{2} \mathbb{I}\right]=\left(\begin{array}{ccc}
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{12}^{(2)} \\
\gamma_{11} & \gamma_{111}^{(11)} & \gamma_{112}^{(11)} \\
\gamma_{12} & \gamma_{121}^{(11)} & \gamma_{122}^{(11)}
\end{array}\right)
$$

Due to the fact that $\mathbf{M}_{\mathbf{7}}$ is rank $3 \overline{\mathbf{P}}$ can be computed from (떼) as

$$
\overline{\mathbf{P}}=\left[\begin{array}{c}
\alpha \overline{\mathbf{E}}^{0} \\
\alpha \overline{\mathbf{E}}^{1} \\
\alpha \overline{\mathbf{E}}^{2}
\end{array}\right]^{-1}\left(\begin{array}{ccc}
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{12}^{(2)} \\
\gamma_{11} & \gamma_{111}^{(11)} & \gamma_{112}^{(11)} \\
\gamma_{12} & \gamma_{121}^{(11)} & \gamma_{122}^{(11)}
\end{array}\right)\left[\overline{\mathbf{E}}^{0} \mathbb{I}\left|\overline{\mathbf{E}}^{1} \mathbb{I}\right| \overline{\mathbf{E}}^{2} \mathbb{I}\right]^{-1},
$$

from which $\overline{\mathbf{D}}_{\mathbf{0}}=-\overline{\mathbf{E}}^{-1}$ and $\overline{\mathbf{D}}_{\mathbf{1}}=\overline{\mathbf{E}}^{-1} \overline{\mathbf{P}}$ is a matrix representation of the process.
Example 1. An example of type b) order 3 matrix representation (with $h=\mathbb{I}$ ) is

$$
\mathbf{D}_{\mathbf{0}}=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 / 2 & 0 \\
0 & 0 & -2
\end{array}\right), \quad \mathbf{D}_{\mathbf{1}}=\left(\begin{array}{ccc}
1 / 10 & 4 / 5 & 1 / 10 \\
1 / 220 & 491 / 990 & -1 / 1980 \\
2 / 5 & 3 / 5 & 1
\end{array}\right)
$$

6.2 Case c): $\delta \Lambda^{n-1}=\{\star, 0, \star\},\left(\Lambda^{n-1} h\right)^{T}=\{\star, \star, 0\}$

The most remarkable feature of case c) is that the Hankel order of the $\mu_{i}=\delta \boldsymbol{\Lambda}^{i} h=\delta_{1} \lambda_{11}^{i} h_{1}$ moments series is one, which means on the one hand that the stationary inter-arrival time is exponentially distributed and on the other hand that the rank of

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\vdots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h \mid \boldsymbol{\Lambda}^{1} h\right]=\left(\begin{array}{cc}
1 & \mu_{1} \\
\mu_{1} & \mu_{2} \\
\vdots & \vdots
\end{array}\right)
$$

is one and the Hankel matrices containing this matrix as a sub-matrix (e.g. $M_{2}$ of case b)) cannot be used to compute higher moments due to rank degradation.
Computing $\gamma_{i j}$ : Consequently we can apply the following rank 2 matrices to compute higher moments. From $\mu_{i}, i \geq 1$ and $\gamma_{11}, \gamma_{21}, \gamma_{12}$ we can compute $\gamma_{i 1} \forall i \geq 3$ using

$$
\left[\begin{array}{l}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2}
\end{array}\right]\left[h\left|\boldsymbol{\Lambda}^{0} \hat{\mathbf{P}} \boldsymbol{\Lambda} h\right| \boldsymbol{\Lambda}^{1} \hat{\mathbf{P}} \boldsymbol{\Lambda} h \mid \cdots\right]=\left(\begin{array}{cccc}
1 & \mu_{1} & \gamma_{11} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{21} & \cdots \\
\mu_{2} & \gamma_{21} & \gamma_{31} & \cdots
\end{array}\right)
$$

and $\gamma_{1 j} \forall j \geq 3$ using

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{1} \\
\vdots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\right]=\left(\begin{array}{ccc}
1 & \mu_{1} & \mu_{2} \\
\mu_{1} & \gamma_{11} & \gamma_{12} \\
\gamma_{11} & \gamma_{12} & \gamma_{13} \\
\vdots & \vdots & \vdots
\end{array}\right) .
$$

From $\mu_{i}, i \geq 1$ and $\gamma_{i 1}, \gamma_{1 j} \forall i, j \geq 1$ we can compute $\gamma_{i j}$, for $\forall i, j \geq 2$ using

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}\right]\left[\hat{\mathbf{P}} \boldsymbol{\Lambda}^{0} h\left|\hat{\mathbf{P}} \boldsymbol{\Lambda}^{1} h\right| \hat{\mathbf{P}} \boldsymbol{\Lambda}^{2} h \mid \cdots\right]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{2} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \cdots \\
\mu_{2} & \gamma_{21} & \gamma_{22} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Computing $\gamma_{i j}^{(2)}$ : From $\mu_{i}, i \geq 1, \gamma_{i j}, i, j \geq 1$, and $\gamma_{11}^{(2)}$ we can compute $\gamma_{1 j}^{(2)}$ for $\forall j \geq 2$ using

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda}^{1} \\
\vdots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\right]=\left(\begin{array}{ccc}
1 & \mu_{1} & \mu_{2} \\
\mu_{1} & \gamma_{11} & \gamma_{12} \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{12}^{(2)} \\
\gamma_{11}^{(2)} & \gamma_{12}^{(2)} & \gamma_{13}^{(2)} \\
\vdots & \vdots & \vdots
\end{array}\right)
$$

and from $\mu_{i}, i \geq 1, \gamma_{i j}, i, j \geq 1$, and $\gamma_{1 j}^{(2)} \forall i \geq 1$ we can compute $\gamma_{i j}^{(2)}$ for $\forall i, j \geq 1$ using

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}\right]\left[h|\hat{\mathbf{P}} \boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda}^{1} h\left|\hat{\mathbf{P}}^{2} \boldsymbol{\Lambda}^{2} h\right| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda}^{3} h \mid \cdots\right]=\left(\begin{array}{cccccc}
1 & \mu_{1} & \mu_{1} & \mu_{2} & \mu_{3} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \gamma_{12}^{(2)} & \gamma_{13}^{(2)} & \cdots \\
\mu_{2} & \gamma_{21} & \gamma_{21}^{(2)} & \gamma_{22}^{(2)} & \gamma_{23}^{(2)} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Computing $\gamma_{i j}^{(k)}$ : Having $\mu_{i}, i \geq 1, \gamma_{i j}, \gamma_{i j}^{(2)} i, j \geq 1$, and $\gamma_{11}^{(3)}$ we can compute $\gamma_{i j}^{(3)}$ for $\forall i, j \geq 1$ in the same way as $\gamma_{i j}^{(2)}$ by replacing $\hat{\mathbf{P}}^{2}$ with $\hat{\mathbf{P}}^{3}$ in the matrices. In a similar manner having $\mu_{i}, i \geq 1, \gamma_{i j}^{(k)} i, j \geq 1$, $k=1,2,3$, and $\gamma_{11}^{(4)}$ we can compute $\gamma_{i j}^{(4)}$ for $\forall i, j \geq 1$.

The higher $\gamma_{11}^{(k)}$ moments $(k \geq 5)$ can be computed from the rank 3 matrix

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2}
\end{array}\right]\left[h|\hat{\mathbf{P}} \boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda} h\left|\hat{\mathbf{P}}^{3} \boldsymbol{\Lambda} h\right| \cdots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{1} & \mu_{1} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \cdots \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \gamma_{11}^{(4)} & \ldots \\
\mu_{1} & \gamma_{11}^{(3)} & \gamma_{11}^{(4)} & \gamma_{11}^{(5)} & \cdots
\end{array}\right)
$$

and the associated $\gamma_{i j}^{(k)} i, j \geq 1$ moments can be computed in the same way as $\gamma_{i j}^{(2)}$.
Up to this point we have computed all double joint moments $\left(E\left(X_{0}^{i} X_{k}^{j}\right) / i!j!=\gamma_{i j}^{(k)}, \forall i, j, k \geq 1\right)$ based on 7 basic moments: $\mu_{1}, \gamma_{11}, \gamma_{21}, \gamma_{12}, \gamma_{11}^{(2)}, \gamma_{11}^{(3)}$ and $\gamma_{11}^{(4)}$.
Computing triple and higher joint moments: Having all double joint moments and $\gamma_{111}^{(11)}$ we can further compute $\gamma_{111}^{(1 j)}$ and $\gamma_{121}^{(1 j)}$ from the rank 3 matrix

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2}
\end{array}\right]\left[h|\hat{\mathbf{P}} \boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda} h \mid \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda} h\right]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{1} & \gamma_{11} \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \gamma_{21} \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \gamma_{111}^{(11)} \\
\mu_{1} & \gamma_{11}^{(3)} & \gamma_{11}^{(4)} & \gamma_{111}^{(21)}
\end{array}\right) .
$$

Having these moments we further compute $\gamma_{i \ell j}^{(11)}$ from the rank 3 matrix

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \mathbf{P}^{2} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}\right][h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}} \boldsymbol{\Lambda} h \mid \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda} h]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{1} & \gamma_{11} \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \gamma_{111}^{(11)} \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \gamma_{111}^{(21)} \\
\gamma_{11} & \gamma_{12} & \gamma_{111}^{(11)} & \gamma_{121}^{(11)} \\
\gamma_{12} & \gamma_{13} & \gamma_{121}^{(11)} & \gamma_{131}^{(11)} \\
\vdots & \vdots & \vdots & \vdots
\end{array}\right) .
$$

Finally, we conclude that the basic moments set of order 3, type c) MAPs/RAPs is composed by 8 moments $\mu_{1}, \gamma_{11}, \gamma_{12}, \gamma_{21}, \gamma_{11}^{(2)}, \gamma_{11}^{(3)}, \gamma_{11}^{(4)}$ and $\gamma_{111}^{(11)}$ and any other higher order moments of the process can be computed based on this basic moments set in the form

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\star
\end{array}\right]\left[h|\hat{\mathbf{P}} \boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda} h \mid \star\right]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{1} & \star \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \star \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \star \\
\star & \star & \star & \bullet
\end{array}\right)
$$

Generating a matrix representation: All the double joint moments series of order 3 type c) MAPs/RAPs can be computed from rank 2 matrices which means that the $\gamma_{1 j}^{(k)} j \geq 0$ and $\gamma_{i 1}^{(k)} i \geq 0$, moments series are
at most order 2 for any $k$. To characterize the order 3 generator of the process we need to use a moments series which is computed from rank 3 matrices. $\gamma_{1 j 1}^{(11)} j \geq 0$ is such a moments series. Taking this moments series we generate a row vector $\alpha$ and a matrix $\overline{\mathbf{E}}$ of size 3 such that $\gamma_{1 j 1}^{(11)}=\alpha \overline{\mathbf{E}}^{j} \mathbb{I}$. With these $\alpha$ and $\overline{\mathbf{E}}$ we have

$$
\left[\begin{array}{c}
\alpha \overline{\mathbf{E}}^{0} \\
\alpha \overline{\mathbf{E}}^{1} \\
\alpha \overline{\mathbf{E}}^{2}
\end{array}\right]\left[\overline{\mathbf{E}}^{0} \mathbb{I}\left|\overline{\mathbf{E}}^{1} \mathbb{I}\right| \overline{\mathbf{E}}^{2} \mathbb{I}\right]=\left(\begin{array}{ccc}
\gamma_{11}^{(2)} & \gamma_{111}^{(11)} & \gamma_{121}^{(11)} \\
\gamma_{111}^{(11)} & \gamma_{121}^{(11)} & \gamma_{131}^{(11)} \\
\gamma_{121}^{(11)} & \gamma_{131}^{(11)} & \gamma_{141}^{(11)}
\end{array}\right),
$$

and

$$
\left[\begin{array}{c}
\alpha \overline{\mathbf{E}}^{0} \\
\alpha \overline{\mathbf{E}}^{1} \\
\alpha \overline{\mathbf{E}}^{2}
\end{array}\right] \overline{\mathbf{P}}\left[\overline{\mathbf{E}}^{0} \mathbb{I}\left|\overline{\mathbf{E}}^{1} \mathbb{I}\right| \overline{\mathbf{E}}^{2} \mathbb{I}\right]=\left(\begin{array}{ccc}
\gamma_{11}^{(3)} & \gamma_{111}^{(21)} & \gamma_{121}^{(21)} \\
\gamma_{111}^{(12)} & \gamma_{1111}^{(111)} & \gamma_{1111)}^{(111)} \\
\gamma_{121}^{(12)} & \gamma_{1211}^{(111)} & \gamma_{1221}^{(111)}
\end{array}\right) .
$$

Due to the fact that the Hankel matrix of the moments series of $\gamma_{1 j 1}^{(11)}$ is rank $3 \overline{\mathbf{P}}$ can be computed as

$$
\overline{\mathbf{P}}=\left[\begin{array}{l}
\alpha \overline{\mathbf{E}}^{0} \\
\alpha \overline{\mathbf{E}}^{1} \\
\alpha \overline{\mathbf{E}}^{2}
\end{array}\right]^{-1}\left(\begin{array}{ccc}
\gamma_{11}^{(3)} & \gamma_{111}^{(21)} & \gamma_{121}^{(21)} \\
\gamma_{111}^{(12)} & \gamma_{11111}^{(111)} & \gamma_{1121}^{(112)} \\
\gamma_{121}^{(12)} & \gamma_{1211}^{(111)} & \gamma_{1221}^{(111)}
\end{array}\right)\left[\overline{\mathbf{E}}^{0} \mathbb{I}\left|\overline{\mathbf{E}}^{1} \mathbb{I}\right| \overline{\mathbf{E}}^{2} \mathbb{I}\right]^{-1}
$$

from which $\overline{\mathbf{D}}_{\mathbf{0}}=-\overline{\mathbf{E}}^{-1}$ and $\overline{\mathbf{D}}_{\mathbf{1}}=\overline{\mathbf{E}}^{-1} \overline{\mathbf{P}}$ is a matrix representation of the process.
Example 2. An example of type c) order 3 Jordan representation is

$$
\delta=(1,0,1 / 5), \quad \boldsymbol{\Lambda}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1 / 2
\end{array}\right), \quad \hat{\mathbf{P}}=\left(\begin{array}{ccc}
1 / 5 & 4 / 5 & 1 / 10 \\
1 / 10 & 9 / 10 & 3 / 10 \\
4 & -4 & 1 / 1
\end{array}\right), \quad h=\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right)
$$

Note that this representation satisfies (5).

### 6.3 Case d): $\delta \Lambda^{n-1}=\{\star, \star, 0\},\left(\Lambda^{n-1} h\right)^{T}=\{\star, \star, 0\}$

Based on the properties of $\delta \boldsymbol{\Lambda}^{n-1}$ and $\boldsymbol{\Lambda}^{n-1} h$ the rank of

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\delta \boldsymbol{\Lambda}^{3} \\
\vdots
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\right]=\left(\begin{array}{ccc}
1 & \mu_{1} & \mu_{2} \\
\mu_{1} & \mu_{2} & \mu_{3} \\
\mu_{2} & \mu_{3} & \mu_{4} \\
\mu_{3} & \mu_{4} & \mu_{5} \\
\vdots & \vdots & \vdots
\end{array}\right)
$$

is 2 and we can compute all $\mu_{i}, i \geq 4$ moments based on $\mu_{1}, \mu_{2}, \mu_{3}$.
Computing $\gamma_{i j}$ : The rank of

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}
\end{array}\right]\left[\boldsymbol{\Lambda}^{0} h\left|\boldsymbol{\Lambda}^{1} h\right| \boldsymbol{\Lambda}^{2} h\left|\boldsymbol{\Lambda}^{3} h\right| \ldots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{2} & \mu_{3} & \cdots \\
\mu_{1} & \mu_{2} & \mu_{3} & \mu_{4} & \cdots \\
\mu_{1} & \gamma_{11} & \gamma_{12} & \gamma_{13} & \cdots
\end{array}\right)
$$

is 2 and we can compute $\gamma_{1 j}$ for $j \geq 2$ from $\mu_{1}, \mu_{2}, \mu_{3}, \ldots$ and $\gamma_{11}$. Similarly, the rank of

$$
\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \boldsymbol{\Lambda}^{1} \\
\delta \boldsymbol{\Lambda}^{2} \\
\vdots
\end{array}\right]\left[h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}} \boldsymbol{\Lambda} h\left|\hat{\mathbf{P}} \boldsymbol{\Lambda}^{2} h\right| \cdots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{1} & \mu_{2} & \cdots \\
\mu_{1} & \mu_{2} & \gamma_{11} & \gamma_{12} & \cdots \\
\mu_{2} & \mu_{3} & \gamma_{21} & \gamma_{22} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

is 2 and we can compute $\gamma_{i j}$ for $i \geq 2$ based on $\mu_{1}, \mu_{2}, \mu_{3}, \ldots$ and $\gamma_{1 j}, j \geq 1$.

Computing $\gamma_{i j}^{(k)}$ : Having, $\gamma_{11}^{(2)}\left(\gamma_{11}^{(3)}\right)$ and repeating exactly the same steps as for computing $\gamma_{1 j}$ results in $\gamma_{i j}^{(2)}\left(\gamma_{i j}^{(3)}\right)$. For the computation of the $\gamma_{i j}^{(k)}$ moments for $k \geq 4$ the $\gamma_{11}^{(k)}$ moment can be obtained from the rank 3 matrix

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2}
\end{array}\right]\left[h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}} \boldsymbol{\Lambda} h\left|\hat{\mathbf{P}}^{2} \boldsymbol{\Lambda} h\right| \ldots\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{1} & \mu_{1} & \cdots \\
\mu_{1} & \mu_{2} & \gamma_{11} & \gamma_{11}^{(2)} & \ldots \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \ldots \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \gamma_{11}^{(4)} & \cdots
\end{array}\right) .
$$

At this point we can compute all $\gamma_{i j}^{(k)}$ moments based on $\mu_{1}, \mu_{2}, \mu_{3}$, and $\gamma_{11}, \gamma_{11}^{(2)}, \gamma_{11}^{(3)}$.
Computing higher moments: Having additionally $\gamma_{111}^{(11)}$ allows us to compute all higher moments in the form

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\star
\end{array}\right][h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}} \boldsymbol{\Lambda} h \mid \star]=\left(\begin{array}{cccc}
1 & \mu_{1} & \mu_{1} & \star \\
\mu_{1} & \mu_{2} & \gamma_{11} & \star \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \star \\
\star & \star & \star & \bullet
\end{array}\right) .
$$

For example the $\gamma_{i m j}^{(k \ell)}$ moments can be computed from

$$
\left[\begin{array}{c}
\delta \\
\delta \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda} \\
\delta \boldsymbol{\Lambda} \hat{\mathbf{P}}^{2}
\end{array}\right]\left[h|\boldsymbol{\Lambda} h| \hat{\mathbf{P}} \boldsymbol{\Lambda} h|\boldsymbol{\Lambda} \hat{\mathbf{P}} \boldsymbol{\Lambda} h| \hat{\mathbf{P}}^{2} \boldsymbol{\Lambda} h\right]=\left(\begin{array}{ccccc}
1 & \mu_{1} & \mu_{1} & \gamma_{11} & \mu_{1} \\
\mu_{1} & \mu_{2} & \gamma_{11} & \gamma_{21} & \gamma_{11} \\
\mu_{1} & \gamma_{11} & \gamma_{11}^{(2)} & \gamma_{111}^{(11)} & \gamma_{11}^{(3)} \\
\gamma_{11} & \gamma_{12} & \gamma_{111}^{(11)} & \gamma_{121}^{(11)} & \gamma_{111}^{(12)} \\
\mu_{1} & \gamma_{11}^{(2)} & \gamma_{11}^{(3)} & \gamma_{111}^{(21)} & \gamma_{11}^{(4)}
\end{array}\right) .
$$

We conclude that a basic moments set of order 3 type d) MAPs/RAPs is composed by 7 moments $\mu_{1}, \mu_{2}, \mu_{3}, \gamma_{11}, \gamma_{11}^{(2)}, \gamma_{11}^{(3)}$ and $\gamma_{111}^{(11)}$ and any other moments of the process can be computed base on this basic moments set.
Generating a matrix representation: Similar to case c) the $\gamma_{i j}^{(k)}$ moments series are all obtained from rank 2 matrices. The first rank 3 moments series is $\gamma_{1 i 1}^{(11)}, i \geq 0$. Based on this moments series we can generate a $\overline{\mathbf{D}}_{\mathbf{0}}, \overline{\mathbf{D}}_{\mathbf{1}}$ matrix representation following exactly the same steps as in case c ).

Example 3. An example of type d) order 3 MAP is

$$
\mathbf{D}_{\mathbf{0}}=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -3 / 5 & 1 / 10 \\
0 & 1 / 15 & -17 / 30
\end{array}\right), \quad \mathbf{D}_{\mathbf{1}}=\left(\begin{array}{ccc}
1 / 5 & 18 / 25 & 2 / 25 \\
1 / 9 & 1 / 3 & 1 / 18 \\
0 & 2 / 45 & 41 / 90
\end{array}\right)
$$

### 6.4 Summary of order 3 MAP/RAP cases

| Case | a) | b) | c) | d) |
| :---: | :---: | :---: | :---: | :---: |
| $\delta \boldsymbol{\Lambda}^{n-1}$ | $\{\star, \star, \star\}$ | $\{\star, \star, 0\}$ | $\{\star, 0, \star\}$ | $\{\star, \star, 0\}$ |
| $\left(\boldsymbol{\Lambda}^{n-1} h\right)^{T}$ | $\{\star, \star, \star\}$ | $\{\star, \star, \star\}$ | $\{\star, \star, 0\}$ | $\{\star, \star, 0\}$ |
| number of param. | 9 | 8 | 8 | 7 |
| $\mathrm{HO}\left(\underline{\mu_{i}}\right)$ | 3 | 2 | 1 | 2 |
| $\left(\mathrm{HO}\left(\underline{\gamma_{i 1}^{(1)}}\right), \mathrm{HO}\left(\underline{\gamma_{1 i}^{(1)}}\right)\right)$ | $(3,3)$ | $(2,3)$ | $(2,2)$ | $(2,2)$ |
| $\mathrm{HO}\left(\underline{\gamma_{1 i 1}^{(11)}}\right)$ | 3 | 3 | 3 | 3 |
| required information | lag-1 joint mom. | lag-2 joint mom. | triple joint mom. | triple joint mom. |
| basic moments set | $\mu_{1}, \ldots, \mu_{5}$, | $\mu_{1}, \mu_{2}, \mu_{3}$, | $\mu_{1}, \gamma_{11}, \gamma_{12}, \gamma_{21}$, | $\mu_{1}, \mu_{2}, \mu_{3}$, |
|  | $\gamma_{11}, \gamma_{12}, \gamma_{21}, \gamma_{22}$ | $\gamma_{11}, \gamma_{12}, \gamma_{13}, \gamma_{11}^{(2)}, \gamma_{12}^{(2)}$ | $\gamma_{11}^{(2)}, \gamma_{11}^{(3)}, \gamma_{11}^{(4)}, \gamma_{111}^{(11)}$ | $\gamma_{11}, \gamma_{11}^{(2)}, \gamma_{11}^{(3)}, \gamma_{111}^{(11)}$ |

## 7 Higher order MAPs/RAPs

Due to the low order of the above studied processes several peculiar properties do not show up in the previous section. The complexity of the higher order cases seems to be inconceivable, but our main message that the zero structure of the $\underline{u}$ and $\underline{v}$ type vectors characterizes the properties of moments series remains valid also for higher order processes.

In lack of general roles, we only demonstrate one of the peculiar features. We present a MAP/RAP of
size 7 (if ${ }^{\wedge}$. stands for a single matrix element) with a special structure which cannot be characterized based on triple joint moments (or equivalently based on triple joint density of inter-arrival times), but requires the knowledge of higher-tuple moments (or joint density function). The Jordan representation of this MAP/RAP is $(\delta, \boldsymbol{\Lambda}, \hat{\mathbf{P}}, h)$, where $\delta=\{\star, \star, 0,0,0,0, \ldots\}$,

$$
\boldsymbol{\Lambda}=\left[\begin{array}{cccccccc}
\lambda_{1} & 1 & & & & & \\
& \lambda_{1} & & & & & \\
& & \lambda_{2} & 1 & & & \\
& & & \lambda_{2} & & & \\
& & & & \lambda_{3} & 1 & \\
& & & & & \lambda_{3} & \\
& & & & & & \ddots
\end{array}\right], \hat{\mathbf{P}}=\left[\begin{array}{ccccccc}
\star & \star & \star & & & & \\
\star & \star & \star & & & & \\
\star & \star & \star & & & & \\
& & & \star & \star & & \\
& & & \star & \star & & \\
& & & & \star & \star \\
& & & & & \star & \ddots
\end{array}\right], h=\left[\begin{array}{c}
1 \\
1 \\
1 \\
1 \\
1 \\
\vdots
\end{array}\right] .
$$

The Hankel orders of the moments series of this MAP/RAP (without the presence of random zeros) are as follows, $\mathrm{HO}\left(\underline{\mu_{i}}\right)=2, \mathrm{HO}\left(\underline{\gamma_{1 i}^{(1)}}\right)=3, \mathrm{HO}\left(\underline{\gamma_{11 i}^{(11)}}\right)=5, \mathrm{HO}\left(\underline{\gamma_{111 i}^{(111)}}\right)=7$. If $\ddots$. stands for the extension of the given structure to larger size then the Hankel order of all $k$-tuple moments series is less than or equal to $2 k-1$. Consequently, if the size of the representation is $9(k=5)$, then only the 5 -tuple moments series indicates the order of the MAP/RAP and all lower-tuple moments series have lower Hankel orders.

## 8 ETAQA approximation of the output process of a $\mathrm{M} / \mathrm{PH} / 1$ queue

One of the cases when redundant MAP or RAP arises in applications is the ETAQA approximation of the output process of various queueing models [[7]]. The ETAQA approximation of the output process of a $\mathrm{M} / \mathrm{PH} / 1$ queue with arrival rate 1 , service time $\operatorname{PH}(\tau, \mathbf{T})$ with $\tau=\{0.5,0.5\}, \mathbf{T}=\left(\begin{array}{cc}-16 & 3 \\ 0 & -5\end{array}\right)$ results in the following MAP

$$
\mathbf{D}_{\mathbf{0}}=\left(\begin{array}{cccccc}
-1 & 0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & -17 & 3 & 1 & 0 \\
0 & 0 & 0 & -6 & 0 & 1 \\
0 & 0 & 0 & 0 & -16 & 3 \\
0 & 0 & 0 & 0 & 0 & -5
\end{array}\right), \quad \mathbf{D}_{\mathbf{1}}=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
6.5 & 6.5 & 0 & 0 & 0 & 0 \\
2.5 & 2.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 6 & 6 & 0.5 & 0.5 \\
0 & 0 & 2 & 2 & 0.5 & 0.5
\end{array}\right) .
$$

The Hankel order of the moments series of this MAP are $\operatorname{HO}\left(\underline{\mu_{i}}\right)=3, \operatorname{HO}\left(\underline{\gamma_{i 1}^{(1)}}\right)=5, \operatorname{HO}\left(\underline{\gamma_{1 i}^{(1)}}\right)=3$, $\mathrm{HO}\left(\underline{\gamma_{111}^{(11)}}\right)=5, \mathrm{HO}\left(\underline{\gamma_{1 i 1}^{(11)}}\right)=5, \mathrm{HO}\left(\underline{\gamma_{11 i}^{(11)}}\right)=3$, and all higher moments series are order 5 or less. All joint moments of this process can be obtained from 23 independent moments, which are, e.g., $r_{1}, \ldots, r_{5}$, $\gamma_{11}^{(1)}, \ldots, \gamma_{51}^{(1)}, \gamma_{12}^{(1)}, \ldots, \gamma_{52}^{(1)}, \gamma_{11}^{(2)}, \ldots, \gamma_{41}^{(2)}, \gamma_{12}^{(2)}, \ldots, \gamma_{42}^{(2)}$.
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[^0]:    ${ }^{1}$ To avoid pathological cases in this section we exclude the rank degradation due to random zeros.

