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I, perquè aix́ı consti i tingui els efectes oportuns, signem aquest document.

Girona, Abril de 2014

Dr. Pere Ridao

Dr. David Ribas





στους γονείς μου

και στην Τάλι





Acknowledgments

Although this thesis is a monograph, many people have helped and influenced

me from the beginning of this graduate journey, either directly or indirectly.

The endless support from my family, friends, colleagues, and advisors made

me feel blessed for being surrounded by such generous and patient people.

No words can truly express my gratitude to them.

First, I express my gratitude and love to my parents and my sister for

their unconditional support, despite me being so far away for so many years,

and visiting less often than I would like. My special gratitude goes to Tali

who gave an unexpected meaning to this journey and to my life.

I would like then to thank Rich that convinced me (for a while) that I was

not too old for graduate studies and encouraged me to start this adventure.

Despite being far and extremely busy, he was always available for discussion

when things were unclear or blurry for me. In addition, my involvement with

his projects in exotic locations around the world was a great break from the

lab (I can finally admit it).

It wouldn’t have been possible to complete this thesis without the constant

encouragement and advice from Pere, to whom I am grateful. He believed

in me (more than I did) and I still cannot realize how he managed to be so

patient with me. Big thanks also to David for the countless hours explaining

Kalman Filters and SLAM, but also for the fun we had when designing robots.

I was very fortune to have the best combination of advisors that I could have

imagined.

I would like to thank all of my lab mates for the pleasant work environment

and their help whenever I asked for it and in whatever form: Marc, Emili,
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Synopsis

This thesis presents the development of a localization and mapping algorithm

for an autonomous underwater vehicle (AUV). It is based on probabilistic scan

matching of raw sonar scans within a pose-based simultaneous localization

and mapping (SLAM) framework.

To address the motion-induced distortions affecting the generation of full

sector scans, an extended Kalman filter (EKF) is used to estimate the robot

motion during that scan. The filter uses a constant velocity model with

acceleration noise for motion prediction. Velocities from Doppler velocity

log (DVL) and heading measurements from attitude and heading reference

system (AHRS) are fed asynchronously and update the state. The scan is

undistorted by compounding the relative robot position in the scan, with

the range and bearing measurements of the beams gathered by the sonar.

Assuming Gaussian noise, the algorithm is able to estimate the uncertainty

of the sonar measurements with respect to a frame located at the center of

the scan.

For estimating the global trajectory of the vehicle, a second filter, an

augmented state EKF (ASEKF), stores the pose of the vehicle where each

full scan was completed. Each new full scan is cross registered with all

the previous scans that are in a certain range and a modified probabilistic

iterative correspondence (pIC) algorithm is applied. This technique has a

twofold effect: first, we obtain a better estimate of the vehicle’s displacement

that is then used to update the ASEKF, and second, loop-closing events are

updated automatically and simultaneously. In addition, we present a closed

form method for estimating the uncertainty of the scan matching result.

The proposed method is well suited for confined environments including

xxix



xxx Contents

but not limited to: geological folds, boulder areas, caves, man-made walls

and structures, where a horizontal scanning sonar can constantly detect and

distinguish its surroundings over most of the vehicle’s trajectory.

The method was tested with three real-world datasets: one obtained in

an abandoned marina during an engineering test mission, and two additional

ones in the natural environment of underwater cavern systems. In the marina

dataset, the results show the quality of our algorithm by comparing it to the

ground truth from a global positioning system (GPS) receiver and to other

previously published algorithms. For the cavern datasets, the results are

compared against fixed ground truth points that the vehicle visits twice along

the trajectory it travels. In all the experiments the trajectory correction is

notable and the unoptimized algorithm execution time is much faster than

the experiment time, indicating the potential of the algorithm for real-time

on-board AUV operation.



Resum

Aquesta tesis presenta el desenvolupament d’un algoritme de localització

i mapeig per un vehicle submaŕı autònom (AUV). L’algoritme es basa en

tècniques probabiĺıstiques de scan matching utilitzant scans de sonar dins un

sistema de localització i construcció simultània de mapes (SLAM) basat en

posició.

S’utilitza un filtre de Kalman extès (EKF) per estimar el moviment del

robot durant l’adquisició de l’scan i aix́ı solucionar les distorsions causades pel

moviment al llarg de l’adquisició d’un scan complet. Aquest filtre utilitza un

model de velocitat constant amb l’acceleració com a soroll per predir el movi-

ment. Velocitats provinents d’un Doppler velocity log (DVL) i mesures d’una

unitat d’orientació s’introdueixen al filtre aśıncronament per tal d’actualitzar

l’estat. La distorsió de l’scan s’elimina gràcies a la composició de la posició

relativa del robot dins l’scan amb les mesures de rang i la orientació dels

feixos del sónar. Assumint un soroll Gaussià, l’algoritme és capaç d’estimar

la incertesa de les mesures del sónar respecte a un sistema de coordenades

situat al centre de l’scan.

Per estimar la trajectòria global del vehicle, un segon filtre, en aquest

cas un EKF d’estat augmentat (ASEKF), guarda la posició del vehicle on es

finalitza l’adquisició de cada scan complet. Cada nou scan es registra amb tots

els scans previs localitzats dins un rang determinat i s’aplica una modificació

de l’algoritme probabilistic iterative correspondence (pIC). Aquesta tècnica

té dos propòsits: primer, obtenir una millor estimació del desplaçament del

vehicle que posteriorment s’utilitzarà per actualitzar l’estat del ASEKF, i

segon, actualitzar automàticament i simultàniament events de tancament

de bucles. A més a més, es presenta un mètode de formulació tancada per
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estimar la incertesa del resultat de l’scan matching. El mètode proposat és

adequat per entorns confinats, com per exemple: plecs geològics, zones rocoses,

coves, parets artificials i estructures on un sonar d’escaneig horitzontal pugui

constantment detectar i distingir el seu voltant al llarg de la major part de la

trajectòria del vehicle.

El mètode s’ha provat en tres datasets adquirits en entorns reals: un

obtingut en una marina abonadonada i dos més en l’entorn natural d’un

sistema de coves submaŕı. Els resultats presentats pel dataset de la marina

demostren la qualitat de l’algoritme comparant-lo amb mesures d’un sistema

de posicionament global (GPS) i amb dos algoritmes prèviament publicats.

Pel què fa els datasets de la cova, els resultats es comparen amb punts de

referència coneguts i fixes que el vehicle revisita al llarg de la trajectòria.

En tots els experiments la correcció de la trajectòria és notable i el temps

d’execució de l’algoritme és molt més ràpid que el temps de l’experiment,

indicant aix́ı el potencial de l’algoritme per operar en temps real des d’un

AUV.



Resumen

Esta tesis presenta el desarrollo de un algoritmo de localización y mapeo

para un vehiculo submarino autónomo (AUV). El algoritmo se basa en

técnicas probabiĺısticas de scan matching utilizando scans de sónar dentro un

sistema de localización y construcción simultánea de mapas (SLAM) basado

en posición.

Se utiliza un filtro de Kalman extendido (EKF) para estimar el movimiento

del robot durante la adquisición del scan y aśı solucionar las distorsiones

causadas por al movimiento a lo largo de la adquisición de un scan completo.

Este filtro utiliza un modelo de velocidad constante con la acceleraćıon como

ruido para predir el movimiento. Velocidades provinientes de un Doppler

velocity log (DVL) y medidas de un sistema de orientación se introducen al

filtro aśıncronamente para actualizar el estado. La distorsión del scan se

elimina gracias a la composición de la posición relativa del robot dentro del

scan con las medidas de rango y orientación de los haces del sónar. Asumiendo

un ruido Gaussiano, el algortimo es capaz de estimar la incertidumbre de las

medidas del sónar respecto a un sistema de coordenadas situado en el centro

del scan.

Para estimar la trayectoria global del veh́ıculo, un segundo filtro, en

este caso un EKF de estado augmentado (ASEKF), guarda la posición del

veh́ıculo dónde finaliza la adquisición de cada scan completo. Cada nuevo

scan se registra con todos los scans previos localizados dentro de un rango

determinado y se aplica una modificación del algoritmo probabilistic iterative

correspondence (pIC). Esta técnica tiene dos propósitos: primero, obtener

una mejor estimación del desplazamiento del veh́ıculo que posteriormente

es utilizada para actualizar el estado del ASEKF, y segundo, actualizar
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automáticamente y simultáneamente eventos de cierre de bucles. Además, se

presenta un método de formulación cerrada para estimar la incertidumbre del

resultado del scan matching. El método propuesto es adecuado para entornos

confinados, como por ejemplo: pliegues geológicos, zonas rocosas, cuevas,

paredes artificiales y estructuras donde un sónar de escaneo horizontal pueda

constantemente detectar y distinguir su alrededor a lo largo de la mayor parte

de la trayectoria del veh́ıculo.

El método se ha probado con tres datasets adquiridos en entornos reales:

uno obtenido en una marina abandonada y dos más en el entorno natural

de un sistema de cuevas submarinas. Los resultados presentados para el

dataset de la marina demuestran la calidad del algoritmo comparandolo con

medidas de un sistema de posicionamiento global (GPS) y con dos algoritmos

previamente publicados. Respecto a los datasets de la cueva, los resultados se

comparan con puntos de referencia conocidos y fijos que el veh́ıculo re-visita

a lo largo de la trayectoria. En todos los experimentos la corrección de la

trayectoria es notable y el tiempo de ejecución del algoritmo es mucho más

rápido que el tiempo del experimento, indicando por lo tanto el potencial del

algoritmo para operar en tiempo real desde un AUV.



Chapter 1

Introduction

Over the last couple of decades, interest in underwater research has increased,

particular for deep water. This is not surprising as the largest percentage of

our planet is covered with water, the oceans greatly influence earth’s climate

system, and with an equivalent percentage of planet’s natural resources

underwater, oceans have a great social importance. While most of the

mainland has been explored and the majority of natural resource deposits have

been identified, the oceans hold most of their secrets deep inside. Although

deep water is an environment as hostile for humans as are the Moon and

Mars, it seems that we know more about the latter than we do about our

oceans. The main reason can be traced back to the fundamental properties

of the water; it provides a poor medium for the propagation and penetration

of electromagnetic frequencies, which significantly constrains remote sensing

techniques (Medwin and Clay, 1998).

The advance of underwater vehicle technology in the recent years has open

the road to scientists for regularly reach the sea floor down to 6,000 meters,

and has enabled the research of approximately 98% of the world’s ocean floor

or 70% of the Earth’s surface (Emig and Geistdoerfer, 2004; Gage and Tyler,

1991). However, only 5% of the underwater domain can be consider explored

(NOAA, 2013).

1
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1.1 Autonomous Underwater Vehicle Appli-

cations

Recently, unmanned underwater vehicles (UUVs) have become the standard

tool for the exploration, inspection and intervention in both oceans and inland

waters. The development of remotely operated vehicles (ROVs) during the

1980s had a huge impact in various application areas. In the oceanographic

field for instance, ROVs have reduced the need for manned submersibles,

allowing for a safer observation of continuous operations from a few hours to

over a number of days. Moreover, in the industrial world, these robots play

an important role for the inspection and construction of submerged structures

(cables, pipes, dams, offshore platforms, etc.), allowing intervention as well as

rescue operations. However, nothing comes without a price. The tether cable

imposes important limitations such as the need for a large and expensive

support ship and restrictions on the work area, which increase the cost and

difficulty of the operations.

These limitations triggered research into a new generation of autonomous

underwater vehicles (AUVs) that eliminate the physical connection with

surface vessels. Most of these vehicles are prototypes developed by research

centers and relatively few of them are currently commercially available but is a

rapidly growth industry (Douglas-Westwood, 2012). AUVs have been initially

developed for collecting data and samples in addition to inspection capabilities.

Pushing the technology forward, a new class of vehicles has emerged very

recently from leading research institutions: the intervention autonomous

underwater vehicle (I-AUV) (Ribas et al., 2012). Equipped with manipulators

they embody the idea of a future substitute for the expensive ROV operations

in routine manipulation tasks. They are designed to be operated very close

to the seabed or in close proximity to industrial structures such as those used

by the offshore industry, which means that precise localization is more than

crucial for them.

As explained in Davis (1996), several potential AUV applications are

being investigated by various organizations around the world: environmental

monitoring, oceanographic research, and maintenance/monitoring of under-
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water structures are just a few examples. AUVs are attractive for use in

these areas because of their size and their non-reliance on continuous human

attendance. Moreover, in confined environments such as under ice (Kunz

et al., 2009), AUVs perform better than typical ROVs as the danger of the

umbilical entanglement is removed. Given the potential applications and ad-

vantages of AUVs, it is no wonder that academic, oceanographic institutions

and commercial organizations around the world are investing and using them

as research platforms.

The development of AUVs has offered numerous advantages, but has

also presented new challenges. Free from the burden of an umbilical cable

connecting them to the support ship, they are a quantum leap from widely

used ROVs providing a stable platform for the new high resolution scientific

sensors. Advances in battery systems and in low power sensors have made

it possible to extend the endurance of an AUV to several weeks underwater

and the distances traveled to the tens of kilometers (Schofield et al., 2007).

1.2 Motivation

Despite the recent advances in AUV navigation techniques, reliably localizing

the vehicle in unstructured and unconstrained areas is still a challenging

problem. As an example, in most of the cases, AUVs have to survey large

areas unattended and to ensure desirable coverage. To achieve the best possible

navigation accuracy, a set of transponders are deployed in the nearby area but

with the disadvantages of consuming expensive ship time and complicating

operations. Without any external infrastructure providing absolute position

measurements, an AUV’s trajectory is prone to drift over time at a rate of

0.1 - 1% of traveled distance, depending on the quality of the sensors employed

(Kinsey et al., 2006). For this reason, the majority of AUV operations are

performed in open water where the seafloor is relatively even and there are

limited obstacles or constraints. Open water also provides a safe space for

the vehicle’s drift.

Nevertheless, in a plethora of potential applications in confined environ-

ments that are currently served either by ROVs, divers, or not served at all,
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AUVs can provide a cost effective and safe alternative in the near future.

Offshore oil platforms are underwater structured environments where rou-

tine inspection and maintenance is performed by ROVs or divers, depending

on the depth and complexity. As oil platforms are being constructed in

increasingly deep waters, more efficient solutions are needed. Recent research

projects have been focusing on this area and demonstrating AUV’s poten-

tial to automate tasks such as structures inspection or basic intervention

of valve handling (Evans et al., 2003; Marani et al., 2009; Carrera et al.,

2013). Although safely navigating an AUV in close proximity to such an

environment is a challenge, the structures (pipes, colons, etc) can be rela-

tively easily perceived by AUV sensors, which provide valuable information

for environmental interpretation. Moreover, the infrastructure itself can be

equipped with acoustic and visual features that allow the AUV to identify

them and navigate in relation to them.

However, far from man-made structures, in the natural underwater en-

vironment autonomous navigation becomes more complicated. Geological

formations (e.g., faults, canyon walls, hydrothermal vents) are highly un-

structured and do not resemble any geometrical shape that an algorithm can

recognize and around which an AUV can safely navigate. For that reason,

close proximity surveys in those areas are performed by ROVs and if AUVs

are used, they conduct their survey from a relatively long distance that fa-

cilitates obstacle avoidance, sacrificing detailed mapping or any intervention

capability.

Moving to more complex environments, underwater caves are the ultimate

exploration areas. Umbilical entanglement is the main factor that prevents

ROVs to enter cave systems and divers remain the dominant explorers for

these areas. Portable survey systems allow for accurate mapping (am Ende,

2001), however the limited autonomy of the divers, and the complexity and

the size of the caves that can be few kilometers long with multiple pathways,

make surveys very difficult to organize and require that they last several

weeks over repeated periods (Farr, 1991). Unfortunately, the higher cost is on

human life. As cave divers push the boundaries trying to unveil places where

no one has ever been before, many have lost their life making cave diving one



1.3 Objectives 5

of the highest risk activities (Fock, 2013).

Further from the industrial or exploration fields, AUVs can potentially

also have a social impact. During or following a shipwreck, an inspection is

almost always needed to detect hydrocarbon leaks, block or drain them if

possible, and most importantly, to search for and recover victims. In shallow

waters, these tasks are performed by divers with a risk similar to cave diving,

and in deeper water ROVs are used for inspecting the wreck from outside

because the umbilical prohibits any penetration. A small AUV capable of

navigating inside the wreck would be able to provide valuable information fast,

regardless of the depth, while removing any human risk. The possibility that

such an operation can save lives should not be neglected, as was demonstrated

recently when a survivor rescued by a diving team from a capsized tug vessel

after having spend three days at 30meters depth (BBC News, 2013).

With the problem of navigating AUVs in open waters near to a general

accepted solution, research efforts are being focused on more complex environ-

ments such as man-made structures (Ridao et al., 2014) and Arctic regions

(Stone et al., 2010), which are being primarily driven by the energy industry.

An AUV capable of safe navigation in complex with physical restrictions

environments will be an invaluable tool in industry, science, and society.

1.3 Objectives

Navigating an AUV in complex and confined environments combine a handful

of robotics research fields. The vehicle should:

• meaningfully interpret the data from its on-board sensors,

• build the map of the area in which it operates,

• be able to localize itself on that map,

• be aware and avoid of any obstacles around or on its way and finally,

• based on all the previous information, plan accordingly its path to the

goal.
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The fundamental steps in autonomous navigation are localization and

mapping. The objective of this thesis is focusing on:

The development of a localization and mapping technique for an au-

tonomous underwater vehicle that navigates in confined and possibly unstruc-

tured environments, using a mechanically scanned imaging sonar as principal

perception sensor.

The last couple of decades have shown very promising results from a

number of studies in mobile robotics, during which techniques had developed

to address the localization problem without external aid. In particular, the

so-called simultaneous localization and mapping (SLAM) techniques have

been broadly and successfully applied to indoor and outdoor environments

(Bailey and Durrant-Whyte, 2006). Underwater SLAM for AUVs can be

classified, from the sensors’ vantage point, in two main categories: vision and

sonar based SLAM. Underwater vision, in the best conditions, is restricted

to a few meters from the vehicle but it is normally rich in information and

of very good resolution. On the other hand, sonar has the ability of long

distance penetration, even in turbulent waters, but with the downside of

sparse and noisy readings. In both cases, due to the physical properties of

the media, the unstructured and hostile environment, and the poor quality of

the data gathered with a conventional sensor suite, underwater SLAM is still

very challenging. For this reason, when compared with land robotics, very

few underwater SLAM algorithms working with real data have been reported

in the literature (see section 2.2).

This thesis is a contribution in that area, proposing a pose-based algorithm

to solve the full SLAM problem of an AUV navigating in a confined, unknown

and possibly unstructured environment. For the purpose of this work, we

define as confined underwater environment the one that has structures (natural

or not) where a horizontal scanning sonar can constantly detect and distinguish

from the surroundings for the most time of the vehicle’s trajectory. This can

include but not restricted to: geological folds, boulders area, inside caves,

man-made walls and structures.
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The proposed method first estimates the local path traveled by the robot

while forming the acoustic image (scan) with range data coming from a

mechanically scanned imaging sonar (MSIS), taking into account the robot

dead-reckoning (DR) displacements estimated from Doppler velocity log

(DVL) and motion reference unit (MRU) sensors. This provides position

estimates for correcting the distortions that the vehicle motion produces in the

scans. Secondly, consecutive scans are cross-registered using a probabilistic

scan matching technique for estimating the displacements of the vehicle,

including the uncertainty of the scan matching result. Finally, an augmented

state EKF (ASEKF) estimates and keeps the registered scans poses. The

raw data from the sensors are processed and fused in-line without any prior

structural information or initial pose to be considered.

1.4 Thesis outline

The contents of this thesis are divided into the following chapters.

Chapter 2 presents a survey of current conventional underwater localization

techniques and the state-of-the-art on SLAM algorithms with a focus

on the underwater domain.

Chapter 3 discusses errors that a moving vehicle introduces to a scan image

that is formed by a mechanically scanned imaging sonar. It presents an

algorithm that tracks the vehicle position for each individual beam and

at the end of a scan sector, reconstructs the corrected scan, referenced

in a position of interest.

Chapter 4 provides the categories of scan matching algorithms and the

major contributions.

Chapter 5 explains the probabilistic scan matching algorithm that used

in this thesis and also presents a closed-form formulation of the scan

matching uncertainty.

Chapter 6 presents the main augmented state EKF in a simultaneous local-

ization and mapping framework tailored for the underwater domain.
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Chapter 7 describes the autonomous underwater vehicles that were used

during the experiments, the datasets and the results of three real world

experiments: One in the man-made environment of a marina, and two

in the natural environment of underwater cave systems.

Chapter 8 is a discussion about this work and future research areas and

opportunities.



Chapter 2

State of the art

Underwater navigation is one of the most significant challenges for AUVs.

In other words, it is very difficult to determine the vehicle’s position within

its environment to enable it to take the correct actions leading to the vehi-

cle successfully accomplishing its mission. The ideal robot should localize

itself in the environment using its own sensors without the aid of external

infrastructure in much the same way that living beings do.

This thesis focuses on to this problem in the underwater domain and,

as mentioned in the objectives (section 1.3), this work combines two main

research areas: probabilistic scan matching in a SLAM framework.

This chapter, first briefly presents the conventional underwater localization

techniques that are commonly employed in real life operations and surveys,

and the main drawbacks behind these techniques: the need for external aid

in keeping navigational errors bounded. Then, an overview is following of the

most relevant SLAM algorithms that try to address this problem. In addition

to publications that introduce fundamental theoretical background, we will

focus on publications present field-tested techniques, especially when they

have been applied in underwater environments.

9
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2.1 Conventional techniques for underwater

localization

Traditionally, the problem of underwater localization has been addressed

in various ways, none of which are fully adequate. From the early years

of underwater vehicles, depth, altitude, heading, and attitude have been

estimated with high bandwidth and accurate internal sensors but horizontal

(x, y) positioning lacks such a sensor. To fill the gap, a number of techniques

have been proposed over the years and the most conventional techniques for

real operations are presented below.

Dead-reckoning based on inertial navigation system (INS) and DVL is a

common means of obtaining motion information by measuring accelerations

and/or velocities with respect to the seafloor. Position can be estimated

by integration but is subject to unbounded growth in error. The positional

error growths with time makes their use impractical as standalone sensors

for long-term navigation (Kuritsky and Goldstein, 1990). One way to avoid

this problem, is for the vehicle to surface from time to time and obtain

navigation updates from a global positioning system (GPS) receiver. Glider

type AUVs are an example of vehicles utilizing this technique that simplifies

their navigation estimation. However, this strategy is not adequate for the

majority of AUV applications, such as the ones that require continuous high

precision navigation (e.g., bathymetric or photo-mosaic surveys). Moreover,

as the application depth increases, the energy efficient decreases with the

amount of time the vehicle needs for ascending to acquire GPS signals and

descending to continue the survey.

To achieve the best possible navigation accuracy for long term underwater

positioning, a common technique is to deploy a set of acoustic transceivers in

the area of interest. The transceivers forms a long base line (LBL), and the

vehicle’s position can be estimated with the accuracy of a few centimeters

through acoustic trilateration and fusion of the dead-reckoning information

(Bingham et al., 2010). The disadvantage of such a technique is that the

deployment, calibration, and recovery of the transponders consumes costly
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Figure 2.1: Typical configurations for AUV localization using LBL, SBL and
USBL (Ribas et al., 2008).

ship time and complicates operations that span a relatively small area of

coverage. Alternatively, the acoustic transceivers can be installed on the

support ship in a way that forms a short base line (SBL) or an ultra short

baseline (USBL) (Fig. 2.1). In this case, the disadvantages are the reduced

precision (meter scale) and the fact that the support ship must always be

following the vehicle to ensure that it remains within the system’s acoustic

cone, preventing it from conducting other research during AUV operations

(Milne, 1983).

For these reasons, researchers are focusing on other ways to achieve

localization of an AUV without the need of external hardware. Map matching

techniques use information from on board sensors to provide ground-fixed,

feature-relative localization given an a priori map of the environment (Nygren,

2005; Fairfield and Wettergreen, 2008; Carreno et al., 2010). Variants of this

method have been proposed for gravitational anomaly and magnetic field

maps but no operational system has been reported yet (Tyren, 1982; Tuoy

et al., 1993; Zhang et al., 2004). Unfortunately, a proper a priori map is not

usually available for the areas of interest and its production requires extra

survey time which can significantly increase the operations budget.
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In this section, the conventional operational underwater localization tech-

niques have been briefly presented. For extensive reviews on underwater

localization methods, the papers from Stutters et al. (2008) and Kinsey et al.

(2006) are highly recommended.

2.2 Simultaneous localization and mapping

A fundamental preconditions for truly autonomous navigation are localization

and mapping. With localization, the robot can estimate its position and

navigate with respect to an environment; and with mapping, this environment

is determined and is the basis for further autonomous behavior such as ob-

stacle avoidance and path planning. Compounding consecutive displacement

estimations from scan matching algorithms results in an improved trajectory

estimate over than of dead-reckoning, but it still provides no means of bound-

ing the position uncertainty over time. If the robot could recognize areas that

it has already visited, estimate the error difference from the last visit, and

propagate this estimation through out the trajectory history (loop-closure),

the error could be bounded. The technique that allows a robot to estimate

its position on a map while simultaneously building that map, and using

it to refine its position estimate, is known as simultaneous localization and

mapping (SLAM).

However, some drawbacks make it very difficult to implement SLAM in

real time with the limited resources of a robot. The first drawbacks are

consistency over a long-term operation and the computational cost that

increases with each observation. Stored information is increasing rapidly as

the robot moves and the required real time computational power can overcome

the robot’s processing power. Another major challenge is the data association

problem or how to determine the correspondences between the observed data

and the quantities to be estimated. As a consequence the identification of

loop-closure events, which is a fundamental part of SLAM, is a hard problem

and prone to errors.

In the last two decades, many researchers have worked towards addressing

those problems. Their most notable efforts are presented below.
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2.2.1 The SLAM problem

From the theoretical point of view, the SLAM problem was first addressed

in a probabilistic framework in the early 1990’s with the seminal work from

Smith et al. (1990). Since then, a significant amount of research has been

conducted and a number of algorithms have been proposed to formulate and

solve the problem with notable achievements mostly in land mobile robotics,

see Durrant-Whyte and Bailey (2006) and Bailey and Durrant-Whyte (2006)

for a comprehensive review.

SLAM relies on filtering algorithms which merge the noisy sensor mea-

surements with information from a kinematic or a dynamic motion model

of the system. Filtering algorithms commonly used for SLAM can be sep-

arated into Gaussian filters, such as extended Kalman filters (EKFs) or

extended infomation filters (EIFs), and non-parametric filters such as particle

filters (PFs).

The popular formulation of EKF-SLAM from Smith et al. (1990) has

been used in many existing works (Tardós et al., 2002; Leonard and Newman,

2003; Ribas et al., 2008; Piniés et al., 2010). However, its limitations are well

known because computational costs increase quadratically with the number

of features (Thrun et al., 2005).

Other approaches that allow for constant time updates have been pro-

posed based on the observation that many of the off-diagonal elements in

the information matrix of the EKF-SLAM are near zero when properly nor-

malized (Paskin, 2003; Thrun et al., 2004; Eustice et al., 2005; Frese, 2006).

Recently, computationally efficient solutions have been proposed including

the incremental smoothing and mapping (iSAM2) (Kaess et al., 2012; Ni and

Dellaert, 2010), and the tectonic SAM2 (TSAM2) (Ni and Dellaert, 2010).

The SLAM problem has also been formulated for non-Gaussian proba-

bility distributions using particle filters (Burgard et al., 1996; Thrun, 2001;

Montemerlo et al., 2002; Eliazar and Parr, 2004; Grisetti et al., 2007; Fairfield

et al., 2007). This technique uses a finite number of possible positions for the

robot to represent the uncertainty distribution. The greater the number of

particles, the better the description of the uncertainty. However, this produces
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a growth in computational complexity and careful memory management is

needed for efficient implementation.

Another method for reducing the computational burden is to split the full

map into a series of manageable independent sub-maps. In this approach each

map is limited to a fixed number of elements (or map size) and therefore the

computational cost of updating each map has an upper bound. In the end

or when needed, the sub-maps are joined and the full solution is computed.

Notable works using this method include: decoupled stochastic mapping

(Leonard and Feder, 2001), local map joining (Tardós et al., 2002), constrained

local sub-map filter (Williams et al., 2002), constant time SLAM (Leonard

and Newman, 2003) and the ATLAS system (Bosse et al., 2004). Paz et al.

(2008) with the divide and conquer SLAM, and Huang et al. (2008) with the

sparse local sub-map joining SLAM, are two recent algorithms that provide

important reductions in computational cost. Piniés et al. (2010) introduced

the CI-Graph where the local maps are conditionally independent. In contrast

with the previous algorithms, selective information is shared between sub-

maps, which allows for information propagation between updates.

An alternative way to formulate the SLAM problem that has attracted

much attention recently is the use of pose-based algorithms. In this family of

algorithms, the poses and map are internally represented as a graph where

the edges are built from particular constraints between each vertex. Its first

implementation, CPE-SLAM (Lu and Milios, 1997a; Gutmann and Konolige,

1999) is a method that makes use of dense sensor data, maintaining a network

of local constraints between the robot’s positions and producing the map

through optimization. Its main advantage is that such a representation

scales well with the map area because it generally represents only the local

constraints and it gives the capability of working with featureless methods.

Bosse et al. (2004) developed the ATLAS system for large scale environ-

ments. Similar to that, Estrada et al. (2005) proposed the hierarchical SLAM.

Olson et al. (2006) suggest a gradient descent approach which can efficiently

correct even large pose-graphs. Grisetti et al. (2009) extend this idea by

applying a tree parametrization to increase the convergence speed. Thrun

and Montemerlo (2006) present the GraphSLAM which applies variable elim-
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ination techniques to reduce the dimensionality of the optimization problem.

Recently, Konolige et al. (2010) presented the sparse pose adjustment (SPA)

that constructs the linearized system in an efficient way. A general frame-

work for optimization of non-linear least squares problems and to improve

pose-graph was proposed by Kümmerle et al. (2011).

2.2.2 Underwater SLAM

The environment in which a robotic system interacts plays a significant role in

its performance. Because of the physical characteristics and the complexity of

the marine environment, there has been less research for underwater SLAM

than for its mobile robotics counterparts. In contrast to mobile robotics, which

in most cases has the advantage of long range visibility and high frequency

communications, including GPS signals, the perception of underwater vehicles

is limited. From the sensors’ vantage point, we can separate underwater SLAM

in two main categories: vision and sonar based SLAM. Our proposed SLAM

algorithm is based on sonar sensor. Therefor, this section focuses more on

sonar than vision-based SLAM.

Vision SLAM

Vision sensors are a common choice among many researchers for a variety of

reasons. They are relative inexpensive, they can provide large amounts of

high resolution information with fast refresh rates, and well-known techniques

from decades of research on computer vision can be applied. On the other

hand, vision underwater is limited to a few meters (<10m) and can be easily

disturbed by turbulence, floating sediment, or lighting conditions, which

in conjunction with the requisite lighting devices can be power intensive.

However, the last decade has witnessed multiple instances of real-world

successful implementations, such as Fleischer (2000); Garcia et al. (2001);

Eustice et al. (2005); Singh et al. (2007); Johnson-Roberson et al. (2010)).

Generally speaking, in underwater visual SLAM, a number of overlapping

pictures of the seafloor are collected and features are identified. From the

displacement of features in the images, the trajectory of the AUV can be
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estimated, however is prone to drift over time (dead-reckoning). When the

vehicle recognize features in the image that are the same with ones from

the trajectory history, that means that an area is revisited. The difference

between the estimated position of the features and the measured one, is back-

propagated and corrects the trajectory traveled, thus closing the loop. At the

same time, the registered images are combined to produce a photo-mosaic

of the traveled area (Garcia et al., 2006; Mahon et al., 2008; Pizarro et al.,

2010; Elibol et al., 2010). A number of oceanographic applications share the

requirement for high-resolution imaging of sites extending over hundreds of

meters. These include fisheries habitats (Reynolds et al., 2001), coral reefs

(Singh et al., 2004), hydrothermal vent sites (German et al., 2004), cold seep

sites (Newman et al., 2004), and shipwrecks or archaeological significance

sites (Eustice et al., 2005; Foley et al., 2009; Mahon et al., 2011; Gracias

et al., 2013).

With the increasing endurance of AUVs, very large areas can be explored,

which results in very large photo-mosaic datasets. The management, aligning,

and registrations of these datasets are computationally expensive and there

significant effort has been expended in this field (Ferrer et al., 2007; Williams

et al., 2007; Salvi et al., 2008). There is also a growing interest for the fusion

of optical and acoustic data. A notable work from Williams and Mahon (2004)

reports an optical camera system that tracks point feature targets initialized

by a pencil-beam sonar within the camera’s field of view. More recently, the

authors Kunz and Singh (2013) presented advances in three-dimensional (3D)

mapping of underwater terrain, fusing visual data from a single camera with

range data from a multibeam sonar.

Sonar SLAM

Rapid attenuation of the high frequencies in water, makes the use of ultra

high resolution devices impractical for longer distances, including vision or

laser scanners. Sonar based underwater SLAM utilizes transceivers that work

with low frequency sound waves which can penetrate deeper in the water

(10 -150m). Sonar sensors are not subject to water visibility issues but they
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provide limited information and, medium to low resolution and refresh rates,

and can be very expensive. Because of the low resolution, and the acoustic

reflexions and shadows it is difficult to robustly extract features and the loop-

closure part of the SLAM becomes much harder than with vision. Although

there are fewer works in underwater sonar based SLAM than in vision, the

research efforts are promising. Underwater sonar commonly employed in

AUVs exist in a variety of types, and are therefore they are approached with

different methodologies. A review of selected works is provided below. In

addition, Table 2.1 at the end of this section provides a summary of different

aspects of these works.

Feature based methods Several methods have been reported using fea-

tures extracted from different types of imaging sonar. Carpenter (1998)

presented a simplified EKF implementation in which independent filters were

initialized with every new landmark extracted from acoustic images acquired

with a high resolution array forward looking sonar. A key aspect of this work

is the procedure to obtain the landmarks. In the results section, the estimated

trajectories were represented together with the differential global positioning

system (DGPS) measurements as ground truth. However, no uncertainty

bounds were represented. Using this same data set, a second research was

made in collaboration with MIT researchers (Leonard et al., 2001). They

presented an EKF based framework which produced a full stochastic map such

as correlations were taken into account. Among these introductory works, it

is also worth mentioning Leonard and Feder (2001), who presented the decou-

pled stochastic mapping (DSM), a computationally efficient approximation to

large-scale SLAM. At the University of Sydney, Newman (1999) worked on a

SLAM framework called the geometrical projection filter (GPF), an approach

which estimates the relationships between individual landmarks rather than

the location of landmarks in global coordinates. The GPF was tested in a

swimming pool. Later, new experiments took place in a real natural terrain

along the coast of Sydney, Australia (Williams et al., 2001). This time, a

classical EKF implementation of the stochastic map became the core of the

SLAM system with artificial landmarks.
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At Heriot-Watt University, Tena (2001) followed the path opened by

Carpenter (1998) and part of their efforts focused around the study and

development of techniques to characterize landmarks from acoustic images.

In addition to the point coordinates, a vector of landmark characteristics

(including size, perimeter, compactness, maximum dimension, centroid, and

invariant moments) was introduced to improve the data association process. In

Newman et al. (2003), the synthetic aperture sonar (SAS) developed at MIT,

acts as the primary sensor for landmark detection. The paper presents an

implementation of the method previously described in Leonard and Newman

(2003): the constant time SLAM (CTS). In Maki et al. (2006), a particle filter

SLAM framework took advantage of bubble plumes present in the area as

well as two sonar reflectors specifically deployed to serve as landmarks. Ship

hull inspections can be an important application for AUVs. In this context

Walter et al. (2008) describe a SLAM implementation using forward looking

sonar (FLS) data from a highly maneuverable, hovering AUV. The exactly

sparse extended information filter (ESEIF) algorithm is applied to perform

SLAM based upon features manually selected within FLS images.

Side scan sonars provide long range back-scattering information from a

profile perpendicular to vehicle motion. Imagery from side scan sonar has been

used to address with the underwater SLAM problem in Tena et al. (2004).

The method relies on a classical EKF implementation of the stochastic map

whose estimated trajectory is then smoothed with a Rauch-Tung-Striebel

(RTS) filter and is tested in simulation and with real data. In that work, the

stochastic map stores the location of landmarks extracted from the side scan

sonar images. This landmark extraction is performed manually along with

the data association process. In Tena et al. (2003), the work is extended by

addressing the problem of automatic extraction and association of landmark

observations. To improve the map consistency from large side scan sonar

datasets and reduce computational cost, Aulinas et al. (2010) propose a

SLAM approach that uses independent local maps together with a global

level stochastic map. The global level contains the relative transformations

between local maps.

In the aforementioned works, the extracted features are represented as
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points. Using a MSIS, Ribas et al. (2008) represent the walls of a marina

environment as line features. A robust voting algorithm has been developed

to extract line features, together with their uncertainty, from the continuous

sonar data flow. The resulting information is incorporated into a feature-based

EKF-SLAM algorithm incorporating sub-mapping techniques.

Although they did not use sonar, the two following works utilize underwater

acoustic landmarks in a SLAM framework. In Newman and Leonard (2003),

a SLAM framework was proposed to simplify the operation of LBLs by

making on-the-fly calibration of submerged transponders using range-only

measurements. A different approach to solve the range-only problem is

implemented by Olson et al. (2004), in which the authors present an algorithm

that imposes geometric constraints on the acoustic measurements to reject

outliers.

Featureless based methods Nevertheless, in a natural underwater envi-

ronment it may be difficult to recognize features via sonar. Their appearance

often changes dramatically depending on the point of view, making it ex-

tremely difficult to extract robust features. For this reason, a number of

researchers have focused their efforts on using featureless methods such as

occupancy grids and scan matching.

Fairfield et al. (2007) proposed a method consisting of a Rao-Blackwellized

particle filter for which the map is stored within a 3D evidence grid. To reduce

the memory requirements, it uses the deferred reference counting octree data

structure. It was tested in a tank with an AUV equipped with an array of

54 narrow beam sonar transducers prepared to explore cave systems, and

with a 32 beam sonar probe lowered in a flooded natural sinkhole. In ancient

water storage systems (cisterns), Clark et al. (2008) tested four different

mapping and localization techniques with an MSIS-equipped ROV: Sonar

image mosaics using stationary sonar scans, SLAM while the vehicle was in

motion, SLAM using stationary sonar scans, and localization using previously

created maps. However, the resulting sonar mosaic was produced by manually

registering the scan images. In the same expedition, McVicker et al. (2012),

used a combination of particle filter and least squares (LS) to estimate the
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ROV pose and feed an octree-based occupancy grid map. With the dataset

from Ribas et al. (2008), the authors in Burguera et al. (2010) used iterative

closest points (ICP) scan matching and an iterative EKF to estimate the

trajectory of the AUV.

A multibeam profiler sensor is used in Roman and Singh (2005), who

proposed a method to improve bathymetric mapping using SLAM. The

solution consisted of generating a set of sub-maps from small bathymetric

patches created over short periods of time and cross-registering the overlapping

ones with ICP. With the same kind of sensor, the authors in Barkby et al.

(2011) used a Rao-Blackwellized particle filter to account for the uncertainty

in the vehicle’s navigation solution and represent the environment as an

elevation map distributed across the ancestry of a given particle. Palomer et al.

(2013) proposed a probabilistic implementation of the ICP that addresses

the uncertainty of the robot pose as well as the measured points from a

multibeam profiler sensor, in a two-stage process including point-to-point and

point-to-plane metrics. The authors use octrees for surface adaptation and

heuristics based on the uncertainties of the surface points in order to improve

the basic algorithm, decreasing the ICP complexity to O(n).

In a different line of research, Pfingsthorn et al. (2010) proposed the use of

Fourier-based techniques to register images in a SLAM framework and extend

this work later for sonar-based underwater 3D SLAM (Pfingsthorn et al.,

2012). Hurtós et al. (2013) proposed also the use of Fourier-based techniques

to register two-dimensional (2D) images from FLS multibeam. The estimated

registrations are used within a pose-graph optimization framework to obtain

a globally consistent trajectory and to render acoustic mosaics of underwater

environments.

2.2.3 Thesis approach

There are two main SLAM frameworks: online and full SLAM. The online

SLAM estimates most recent pose and map (faster but less accurate) whilst

the full SLAM estimates entire path and map (slower but more accurate).

Depending the optimization method, a SLAM algorithm may need to batch
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process all the information after the experiment has ended (off-line) in order

to provide solution or it can process incrementally as new information arrives.

The work presented in this thesis answers the question of how to archive

real-time, bounded error, precision navigation in confined underwater environ-

ments. We propose a pose-based algorithm to solve the full SLAM problem

for AUVs navigating in unknown and possibly unstructured environments

with no prior structural information or initial pose consideration. The method

first estimates the local path traveled by the robot while forming the acoustic

image (scan) with range data coming from an MSIS, providing position esti-

mates for correcting the distortions that the vehicle motion introduces in the

scans. Each new pose of a scan is maintained in an ASEKF and is compared

with previous scans that are in the nearby area using scan matching. If there

enough data is overlapping, a new scan match will put a constraint between

the poses updating the ASEKF. These constraints help to identify and close

the loops which correct the entire trajectory, thus bounding the drift. The

choice of the ASEKF is based on its well studied properties over decades of

research, which has been applied successfully in large-scale environments and

in real-time applications.
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Chapter 3

Working with acoustic images

from MSIS

Most mobile robots use laser technology sensors, which have two major

advantages in addition their high accuracy range: they gather data for each

sector they scan almost instantaneously and the beam angle measurement

has almost no uncertainty. However, when using acoustic or ultrasonic range

finders these advantages are no longer valid because of the sensors’ lower

angular resolution and the sparsity of the readings. Underwater vehicles use

acoustic sonar instead of laser sensors for long range perception because light

and high frequencies propagation in water is very poor (Medwin and Clay,

1998).

Commercially available underwater sonar sensors cover a scan sector by

emitting acoustic beams either with a mechanical head that rotates at fixed

angular intervals or simultaneously by a multibeam sonar head. The new

multibeam forward looking sonar sensors recently introduced in the market

have improved resolution and refresh rates. However, relatively few of them

have been deployed in the field and their scan sectors are limited to around

120 degrees.

On the other hand, MSIS has been a very popular choice for many years,

offering full 360 deg scan sectors (Fig. 3.1), at a relatively small size and low

cost. Its main drawbacks, which we will address in this section, are its noisy

23
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Figure 3.1: MSIS acoustic coverage.

measurements and its relatively slow rotating mechanical heads. At each

step, a beam is emitted and received, measuring the intensities of the acoustic

reflections from the obstacles found across its path (Fig. 3.2). Acquiring a

scan for a complete 360 deg sector takes several seconds, during which the

motion of the vehicle causes distortions in the final acoustic image (Fig. 3.3).

For this reason, it is necessary to take into account the robot’s trajectory

while the beams of a scan sector are being acquired.

To address these problems, we introduce the ScanGrabbing (Algorithm 1)

whose role is to collect all the beams that form a full 360 deg sonar scan sector

(herein referred to as a scan), filter them to remove noise, and recover the

correct final scan image from the distortions suffered due to vehicle motion.

The following three sections present the three major parts of the Scan-

Grabbing algorithm:

1. relative vehicle localization,

2. beam segmentation, and

3. scan forming.
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Algorithm 1 ScanGrabbing algorithm

1: [Snew, q̂new,Pqnew
] = ScanGrabbing() {

2: ResetDeadReckoningXY Z()
3: [x̂I

B,PIB] = GetDeadReckoning()
4: for all beams {
5: beam = GetBeam()
6: beam = Segment(beam)
7: [ρ̂,Pρ] = LocalMaximaFinder(beam)
8: [x̂B

R,PBR] = GetDeadReckoning()
9: //ρ̂ and Pρ from the local frame I
10: [ẑIci ,Pzi ] = ScanForming(x̂B

R,PBR, ρ̂,Pρ, Ic)
11: Snew = Snew ∪ {[ẑIci ,Pzi ]}
12: }
13: q̂new = x̂B

R

14: Pqnew
= PBR

15: }

3.1 Relative vehicle localization

Since MSIS needs a considerable amount of time to obtain a complete scan

(around 5∼20 sec, depending on the resolution and range settings), motion

induces a distortion in the acoustic image when the vehicle does not remain

static, which is very common in water (Fig. 3.3). To address this problem, it

is necessary to know the vehicle’s pose at both the beam transmission and

reception time. However, the time difference between beam transmission and

reception can be neglected for two reasons. First, the practical operational

range of the sonar does not usually exceed 100m such that with the mean

speed of sound in sea water of 1,500m/sec, the total two-way travel time

of the acoustic signal is approximately 0.07 sec. Second, most of the AUVs

are moving at relatively low speeds, especially when they are expected to

avoid obstacles, so the motion of the vehicle between beam transmission and

reception time can be assumed to be practically zero, and only the reception

position needs to be considered. Therefore, we define an initial coordinate

system Ic to reference all the range measurements belonging to the same scan.

In order to reduce the influence of the motion uncertainties to the scan, as

Burguera et al. (2008) suggested, we set this reference frame at the robot’s
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Figure 3.2: In top: Generation of an acoustic beam. Bottom: Scanning a
sector to produce a sonar image (Ribas et al., 2008).

pose where the center beam of the current scan was received.

The localization system used herein to estimate vehicle motion follows the

navigation system described in Ribas et al. (2008). In this system, an attitude

and heading reference system (AHRS) provides attitude measurements and a

DVL unit including a pressure sensor are used to estimate the robot’s velocity

and depth during the scan. All measurements occur asynchronously with

the MSIS beams arriving at a 30Hz rate while the DVL and AHRS readings

arrive with a frequency of 1.5Hz and 10Hz respectively. The AUVs used in

this work are very stable in roll and pitch and during the experiments they

performed survey patterns at almost constant speed. Therefore, a simple

four degrees of freedom (DOF) constant velocity kinematic model is used to
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(a) (b) (c)

Figure 3.3: Effect of motion induced-distortion on acoustic images: (a)
Orthophoto map of the real environment where sonar data was gathered.
(b) The sonar data represented in Cartesian coordinates. (c) Undistorted
image obtained after taking into account vehicle motion.

predict vehicle motion. An EKF is used to estimate the robot’s pose whenever

a sonar beam is received and to update the model prediction each time a new

DVL or AHRS measurement arrives. An analytical description of the system

model is presented below.

The information of the system at step k is stored in the state vector x
k

with estimated mean x̂
k
and covariance P

k
:

x̂
k
=

[

ηB

νR

]

, P
k
= E

[(
x

k
− x̂

k

) (
x

k
− x̂

k

)T
]

(3.1)

with:

ηB = [x, y, z, ψ]T , νR = [u, v, w, r]T (3.2)

where, as defined in Fossen (1994), ηB is the position (x, y, z) and attitude

(ψ) vector referenced to a base frame B and νR is the linear (u, v, w) and

angular (r) velocity vector referenced to the robot’s coordinate frame R. The

base frame B is chosen coincident with I but aligned with a North heading

to facilitate the integration of compass measurements. Finally, the model

prediction and update are carried out as described in the next section.
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3.1.1 Prediction

The vehicle’s movement prediction at step k with a time step ∆t is performed

using the following 4 DOF constant velocity kinematic model:

x
k
=f(x

k−1
, n

k
) −→

[

ηB

k

νR

k

]

=

[

ηB

k−1
+R(ηB

k−1
)(νR

k−1
∆t+ n

k

∆t2

2
)

νR

k−1
+ n

k
∆t

]

(3.3)

with:

R(η) =









cos(ψ) −sin(ψ) 0 0

sin(ψ) cos(ψ) 0 0

0 0 1 0

0 0 0 1









(3.4)

In this model the velocity is considered to be constant with a velocity pertur-

bation modeled as the integral of a zero-mean white Gaussian noise n
k
. The

covariance matrix Qk of this acceleration noise is assumed diagonal and of

the same order of magnitude as the maximum acceleration increment that

the robot may experience over a sample period.

The estimate of the state is obtained with the standard EKF prediction

equations, hence, n
k
is an acceleration noise integrated and added to the

velocity (3.3), which is then non-linearly propagated to the position.

The estimate of the state is obtained as:

x̂
k
= f(x̂

k−1
) (3.5)

and its covariance matrix as:

P
k
= F

k
P

k−1
FT

k
+G

k
Q

k
GT

k
(3.6)

where F
k
and G

k
are the Jacobian matrices of partial derivatives of the

non-linear model function f with respect to the state xB

k
and the noise n

k
,

respectively.
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3.1.2 Update using DVL or AHRS measurements

Whenever new velocities or heading measurements are available from the

DVL or AHRS sensor, the model prediction is updated using the standard

Kalman filter equations:

z
DV L,k

= [u
b,w
, v

b,w
, w

b,w
, z

depth
]T , z

AHRS,k
= [ψ] (3.7)

where subindices b or w stand for bottom tracking velocity or water layer

tracking velocity, respectively. The measurement model becomes:

z
DV L,k

= H
DV L

x
k
+ w

k
, z

AHRS,k
= H

AHRS
x

k
+ w

k
(3.8)

H
DV L

=









0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 1 0 0 0 0 0









,

H
AHRS

=
[

0 0 0 1 0 0 0 0
]

(3.9)

where w
k
(measurement noise) is a zero-mean white Gaussian noise.

3.2 Beam segmentation and range detection

We can represent a full scan as a polar acoustic image composed of beams

(Fig. 3.4a). Each beam has a particular bearing angle value with respect

to the MSIS sensor and a set of intensity measurements acquired at known

intervals along the beam path. The angle corresponds to the orientation

of the sensor head when the beam is emitted. The acoustic linear image

corresponding to one beam is returned as an array of acoustic intensities

(bins) detected at a certain distance.

Due to the noisy nature of the acoustic data, the acquisition of a range
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Figure 3.4: MSIS beam segmentation: (a) Raw data from Fig. 3.3 represented
in polar coordinates. (b) Data after applying a threshold. (c) Selection of the
local maxima bins for each beam.

measurement for the beam is segmented in two steps. First, only those

bins with an intensity value over a threshold are selected and stored. This

procedure separates the acoustic imprint left by an object in the image from

the noisy background data (Fig. 3.4b). The second step is to select among

the beams for which the threshold is exceeded the bins that are local maxima

and satisfy a minimum distance criterion between them. This means that if

two or more of these bins are too close within the beam, they correspond to

the detection of the same object and are redundant. Then, the bins with the

lowest intensity value are discarded (see the result in Fig. 3.4c). The selected

local high-intensity bins are the ones that most likely correspond to objects

present in the scene.
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3.3 Scan forming

The navigation system presented above is able to estimate the robot’s pose,

but the uncertainty can grow without limit due to its dead-reckoning nature.

However, we are only interested in the robot’s relative position and uncertainty

within a scan with respect to the center of that scan (Ic frame, Fig. 3.5). For

this reason the filter starts with the position and uncertainty of zero whenever

a new beam is emitted, which keeps the consecutive beam poses statistically

independent.

The filter is initialized with the yaw (ψ) value from the attitude sensor

because it represents an absolute angle with respect to the magnetic North.

This enables, the modified filter to provide the robot’s relative displacements

(and their uncertainties) between consecutive beam acquisition poses. With

these available, measurements can be combined with vehicle motion to reduce

the effect of distortions, while referencing them to the new frame Ic to produce

a better uncertainty distribution (Burguera et al. (2008)).

It is very common in mobile robotics for a dead-reckoning system to provide

the relative angle and displacement between consecutive poses together with

their uncertainties. It is then straightforward to construct a trajectory from

several consecutive translations and to reference them to any desired frame

by means of compounding or inverse transformations, as described in Smith

et al. (1990) and applied in Burguera et al. (2008).

However, absolute compass readings are not in the same reference frame

as the corresponding relative displacements. Therefor, we propose a different

approach to forming a scan with respect to a common coordinate frame Ic,

as described below. Let,

• ρIi
i
≡ N(ρ̂Ii

i
,Pρi) be the measurement points in polar space (as they

provided by the sensor) modeled as Gaussian random variables (GRVs),

of the scan to be formed in the Ii frame corresponding to the related

robot pose at step i,

• (ẑIi
i
,Pzi) = P2C(ρ̂Ii

i
,Pρi) be these measurement points converted to

the Cartesian space,
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(a) Each vehicle pose corresponds to the acquisition of a beam and is represented
with respect to a new North-aligned reference frame. The arcs between poses
represent the relative displacements.

(b) The beams in a full scan are then referenced to the Ic frame, which corresponds
to the position at the center of the trajectory. The uncertainty of the dead-
reckoning process is distributed accordingly and propagated to the scan points.

Figure 3.5: The scan forming process, simplified for clarity.
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• Bi be the North-aligned frame sharing the same origin as Ii,

• xBi

i
≡ N(x̂Bi

i
,Pxi

) be the robot state and uncertainty from the dead-

reckoning EKF, with x̂Bi

i
= [xi, yi, ψi]

T ,

• dBi

i
≡ N(d̂Bi

i
,Pdi) be the robot displacement between time step i− 1

and i, where d̂Bi

i
= [xi, yi, 0]

T are elements from the robot state x̂Bi

i
and

Pdi the corresponding submatrix from its covariance matrix, and

• rBi

i
≡ N(r̂Bi

i
,Pri) be the rotation transformation between the robot

coordinate frame Ii with the corresponding North-aligned frame Bi,

where r̂Bi

Ii
= [0, 0, ψi]

T are elements from the robot state x̂Bi

i
and Pri

the corresponding submatrix from its covariance matrix,

then, we can form the scan with respect to the center frame Ic (Fig. 3.5), as

follows:

zIci =

{

zi i = c

⊖rBc

Ic
⊕DBc

Ic
⊕ rBi

Ii
⊕ zIii i 6= c

(3.10)

where

DBc

Ic
=







D+ =
(

+dBc
c + . . .+ d

Bi−1

i−1

)

i > c

D− =
(

−dBc
c − . . .− d

Bi−1

i−1

)

i < c






=

i−1∑

j=c

sign (i− c)d
Bj

j

(3.11)

is the relative robot pose referenced to Bc where the point zi was observed.

Because all the consecutive robot displacements d
Bj

j are represented in a

North-aligned frame (Bj), a simple linear vector addition operation is sufficient

to compute DBc

Ic
.

The uncertainty Pzi of the scan points ẑIi
i
can be easily computed by

using the Jacobian matrices of the compounding and inverse transformations

(Smith et al., 1990) and applying them to Equation 3.10.

Figures 3.6a and 3.6b illustrate the results of the scan-forming algorithm

by showing as an example two scans from a real environment. The readings

shown correspond to the acoustic images in Figure 3.3 and to the corridor

part of the marina dataset (see Section 7.4). The reference point Ic of each

scan has been placed at the corresponding ground truth position in order
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to highlight the coherence of the scans compared with the ground truth

trajectory. The scan trajectory of Fig. 3.6b is shown in more detail in 3.6c

with the 95% confidence ellipses.

It can be easily seen that the proposed scan forming algorithm builds the

scan in agreement with the ground truth and that the absolute drift of the

dead-reckoning system of the vehicle during the scan is small due to the short

time required for a complete scan. The histogram of the absolute error of all

the scans is shown in the results section (Fig. 7.8) and is comparable to the

DGPS error that we use as a ground truth. For this reason, the deformations

still remaining after the composition of the measurements with the dead-

reckoning trajectory can be assumed to be negligible for short trajectories.

Therefore, once created, the scan is considered to be rigid and it is not

modified during the SLAM process.
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(a)

(b)

(c)

Figure 3.6: Scan forming examples over their corresponding ground truth
reference positions: (a) The scan from Fig. 3.3. (b) Scan of a corridor
from the same environment. (c) Magnification showing the trajectory of the
dead-reckoning and the ground truth.





Chapter 4

Scan Matching

The term scan matching refers to a family of algorithms that given two

partially overlapping scans, can identify the rigid-body transformation that

aligns them best. The goal of scan matching in robotics is to compute the

relative displacement of a vehicle between two scans, or a map and a scan,

by maximizing the overlap between the range measurements obtained from a

laser or a sonar sensor. Given a reference scan Sref , a new scan Snew and an

initial guess of the displacement estimation q̂ between them, the objective of

scan matching methods is to obtain a better estimate of the real displacement

q = (x, y, θ) (Figure 4.1).

The scan matching problem has been addressed in different ways, but the

2D problem has a consistent body of literature. The existing algorithms can

be divided in four groups of methods according to their nature:

• ICP methods,

• Monte Carlo methods,

• Correlation methods, and

• Newton’s methods

The following sections give a synopsis of the literature for the main

contributions within the groups identified above. These are summarized in

Table 4.2 at the end of the section.

37
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Figure 4.1: Scan matching problem description.

4.1 ICP methods

The ICP algorithm from Besl and McKay (1992), originally developed for

the registration of 3D images, is expressed as a cloud of points for computer

vision purposes, and addresses the scan matching problem using an iterative

process that follows two steps. First, the correspondences between scans are

computed using the Euclidean distance of each point of the new scan with

the nearest point of the reference scan based on an initial displacement. Next,

the mean squared error cost function is applied in order to minimize this

distance through rotation and translation, that will be the new displacement

estimate. The process is repeated again but the estimation obtained in the

previous iteration is used as the prior displacement. Iterations continue until

the solution converges to the nearest local minimum.
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Algorithm 2 General ICP algorithm

1: procedure ICP (Sref , Snew, q)
2: for i = 1 to n iterations do
3: C = AssociationSet(Sref , Snew ⊕ q)
4: [q] = Register(C, Sref )
5: if Convergence then return q
6: end for
7: end procedure

The algorithm uses the Euclidean distance to select the correspondences

and the least squares minimization. This is a limitation because this distance

does not take into account the sensor’s rotation. To overcome this problem, Lu

and Milios (1994) proposed the iterative dual correspondence (IDC) algorithm

which computes two sets of correspondences; one using the Euclidean distance

to estimate the translation between scans, and another using the matching-

range-point rule to reveal the rotation component. However, two minimization

processes are required for each iteration, increasing the computational cost

of the algorithm. Moreover, the final solution is a composition of the two

minimizations. The authors apply it with 2D laser scans and it is considered

one of the first implementations for mobile robots. The general structure of

an ICP-based scan matching algorithm is presented in Algorithm 2.

Many other variations have been developed to solve more specific problems

or to improve the original approach. Trimmed ICP (Chetverikov et al., 2002)

uses the least trimmed squares method which constantly cuts down the

number of associations by sorting them by their residuals. Picky ICP (Zinßer

et al., 2003) tries to mix different minor improvements in either speed or

robustness. It mixes RICP (Trucco et al., 1999) which uses the least median

square as error function, and MICP by (Masuda and Yokoya, 1994) which uses

a random sampling as association control points (similar to the widely known

RANSAC). An alternative solution is to take into account the sensor rotation

in addition to the translations. In this sense, Mı́nguez et al. (2005) proposed

the metric-based iterative closest point (MbICP) where a new concept of

distance uses translation and rotation simultaneously. Introducing this new
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distance into the ICP framework, transitional and rotational movements are

taken into account simultaneously while looking for correspondences as well

as during the minimization process. As a consequence, robustness, accuracy,

and convergence are increased significantly. Diosi and Kleeman (2005) worked

on a polar version of ICP (working purely with range data) using an iterative

minimization approach which they qualify as more robust. This helps keep the

number of iterations low and improve the quality of displacement estimates.

Censi (2008) used the information provided by the normal of the surface and

proposed the point-to-line metric, which converged quadratically in a finite

number of steps.

However, geometric representations of the scan matching problem do not

allow for modeling of the uncertainty present in the sensor measurements. On

the other hand, statistical representations allow for the introduction of scan

noise (of both the sensor data and the displacement) in a natural way. Mon-

tesano et al. (2005) proposed the probabilistic iterative correspondence (pIC)

algorithm which is a statistical extension of the ICP algorithm. To look for

statistically compatible associations, the algorithm takes into consideration

all the involved uncertainties. Whereas geometric ICP representations use

the Euclidean distance to find the correspondence for the points between the

scans, the pIC algorithm creates a virtual association from the statistically

compatible points using the distance proposed by Mahalanobis (1936). For

mobile robots equipped with conventional time-of-fly ultrasonic range finders,

Burguera et al. (2007) proposed the sonar probabilistic iterative correspon-

dence (spIC) which is a variation of the pIC algorithm. This method manages

the sparsity of readings by grouping sonar readings along short trajectories.

It uses probabilistic models of ultrasonic and dead-reckoning sensors as well

as a method to propagate the error through them in order to estimate a

group of scan positions together with their uncertainty. Then, given a scan of

positions referenced to the same frame with their corresponding uncertainties,

the procedure followed is similar to the one used by the pIC.

The above algorithms have in common that they use sensors based on

laser technology that gathers each scan almost instantaneously or on ultra-

sonic range finders on rigid mobile platforms. However, for the underwater
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environment, commercially available scan sensors are based on acoustics and

the motion of the robot is also subject to currents. Usually, the forward

looking sensors that can scan a 360 deg sector have a mechanical head that

rotates at fixed angular intervals, and a complete scan can take a few seconds.

During that time, the vehicle moves resulting deformed scans. To compensate

for the issue, a correction is necessary, taking into account the position of the

robot when each beam is grabbed. For the underwater domain Hernández

et al. (2009) proposed the mechanically scanned imaging sonar probabilistic

iterative correspondence (MSISpIC) algorithm, which is an extension of the

spIC and pIC. The MSISpIC algorithm forms a scan corrected for the AUV’s

motion distortion, taking into account the involved uncertainties. After the

corrected scan has formed, the algorithm selects two consecutive scans and

registers them using a modified spIC algorithm.

The performance of the ICP algorithms family is heavily dependent on

the sensor used and the environment in which it is applied, which explain

the hundreds of variations for the algorithm available in the literature. This

section, review the most famous and original algorithms developed after

the first algorithm was developed by Besl and McKay (1992). Interesting

classifications and performance comparisons for the most common of them

can be found in Gutmann and Schlegel (1996), Rusinkiewicz and Levoy (2001)

and François et al. (2013).

4.2 Monte Carlo methods

These methods define an uncertainty area around the robot’s pose, which

represents the search space for a corrected pose. Once the search space is

defined, the algorithms search in different ways over this space for a solution.

The decision is made using a heuristic value usually calculated using a grid.

The reference scan is mapped into a grid with variable resolution, usually

depends on the size of the area covered by the scans. Then, after applying a

possible correction to the second scan, that scan is also mapped into that same

grid. The number of overlapping cells between the first and the second scan

is calculated which represents the score value of the correction. Algorithm 3
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Algorithm 3 General Montecarlo algorithm

1: procedure Montecarlo(Sref , Snew, q)
2: Grid = makeOccupancyGrid(Sref )
3: for i = 1 to n iterations do
4: Q = GeneratePoses(q, δd)
5: q = argminqj∈Q fitness(qj, Snew, Grid)
6: if Convergence then return q
7: end for
8: end procedure

presents the general idea behind the method.

Montemerlo et al. (2003) presented the VASCO scan matcher in the

CARMEN framework. The idea is to search for a better pose in the borders

of the axes of an uncertainty ellipse. The axes of the ellipse have fixed length

and at every iteration the axis length is divided by two. Eliazar and Parr

(2004) propose an algorithm that works similarly to VASCO but instead of

searching over the axis of the ellipse, it generates a set of possible poses inside

the uncertainty ellipse and then assigns a score using a grid. Zandara and

Nicholson (2009) redefined the ellipse size using the pose uncertainty thus

reducing the computational time by skipping unlikely poses.

Other approaches investigated the generation of poses in a manner similar

to genetic evolution. At every iteration, multiple poses are generated evolving

from the previous set of poses. The poses that do not have a certain score

are discarded. The discarded poses are replaced with what are considered

genetic variations of the best poses. Genetic algorithms follow a common

implementation which is to make genes evolve by switching their chromosomes.

At each iteration the genes with higher scores are mixed together. This aims

to keep the best component of the genes, which in our case are the components

of the pose. The mixing technique depends on the implementation. Duckett

(2003) introduce the genetic algorithm to a SLAM problem using laser scans.

Mart́ınez et al. (2006) and Ze-Su et al. (2007) worked both on a mixed ICP

algorithm aided by a genetic algorithm. A genetic algorithm is used to search

for a suitable coarse correction using the dead-reckoning, after which ICP
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is used as the last step to produce a fine correction. Lenac et al. (2007)

minimized an alignment error via a genetic algorithm. They proposed an

alignment metric based on a look-up table and Gray coding for the scan

matching parameters.

4.3 Correlation methods

These methods take advantage of the cross correlation function and return

a series of hypotheses based on a signal shift. Such a function is a powerful

method for retrieving a shift in signals. The scans are reshaped in order to

find a translational invariant signal (1D or 2D) using different methods. Their

computational cost depends on the number of hypotheses generated, which is

determined before the execution. Algorithm 4 presents the general idea for

the classic approach methods.

Weiß and von Puttkamer (1995) reshaped the scans into 1D signals

generated using the consecutive points’ relative orientation. This information

is invariant with translation so a rotation hypothesis is found. Then, the

scan is rotated according to that hypothesis and two other histograms are

created (x and y histograms) that describe the distribution of the points

into the x and y space. Comparing the rotated scan histograms with the

reference scan, a translational displacement is found. Bosse and Roberts

(2007) enhanced the algorithm by relaxing the assumption of structured

environment and demonstrated that their method works well in unstructured

outdoor environments.

Following another method, Censi et al. (2005) computed the discrete

Hough transform from both scans to be matched and calculated the spectra

of the result of the Hough transform. The spectra are then cross-correlated

to identify a series of hypotheses on the rotational displacement. To estimate

the translation, an alignment direction is selected by searching for the local

maximum of the Hough spectrum in the new scan. The Hough spectrum

of the new scan is rotated by the hypothesis and then cross-correlated with

the hypothesis of the reference scan. Again the local maximum of the

last correlation is used to search for the translational hypotheses. Each
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Algorithm 4 Classical Cross-Correlation algorithm

1: procedure Correlation(Sref , Snew, q)
2: Invaref = makesignal(Sref )
3: Invanew = makesignal(Snew ⊕ q)
4: CC = cross correlate(Invaref , Invanew)
5: M = localMaxima(CC,Nφ)
6: for φ ∈M do
7: SRnew = (Snew ⊕ q)⊕ φ;
8: hyp = extract hypothesis(Sref , SRnew)
9: q = [φ argmax(ti∈hyp) {score(SRnew ⊕ ti, Sref )}]
10: end for
11: return q
12: end procedure

translational hypothesis is then weighted and the best one is chosen as a final

correction.

Another group of correlation algorithms are based on the principle of phase

correlation, which states that the shift between two signals is transformed in

the Fourier domain into a linear phase shift. This principle has been extended

(Chen et al., 1994; Reddy and Chatterji, 1996) to estimate the rotation and

scaling between signals by combining a polar-log mapping of the spectral

magnitude (corresponding to the Fourier-Mellin transform (FMT)) and phase

correlation. This approach has been used in the context of underwater

photomosaicing (Pizarro et al., 2001). In the same application field, Bülow

et al. (2009) presented a variant of the FMT (named iFMT) in which a

polar-logarithmic re-sampling of the images is used to convert rotation and

scaling into corresponding phase shift and allow for a registration in one

step. The same method has been applied in Bülow et al. (2010) to register

underwater scans from a 2D imaging sonar. The correlation between the

magnitude spectra of the two scan images in the polar domain is used to find

a rotational estimate. Translational estimates are then found by correlating

the 2D spectra of the rotational corrected scan and of the reference scan.

The estimates are weighted using a score function to choose the best one.

An heuristic to express the matching uncertainty of the iFMT method is
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introduced in Pfingsthorn et al. (2010) with the aim to embed the registration

method in a SLAM framework.

Using a similar method, Hurtós et al. (2013) propose the use of Fourier-

based techniques to register 2D FLS images. The registration technique

handles similarity transforms in the image alignment (translation and rotation)

by first recovering an estimate of the rotation directly from the polar version

of the sonar images and then estimating the translation using the rotation

compensated image. Unlike FMT approaches, the polar magnitude of the

spectrum is not used to estimate the rotation as it is more sensitive to the

noise of the sonar images. The author’s report that although this strategy

does not uncouple rotation from translation and can lead to inaccuracies, it

still produces better results for the particular case of registering FLS frames.

The estimated transforms are then used within a pose-graph optimization

framework to obtain a globally consistent trajectory and render sonar mosaics

of underwater environments.

Spectral registration has also been applied to the registration of 3D

sonar scans (Bülow and Birk, 2011). In this case the authors present a

full 6 DOF registration method which uses phase matching on re-sampled

data. As in other frequency-based methods, the algorithm is based on

decoupling 3D rotation from 3D translation but in this case this is done

by a re-sampling process of the spectral magnitude of a 3D fast Fourier

transform, computed on discretized 3D data. The re-sampling scheme allows

to process, by phase-correlation, a complete stack of layers in one step instead

of processing spherical layers of the 3D spectrum. The method, named

as spectral registration with multilayer re-sampling (SRMR), has proved

robust against noise and low overlaps and has shown successful results in 3D

underwater sonar (Bülow and Birk, 2011) and optical (Bülow et al., 2013)

mapping as well as in the registration of laser scans (Bülow and Birk, 2013).

Besides, an uncertainty estimation has also been introduced Pfingsthorn

et al. (2012) in order to use the 6 DOF spectral registration method inside a

sonar-based underwater SLAM framework .
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4.4 Newton’s methods

First defined by Biber and Straßer (2003), normal distributions transform

(NDT) is presented as a new original method for solving the scan matching

problem. The two main algorithms, which are so far the only methods based

on such a technique for 2D scans, have common features. They use Newton’s

method to minimize the error function. Newton’s method searches for the

zeros of a continuous function, and when used in its derivative form, it can

find the minimum of a function. Magnusson et al. (2007) ported the NDT to

3D. The general idea is presented in Algorithm 5.

In Biber and Straßer (2003), a likelihood grid is created in which each

point in the reference scan is inserted. Then, for every cell with more than

five points a mean and covariance are calculated. For every point in the new

scan, a corresponding mean and covariance is assigned using a direct lookup

in the grid. The error function is then the sum of the error between each

point in the new scan and its associated mean and covariance. Thrun (2001)

defined the likelihood fields for this problem. This algorithm has similar

principles to the previous one but it does not work with grids. Likelihood

fields are defined using the two scans. This time, the minimizing function is

defined as the exponential of the distances between a point in the new scan

and a set of points in the reference scan. The set of points in the reference

scan is identified using an Euclidean distance threshold.

Likelihood fields and NDT variations for sonar were presented by Burguera

et al. (2009). The likelihood field with sum of Gaussians (LF/SoG) is an LF-

based algorithm which approximates one of the scans by a sum of Gaussians.

That way, it builds a continuous and differentiable likelihood field. The authors

reported improvements in robustness and accuracy in the performance of

sonar scan matching.
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Algorithm 5 Newton’s method to search the correction

1: procedure Newton(Sref , Snew, q)
2: f = error function(application based)
3: for i = 1 to n iterations do
4: for all pi ∈ Snew do
5: g = g + f ′(Sref , pi ⊕ q)
6: H = H + f ′′(Sref , pi ⊕ q)
7: end for
8: q = q −H−1g
9: if Convergence then return q
10: end for
11: end procedure

4.5 Discussion

The above literature review of the major scan matching methods reveals the

existence of a large number of algorithms. The reason for that can be traced

to the implementation nature of scan matching. In the same environment,

different types of sensors will produce different scans as they are characterized

from many factors such as sensor noise, sparsity of measurements, scan update

rate, scan shape, and dependence from the motion noise of the vehicle. The

same is true of the opposite, the same types of sensors will not behave the

same in different environments because different materials do not reflect the

emitted beams in the same way, and the presence of walls, open air, or moving

objects greatly influence measurements.

In our research, an AUV is moving in a confined environment and uses an

imaging sonar with a relatively slow mechanically rotating head. As explained

in Chapter 3, the sparse measurements of the sonar are converted to a 360 deg

scan when combined with the dead-reckoning information from the vehicle.

So the question is: which scan matching algorithm should we use for our

SLAM implementation?

To answer this question, we compared the major scan matching techniques

with the real world Marina dataset (see Sec. 7.3.1) which provides ground

truth. Each scan, after being formed, is matched with the previous one and

the scan matching correction is applied to the dead-reckoning trajectory,
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generating a corrected one. After the computation, the corrected trajectory

is compared with the DGPS ground truth trajectory, resulting in a set of 217

comparisons for each algorithm. The sensor noise is quite high since it was

recorded using a sonar sensor and because of the scan forming procedure:

motion noise is propagated to the scan points. The motion noise is also high

because the underwater instruments returned a dead-reckoning estimation

that drifts over time. These characteristics make this dataset suitable for

testing the quality of correction and the robustness to sensor noise.

To ensure fairness, all the algorithms were implemented in the same

working environment under MATLAB and using information from the corre-

sponding literature. During the implementation, no algorithmic optimization

was used since the study focuses on the robustness and quality of correction.

Each of the algorithms has at least a parameter that controls the general be-

havior and it has to be changed according to the scenario, scan size and error.

To ensure that each algorithm worked at its best, research was performed for

each algorithm to identify the optimal parameters for our dataset.

All the algorithms are the product of strong theoretical studies but not

all are suitable for our implementation mostly due the sparseness of the scan

points and their uncertainty which depends on the vehicle’s motion. The mean

and standard deviation of the module of the error for each tested algorithm

across the full trajectory are summarized in Table 4.1. The general conclusion

is that group-wise, the best behavior was given by the ICP-based algorithms for

this type of correction problems: a robot scanning an underwater environment

using a 2D sonar sensor. The other algorithms are valid but they cannot

ensure a quality of correction comparable to the ICP-based methods with the

exception of LF/SoG whose comparable to the other ICP-based methods.

The pIC proved to be the best among the algorithms. Its success should

be attributed to its powerful handling of the uncertainties that permits the

proper association of sparse points and results in better correction. For this

reason, we selected the pIC algorithm which is applied analytically in the

next chapter, together with our new algorithm for estimating its uncertainty.
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Table 4.1: Mean and standard deviation of the module of error for each tested
algorithm across the full trajectory

Methods Algorithm Mean (m) Std (m)

ICP-style

ICP 0.7385 0.4412
IDC 0.7490 0.4407
MbICP 0.7366 0.4666
pIC 0.7174 0.4302

Monte Carlo
VASCO 0.7945 0.4713
DP-SLAM 2.0 0.8274 0.4939
GA-ICP 0.7846 0.4576

Correlation
AH 1.1057 0.5527
FMT 0.9874 0.5733
HT 0.8264 0.4850

Newton’s
NDT 1.0122 0.8739
LF/SoG 0.7559 0.4638
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Chapter 5

Probabilistic Scan Matching

As was described in the previous chapter, several scan matching algorithms

exist with most of them being variations of the ICP algorithm. The geometric

representation of a scan in the conventional ICP algorithm does not model

the uncertainty of the sensor measurements. Correspondences between two

scans are chosen based on the closest-point rule normally using the Euclidean

distance. As pointed out in Montesano et al. (2005), this distance does not

take into account that the points in the new scan that are far from the

sensor, could be far from their corresponding point in the previous scan due

to the sensor uncertainty. In other words, if the scan data is very noisy, two

statistically compatible points could appear far enough, in terms of their

Euclidean distance. This situation may prevent a possible association or even

generate a wrong one, so Montesano et al. (2005) proposed the pIC algorithm

which is a statistical extension of the ICP algorithm in which the relative

displacement and the observed points in both scans are modeled as GRVs.

Because of the strong noise that characterizes underwater sonar data, we

select the pIC algorithm for the scan matching part of our algorithm. To

illustrate the modified pIC, it is provided in Algorithm 6 and explained below

in detail.

The inputs of the algorithm are the reference scan Sref with points ri

(i = 1..n), the new scan Snew with points ci (i = 1..m) and the initial relative

displacement estimation q̂0 with its covariance Pq (line 1). The following
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Algorithm 6 The modified pIC algorithm

1: q̂pIC = pIC(Sref , Snew, q̂,Pq) {
2: k = 0
3: m = size(Snew)
4: q̂k = q̂
5: do {
6: for(i = 0;m; i++) {
7: n̂i = q̂k ⊕ ĉi
8: A = {ri ∈ Sref/D

2
M(ri,ni) ≤ χ2

2,α}
9: âi = arg minri∈A{D

2
M(ri,ni)}

10: êi = âi − q̂k ⊕ ĉi
11: Pei = Pai + JqPqJ

T
q + JcPciJ

T
c

12: }

13: q̂min = arg minq

{

1

2

m∑

i=1

(
êTi P

−1
ei
êi
)

}

14: if(Convergence())
15: q̂pIC = q̂min

16: else {
17: q̂k+1 = q̂min

18: k ++
19: }
20: }
21: while(!Convergence() and k < maxIterations)
22: }

procedure is iteratively executed until convergence. First, the points of the

new scan (ci) are compounded with the robot displacement (qk) (line 7).

The result (ni), is the set of points from the new scan projected to the same

reference frame as the Sref . Then, for each point ni, the set of statistically

compatible points (A) is computed using the Mahalanobis distance and a

certain confidence level α (line 8). From that, the association point ai is

selected using the individual compatibility nearest neighbor (ICNN) criterion

(Bar-Shalom and Fortmann, 1988) (line 9).

Given that qk ≡ N(q̂k,Pq), ci ≡ N(ĉi,Pci) and ri ≡ N(r̂i,Pri) are GRVs,

the matching error ei ≡ N(êi,Pei) of the {ai,ni} pairing can be computed
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as (lines 10-11):

ei = ai − ni = ai − qk ⊕ ci (5.1)

êi ≡ âi − q̂k ⊕ ĉi (5.2)

Pei = Pai + JqPqJ
T
q + JcPciJ

T
c (5.3)

where

Jq =
∂ ai − qk ⊕ ci

∂ qk

∣
∣
∣
∣
q̂k

, Jc =
∂ ai − qk ⊕ ci

∂ ci

∣
∣
∣
∣
ĉi

(5.4)

Pei is the uncertainty of the matching error (ai − ni) used to estimate the

displacement q̂min through the minimization of the squared Mahalanobis

distance of the matching error (line 13). This is done using the non-linear

least squares minimization method, iterating until convergence is achieved

(lines 14-21).

5.1 Scan matching covariance estimation

Calculating the error covariance of a measurement is essential when it has

to be combined with other measurements in a probabilistic framework like

SLAM. For the Monte Carlo family of methods, this calculation comes at

low computational cost because the particles’ distribution can approximate

the probability of the measurement. The same is true for Newton’s methods

because the scan matching error can be easily computed from the Hessian

matrix used by Newton’s algorithm.

For the correlation methods, the general idea relies on the fact that a

perfect signal or image match results in a well-defined Dirac pulse. Hence, the

amplitude and extent of values surrounding the main correlation peak can be

used as a measure of the degree of congruence for the match. In Pfingsthorn

et al. (2010), the result of the phase correlation is treated as a probability

mass function and a covariance matrix is fitted to a neighborhood around the

registration peak. The same idea has been later extended in Pfingsthorn et al.

(2012) for the uncertainty estimation of a 6 DOF registration method used

to register 3D sonar scans. Hurtós et al. (2013) proposed another heuristic
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method by thresholding the correlation surface at half of the main peak

amplitude and extracting the variances in both axes for the values exceeding

the threshold.

5.1.1 pIC covariance estimation

Although ICP-style algorithms are very popular, lead to very good estimates

of the relative displacements, and have been improved over the last decade,

apparently very little research has attempted to address the uncertainty of

their estimates. Covariance estimation based on the environment and the

uncertainties of the sensor model has been introduced in Lu and Milios (1997b)

and Pfister et al. (2002) but as has been shown in Bengtsson and Baerveldt

(2003), this estimation can be very optimistic in a number of cases.

To overcome this problem, they suggest two different methods, the Hessian

and the sampling methods. Because part of the scan matching algorithm

defines the error function to be minimized, through the linearization of this

error function, its Hessian matrix can be calculated and the covariance can

be estimated by linear regression theory. The sampling method estimates

the covariance matrix of a scan from a specific position by simulating and

matching scans around the position. The authors conclude that the Hessian

method is suitable for real-time estimation, with the ability to capture the

shape but not the size of the covariance matrix. On the other hand, while the

second method captures the correct size and shape of the covariance matrix,

it can only be applied offline due to its computational cost.

In a SLAM framework, an approach similar to the offline method is used

in Nieto et al. (2007), although in this case, only the initial guess of the

displacement is sampled. In Balsamo et al. (2006), the authors suggested

that the method for estimating the covariance should be independent from

the algorithm used for the minimization. They observed the paradox that

different optimization methods may converge to the same minimum, but

lead to seemingly different uncertainties without indicating which one is to

be adopted. Based on the same observation, the uncertainty propagation

independent from the minimization algorithm for the computer vision domain
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is shown in Haralick (1998). The method is based on the Hessian of the cost

function with respect to the estimated displacement and the derivative of the

Jacobian of the cost function with respect to the measurements. In Censi

(2007), this method was adapted to ICP which propagates the uncertainty

from the measured sonar points to the scan matching solution. Using Monte

Carlo simulations over numerical implementation, the author reported similar

results in corridors and circular scenarios and superior performance in square

shaped environments than previous methods (Bengtsson and Baerveldt, 2003).

Hereafter, Haralick’s method is adapted to our pIC algorithm for which a

closed form solution is proposed.

Let ai = [axi
, ayi ]

T ∈ Sref be the corresponding point of ci = [cxi
, cyi ]

T ∈

Snew and qk = [x, y, θ]T the predicted displacement. Then, the robot displace-

ment qmin = [x, y, θ]T can be estimated through the minimization of the error

function ei = ai − qk ⊕ ci (as described in Algorithm 6):

q̂min = arg minq {f (Sref , Snew,qk)} =

= arg minq

{

1

2

n∑

i=1

(
êTi ·P−1

ei
· êi
)

}
(5.5)

The method for propagating the uncertainties from the scan points to the scan

displacement, independently from the minimization algorithm, only assumes

that the cost function f has finite first and second partial derivatives with

respect to sonar scan points z ≡ N (ẑ,Pz) and to the scan displacement qk.

If we take the partial derivatives of f with respect to qk, we can form the

gradient g:

g (z,qk) =
∂f(z,qk)

∂qk

(5.6)

where

ẑ = [ax1
, ay1 , nx1

, ny1 · · · axk
, ayk , nxk

, nyk ]
T (5.7)

By taking the Taylor series expansion of g around (ẑ, q̂k) and taking into

account that qmin is minimizing f and g, we can estimate the covariance Pq



56 Chapter 5. Probabilistic Scan Matching

of the q̂min as:

Pqmin
=

(
∂g

∂qmin

)−1

·
∂g

∂z
·Pz ·

(
∂g

∂z

)T

·

(
∂g

∂qmin

)−1

(5.8)

where Pz is a matrix consisting of the uncertainties of the scan points.

The formulation of the covariance of (5.5) in closed-form is not trivial since

the construction of the necessary matrices depends on the cost function and

parameters. Next section, presents the closed-form expressions for calculating

(5.8) in order to approximate the covariance of the scan matching estimation.

5.1.2 Closed-form formulation of the scan matching

uncertainty

A closed-form formula for propagating the uncertainty from matched image

pairs to homography parameters describing the image motion for a 2D image

mosaic optimization problem, is presented in Elibol (2011). The formula

is based on the first order approximation for the bundle adjustment (BA)

minimization algorithm. Hereinafter, this method is adapted to the estimation

of the covariance matrix of the scan matching displacement estimate. Let,

• z ≡ N (ẑ,Pz), be the vector of the measured scan points assumed

to be perturbed with a zero mean Gaussian random noise. In our

case, the scan matching does point-to-point association, therefore the

measurements vector ẑ is of dimension 4k × 1:

ẑ = [ax1
, ay1 , nx1

, ny1
︸ ︷︷ ︸

ẑ1

· · · axk
, ayk , nxk

, nyk
︸ ︷︷ ︸

ẑk

]T (5.9)

and its covariance, given by Pz, is a (4k × 4k) matrix consisting of the
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uncertainties of the scan points:

Pz =












Pa1 · · · 0

Pn1

...
. . .

...

Pak

0 · · · Pnk












(5.10)

which is block diagonal because the scan points are assumed to be

uncorrelated. One of the differences with laser scanners or multi-beam

sonar profilers with the ones using a rotating mono-beam sonar head, is

that the scan points become correlated when represented in the scan

I frame. Nevertheless, given the short duration of the scan building

process, the slow motion of the vehicle and without loss of generality,

those correlations have been neglected in this research effort. Let,

• x be the unknown parameter vector corresponding to the qmin estimated

by the pIC.

x = [x, y, ψ]T (5.11)

• f(z,x) be a scalar, continuous, non-negative cost function of the overall

square Mahalanobis distance of the matching error (from algorithm 1,

line 13):

f(z,x) =
1

2

k∑

i=1

(
eTi ·P−1

ei
· ei
)

(5.12)

Haralick’s method (Haralick, 1998) can then be applied to estimate the

covariance Px of the estimated x̂ which minimizes the above cost function

(5.12):

Px =

(
∂g

∂x

)−1

·
∂g

∂z
·Pz ·

(
∂g

∂z

)T

·

(
∂g

∂x

)−1

(5.13)

where g (z,x) =
[
∂f(z,x)

∂x

]T

. To do this, it is necessary to compute g (z,x),
∂g(z,x)

∂x
and ∂g(z,x)

∂z
.
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Let us begin by rewriting the function (5.12) as:

f (z,x) =
1

2
·RT ·W ·R (5.14)

where R is the stacked vector of the matching residuals error (of dimension

2k × 1):

R =
[
eT1 · · · eTk

]T
(5.15)

and W is the inverted block diagonal matrix of the measurement errors’

covariances (of dimension 2k × 2k):

W =







Pe1 · · · 0
...

. . .
...

0 · · · Pek







−1

(5.16)

Because W is the inverse of a covariance matrix, it is positive definite and

hence a Cholesky decomposition exists:

W = LT · L (5.17)

Now, for simplicity and without loss of generality, let us define:

R̂ = L ·R (5.18)

W is block diagonal because the scan points are assumed to be uncorrelated,

and so is L:

L =







Le1 · · · 0
...

. . .
...

0 · · · Lek







(5.19)

Now, Equation 5.14 can be rewritten as:

f (z,x) =
1

2
· R̂T · R̂ (5.20)
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and g(z,x) can be defined as the Jacobian of the cost function, being a (1×3)

matrix;

g (z,x) =
∂f

∂x
= R̂T · Ĵx (5.21)

where Ĵx is the (2k × 3) Jacobian matrix of error vector R̂ :

Ĵx =
∂R̂

∂x
=







∂(Le1
·e1)

∂x

∂(Le1
·e1)

∂y

∂(Le1
·e1)

∂θ
...

...
...

∂(Lek
·ek)

∂x

∂(Lek
·ek)

∂y

∂(Lek
·ek)

∂θ







(5.22)

The ∂g(z,x)
∂x

is the (3× 3) Hessian of f (z,x) and is calculated as follows:

∂g

∂x
= 2 · ĴT

x · Ĵx + 2 · R̂T ∂Ĵx

∂x
(5.23)

where ∂Ĵx

∂x
is the (6k×3) Hessian of R̂ which can be computed in the following

way:

∂Ĵx

∂x
=

∂

∂x

(

∂R̂

∂x

)

=
3∑

i=1

(

vec

(

∂Ĵx

∂xi

))

· rTi (5.24)

being ri a (3× 1) vector, with all zeros except its ith row which is equal to

1. To compute the second part of (5.23), the (5.24) is multiplied by R̂T as

follows:

R̂T ∂Ĵx

∂x
=
(

R̂T ⊗ I3

)

·
∂Ĵx

∂x
(5.25)

where ⊗ denotes Kronecker product of two matrices. Similarly, the ∂g

∂z
is a

3× 4k matrix, computed as:

∂g

∂z
= 2 · ĴT

x · Ĵz + 2 · R̂T ∂Ĵx

∂z
(5.26)

where Ĵz is the Jacobian of the error vector R̂, being a (2k × 4k) matrix:

Ĵz =
∂R̂

∂z
=







∂R̂1

∂z
· · · 0

...
. . .

...

0 · · · ∂R̂k

∂z







(5.27)
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where each ∂R̂(i)
∂z

is a (2× 4) matrix, and ∂Ĵx

∂z
is the following (6k× 4k) matrix:

∂Ĵx

∂z
=

4k∑

i=1

(

vec

(

∂Ĵx

∂zi

))

· rTi (5.28)

being this time ri a (4k × 1) vector of all zeros except its ith row which is

equal to 1. As previously, the second part of (5.26) is given by:

R̂T ∂

∂z

(

∂R̂

∂x

)

=
(

R̂T ⊗ I3

)

·
∂Ĵx

∂z
(5.29)

5.2 Validation of the covariance estimation

5.2.1 Numerical estimation

In order to verify the above closed-form formulation, we ran extensive tests

comparing our results with a numerical estimation of the covariance. In the

source code publicly available by Censi (2007), a numerical estimation of

the covariance matrix based on (5.13), is used. We adapted this method to

our case, as it provides an independent and tested algorithm for validation

of our closed-form expression. The results were exactly the same as in the

closed-form, rounded up to the fifth significant digit. The numerical method

only needs to express the cost function (5.5) in an analytical way that includes

all the components which contribute to the error.

E(ai, ni, q̂k) =
1

2

∑

[ai − q̂k ⊕ ni]
T ·P−1

ei
· [ai − q̂k ⊕ ni] (5.30)

Using (5.30), all the matrices needed to evaluate (5.13) are computed and

then evaluated.

5.2.2 Monte-Carlo simulations

In order to compare the accuracy of the estimated covariance matrix given

by (5.13) with the real one, we performed Monte-Carlo simulations. In

this experiment, we consider two environments that are most common in
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underwater man-made structures (Ribas et al., 2008); square and corridor.

As the sensor of our interest is an acoustic underwater sonar, the simulation

constants were kept as close to reality as possible. The sensor has modeled

with 200 acoustic beams distributed on a full sector of 360 deg, perturbed

by Gaussian noise with zero mean and a standard deviation of 0.05m for

the range and 1.5 deg for the angle. The initial pose is xref = [0m, 0m, 0o]T

and the true robot displacement is q = [1m, 0.5m, 10o]T . The covariance of

the dead-reckoning estimate u, used as the initial guess for the pIC with

Σu = diag(0.35m, 0.35m, 7.5o).

The algorithm of the simulation followed the method proposed by Censi

(2007):

1. Compute the second pose as xnew = xref ⊕ q

2. For i = 1 to 300 do

(a) Create a noise-corrupted first scan Srefi at xref

(b) Create a noise-corrupted second scan Snewi
at xnew

(c) Sample a guess displacement ui ∼ N(q,Σu)

(d) Run pIC to obtain q̂i = pIC (Srefi , Snewi
,ui)

3. Compute the approximated Σq as the covariance of the resulting samples

q̂i

4. Compare the Monte Carlo approximation Σq with the Σx estimated by

(5.13)

Square environment

In Fig. 5.1 the top image and the results of the square environment, are

visualized. Although difficult to appreciate in the figure, the dots in the wall

are the points from the two scans (real and observed). The figure shows in red

the covariance estimated from the samples of the Monte Carlo simulation and

in blue the one estimated by the proposed method. It is possible to see that
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Figure 5.1: Square environment. The arrows on the top image represent
the pose and forward direction of the robot. The error distribution on the
second pose (right) is too small to be visualized. In the data projection plots,
the dots (green) are the actual error samples. The computed covariance is
represented with solid line (blue), while the real one is represented with a
dashed line (red).

the method is slightly optimistic and does not capture well the correlation

among x, y and θ. Although not shown in the figure, it is worth noting that

the covariance estimated by the proposed closed form is in agreement with

the one derived numerically with the method proposed in Censi (2007).

Corridor environment

The map and the results in the corridor environment are showing in Fig. 5.2.

Although this is a very difficult environment for a scan matching algorithm,

the proposed method captures well the real covariance matrix in the observed

manifold (x degree of freedom). In this case the method is able to capture

even the x− θ correlation. Table 5.1, shows the standard deviation results
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for both environments.

Table 5.1: Monte Carlo standard deviation errors

Environment σx(mm) σy(mm) σθ(mm)

Square
true 11.2 11.5 0.16
result 7.0 7.1 0.15

Corridor
true 9.8 257.2 0.22
result 8.2 13.8 0.22

Figure 5.2: Corridor environment. Here is more easy to appreciate on the
map the error distribution in the direction of the unobserved walls. Again,
the arrows on the map represent the pose and forward heading of the robot.
In the data projection plot, the dots (green) are the actual error samples.
The solid line (blue) represents the computed covariance, while the dashed
line (red) represents the real one.

5.3 Discussion

The scan matching covariance estimation is an important element for smooth

integration to any probabilistic-based estimator. The closed-form solution that

was presented in this Chapter, is based on Haralick’s method (Equation 5.8),

where Pz is a matrix consisting of the uncertainties of the scan points that

are propagated to form the uncertainty of the scan matching estimation. The
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experimental validation shows that the closed form solution provides a slightly

under-estimated covariance when compared to the empirical estimate. We

believe that this is due the current construction of the Pz matrix which is

built as a block diagonal, not including the correlations between the scan

points. Theoretically, Pz can be a full matrix describing the correlations

between the scan points, however, practically estimating these correlations is

not always trivial.

Under-estimated scan matching covariance, when used within a SLAM

framework, can increase fault-positive registrations and loop-closures, affecting

the overall trajectory estimation. Further mathematical research will help to

include the correlations into the matrix in a consistent way, which potentially

would improve the scan matching covariance estimation.
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Underwater SLAM algorithm

The proposed pose-based SLAM algorithm uses an ASEKF for estimating

scan poses. In this implementation of the stochastic map (Smith et al., 1990),

the estimate of the positions of the vehicle at the center of each full scan

{x̂B
1 . . . x̂

B
n } at time step (k) are stored in the state vector x̂B

k , referenced to

the base frame B:

x̂B
k =

[[
x̂B
nk

]T
. . .

[
x̂B
ik

]T
. . .

[
x̂B
1k

]T
]T

(6.1)

The covariance matrix for this state is defined as:

PB
k = E

[
(xB

k − x̂B
k )(x

B
k − x̂B

k )
T
]

(6.2)

For the reader’s convenience, we would like to reiterate that a full scan is

defined as the set of range measurements obtained after compounding all

the robot poses from the 200 beams needed to obtain the full 360 deg sonar

scan sector. As mentioned in Chapter 3, the output from the ScanGrabbing

algorithm is a scan referenced at the center of that path. Each scan is

considered rigid and is statistically independent as it has been build on a

local frame. For a better understanding, the SLAM is detailed in Algorithm 7

and explained afterward in detail.

65
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Algorithm 7 SLAM algorithm

1: SLAM() {
2: {-Initialization}
3: [Sref , q̂

B1

ref ,P
B1

qref
] = ScanGrabbing()

4: xB
1 = q̂B1

ref , P
B
1 = PB1

ref , S1 = Sref

5:

6: {-Main}
7: for k = 2 to n scans do
8: {
9: [Snew, q̂

Bi
new,P

Bi
qnew

] = ScanGrabbing()
10: Sk = Sk−1 ∪ Snew

11:

12: {-EKF prediction}
13: xB

k = xB
k ⊙ q̂Bi

new

14: PB
k = FkP

B
k F

T
k +GkP

Bi
qnew

GT
k

15:

16: {-Loop candidates}
17: [Ok] = OverlappingScans(Sk,x

B
k , threshold)

18: for all [Si,x
B
i ] ∈ Ok do

19: {
20: Sref = Si (ascending order)
21: Hk = [J2⊕3x3

03x3(n−i−1) J1⊕J⊖3x3
03x3(i−1)]

22: [q̂Ii
i ,P

Ii
i ] = [⊖x̂B

ik
⊕ x̂B

nk
,HkP

B
k H

T
k ]

23: [q̂Ii
pIC ,P

Ii
pIC ] = pIC(Sref , Snew, q̂

Ii
i ,P

Ii
i )

24:

25: {-EKF update}
26: zk = q̂Ii

pIC ; Rk = PIi
pIC

27: [xB
k ,P

B
k ] = standardEKFupdate(xB

k|i,P
B
k|i, zk, Rk,Hk)

28: }
29: }
30: }

6.1 Map initialization

All the elements of the state vector are represented in the map reference

frame B. Although this reference frame can be defined arbitrarily, we have

chosen to place its origin at the initial position of the vehicle at the beginning

of the experiment and to orient it to the North so compass measurements can
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be easily integrated.

The pose state xi is represented as:

xB
i =[x y ψ]T (6.3)

where x, y and ψ are the position and orientation of the vehicle in the global

frame B. The depth is not considered in this case as we are developing a

planar map of the environment. The state and the map are initialized from

the first available heading measurement.

6.2 Prediction

Let,

• xB
n−1k

≡ N(x̂B
n−1k

, PB
k ) be the last scan pose, and

• qBn
n ≡ N(q̂Bn

n , PBn
qn
) be the robot displacement during the last scan,

estimated through dead-reckoning.

Then the prediction / state augmentation equation is given by:

x̂B+

k+1 =
[[
x̂B
n−1k

⊙ q̂Bn

nk

]T [
x̂B
n−1k

]T
. . .
[
x̂B
ik

]T
. . .
[
x̂B
1k

]T
]T

(6.4)

where, given that B and Bn frames are both North aligned, the linear opera-

tor ⊙ is defined in the general case as:

x⊙ q =






a

b

c




 ⊙






d

e

f




 =






a+ d

b+ e

f




 (6.5)

Let A⊙ and B⊙ be the corresponding linear transformation matrices defined

as:

A⊙ =

[

I2x2 02x1

01x2 0

]

, B⊙ = I3x3 (6.6)
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and let PB+

k+1 be the predicted pose uncertainty computed as:

PB+

k+1 = FkP
B
k F

T
k +GkP

B
qn
GT

k (6.7)

where,

Fk =









A⊙ 03x3 . . . 03x3

03x3 I3x3 . . . 03x3

...
... . . .

...

03x3 03x3 . . . I3x3









, Gk =









B⊙

03x3

...

03x3









(6.8)

6.3 Scan matching measurement

In order to execute the modified pIC algorithm given two overlapping scans

(Si, Sn) with their related poses (xB
i ,x

B
n ), an initial guess of their relative

displacement is necessary. This initial guess [q̂Ii
i ,P

Ii
qi
] can be easily extracted

from the state vector using the tail-to-tail transformation (Smith et al., 1990):

q̂Ii
i = ⊖x̂B

i ⊕ x̂B
n (6.9)

Since the tail-to-tail transformation is actually a non-linear function of the

state vector xB
k , the uncertainty of the initial guess can be computed by

means of the Jacobian of the non-linear function:

PIi
qi
= HkP

B
k H

T
k (6.10)

where

Hk =
∂ ⊖ xB

i ⊕ xB
n

∂ xB
k

∣
∣
∣
∣
x̂B
k

(6.11)

Moreover, as shown in Smith et al. (1990), the Jacobian for the tail-to-tail

transformation xac = ⊖xba ⊕ xbc , is:

∂ ⊖ xba ⊕ xbc

∂ (xbaxbc)
= [J1⊕J⊖ J2⊕] (6.12)

where J1⊕,J2⊕ and J⊖ are the Jacobian matrices of the compounding and

inverse transformations respectively.
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As in our case xB
nk

and xB
ik
are components of the full state vector, the

Jacobian of the measurement equation becomes:

Hk =
∂ ⊖ xB

ik
⊕ xB

nk

∂ xk

=

=[J2⊕3x3
03x3(n−i−1) J1⊕J⊖3x3

03x3(i−1)]

(6.13)

Once the initial displacement guess is available, the modified pIC algorithm

can be used to produce an updated measurement of this displacement.

6.4 Loop closing candidates

Each new pose of a scan is compared against all the previous scan poses that

are in the nearby area (defined by a threshold) using scan matching. In order

to avoid false positive registrations we define a percentage between the number

of points of the new scan and the associated ones from the candidates that

take part in the registration . The scan matching result is accepted if enough

points from the scans overlap (over the percentage), and the registration

introduces a constraint between the poses, hence updating the ASEKF. These

constraints are the loops closures that correct the whole trajectory and bound

the drift.

Wrong matches in loop closing can have catastrophic results in any SLAM

framework. To avoid that, we set the percentage of associated scan points up

to 80%, which means that should be a good overlapping between the scans in

order the match to be accepted. If the match is not accepted, then the filter

continues with the dead-reckoning until the next match. The same is true

with occlusions. Even if the vehicle is in the exact point of a previous scan but

an occlusion prohibit the same view, then there will not be enough associated

points for a match and the filter will continue with the dead-reckoning.

Bellow follows the loop closure procedure. Let,

• xB
nk

be the last scan pose and Snk
its corresponding scan,

• Overlapk =
{
Sik /

∥
∥x̂B

nk
− x̂B

ik

∥
∥ < threshold

}
the set of overlapping

scans and
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• Ok = [S1k , S2k . . . Smk
] the sequence of the overlapping scans belonging

to the Overlapk set

Then ∀ [Sik ,x
B
i ] ∈ Ok, perform a new scan matching between the scan poses

(xB
nk
,xB

ik
) with the corresponding scans (Snk

, Sik) obtaining [q̂Ii
i ,P

Ii
qi
] as the

result of the scan matching. PIi
qi
is the corresponding uncertainty computed

as described in Section 5.1. Finally the scan matching result is used to update

the filter.

6.5 State update

When two overlapping scans (Si, Sn) with the corresponding poses (xB
i ,x

B
n ) are

registered, their relative displacement defines a constraint between both poses.

This constraint can be expressed by means of the measurement equation,

which in our case becomes:

zk = ⊖xB
ik
⊕ xB

nk
(6.14)

where xB
ik
is the scan pose which overlaps with the last scan pose xB

nk
. Now,

an update of the stochastic map can be performed with the standard extended

Kalman filter equations.
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Experimental set-up and results

The validity of the scan matching SLAM technique that was described in the

previous sections, has been tested with three datasets. The first is obtained by

the Ictineu AUV in an abandoned marina, the second in a natural underwater

tunnel and the third in an underwater cavern system. Both the second and

the third datasets were obtained using the Sparus AUV. The Ictineu and

Sparus AUVs were designed and developed in the underwater robotics lab

(CIRS) of the Universitat de Girona (UdG), Spain.

7.1 Ictineu AUV

The Ictineu AUV was conceived around a typical open-frame design (see

Fig. 7.1a) as a research prototype for validating new technologies. It is a

small (0.8 × 0.5 × 0.5m) and light weight (60 kg in air) vehicle appropriate

for very shallow waters (max depth 30m). Although the hydrodynamics of

open-frame vehicles is known to be less efficient than that of closed-hull type

vehicles, they allow easy upgrades, sensor integration, and maintenance. The

vehicle is passively stable in roll and pitch due to the weight and volume

distribution, and it can be controlled in surge, heave, and yaw with four

thrusters (two for the surge and yaw, and two for the heave DOF). Two

cylindrical pressure vessels house the power and computer modules. The

power module contains a pack of sealed lead acid batteries, which supply

71
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24Ah at 24V and can provide the Ictineu AUV with more than one hour of

running time. The computer module has two PCs, one for control (PC104

AMD GEODE-300 MHz) and one for image and sonar processing (mini-ITX

computer Via C3 1GHz) connected through a 100Mbps Ethernet switch.

Table 7.1 reports the sensor suite of the vehicle used when the dataset was

collected. A complete description of the Ictineu AUV at that time can be

found in Ribas et al. (2007).

7.2 Sparus AUV

The Sparus AUV, was designed with the main goal of being a small and simple

torpedo-shaped vehicle with hovering capabilities (Fig. 7.1b). It has three

DOF and the propulsion consists of three thrusters (two for the surge and yaw

and one for the heave DOF) which are integrated in a classical torpedo shape

AUV. The dimensions of the vehicle are 1.22m in length by 0.23m diameter,

with a weight of around 30 kg and a depth rating of 50m. The vehicle’s power

module consists of Lithium ion battery cells (890Wh), which allows for an

autonomy of more than 6 hours. The on-board embedded computer has been

chosen as a trade-off between processing power, size and power consumption.

The ADL945HD board together with the U2500 processor at 1.2GHz provide

the processing power of a Core Duo architecture together with the ultra low

voltage consumption and the 3.5” small form factor.

The vehicle’s sensor suite is listed in Table 7.1. Additional temperature,

voltage, pressure sensors, and water leak detectors are installed into the

pressure vessels to monitor the system’s integrity. Besides, the vehicle hosts

on top a WiFi and a GPS antenna covered with resin, which can be detached

and placed in a float on the surface, to maintain the connection with the

AUV via a 5m USB cable while the vehicle is submerged.
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Table 7.1: Summary of the Ictineu and Sparus AUVs sensor suit. (*Installed
additionally for the cavern dataset)

Sensor
Ictineu AUV Sparus AUV

Model / Specifications Model / Specifications

MS Imaging sonar Tritech Miniking Tritech Micron DST
Max range: 100 m 75 m
Horizontal beamwidth: 3 deg 3 deg
Vertical beamwidth: 40 deg 35 deg
Scan rate (360-deg sector): 5-20 sec 5-20 sec
Frequency: 675 kHz Chirped 650 to 750 kHz

MS Profiling sonar* – Tritech Super SeaKing DFP
Frequency: – 0.6 / 1.1 MHz
Max range: – 80 / 40 m
Beamwidth: – 2 / 1 deg
Scan rate (360-deg sector): – 4-25 sec

Doppler velocity log Sontek Argonaut LinkQuest NavQuest600Micro
Accuracy: 0.2% 0.2% +/- 1 mm/s
Frequency: 1.5 MHz 600 kHz
Max update rate: 10 Hz 5 Hz

AHRS 1 Xsens MTi
Static accuracy (roll/pitch): 0.5 deg
Static accuracy (heading): 1.0 deg
Max update rate: 256 Hz

AHRS 2* – Analog Devices ADIS16480
Static accuracy (roll/pitch): – 0.1 deg
Static accuracy (heading): – 0.3 deg
Max update rate: – 330 Hz

Vision system 1 cameras (1 × forward and 1 × down-looking)
CCD size: 1/3 inch
Sensitivity: 0.01 lux
Color encoding system: PAL 576i

Vision system 2* – GoPro Hero2 3D
CCD size: – 1/2.5 inch
Image format: – 1280 x 960
Field of view: – 170 deg

Pressure sensor Integrated to DVL DS2806 HPS-A
Range: 0 - 20 bar 0 - 6 bar
Precision: n.a. +/- 0.25%
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a) b)

Figure 7.1: The AUVs from the University of Girona that were used for this
research. a) The Ictineu AUV and b) the Sparus AUV.

7.3 The datasets

The proposed method has been tested with three datasets, including a struc-

tured environment of an abandoned marina and the unstructured environments

of a natural underwater tunnel and a natural underwater cave, all acquired

during engineering tests along the Spanish coast.

7.3.1 The marina dataset

The method described in this paper has been first tested with a dataset

obtained in an abandoned marina located at St. Pere Pescador, Costa Brava,

Spain (Fig. 7.2a). This available dataset (Ribas et al., 2008) is useful to test

if an algorithm is capable of utilizing the limited information provided by

each scan in a large underwater environment. The dataset was obtained in a

structured environment, however, our algorithm does not take into account

any structural information or take advantage of existing features. In our

current sensor configuration with an imaging sonar mechanically scanning

the horizontal plane around the vehicle, the proposed method can be used

wherever the surrounding vertical obstacles produce constant cross sections

for the commanded operating depth.

The survey mission was carried out using the Ictineu AUV traveling along

a 600m path. The MSIS was configured to scan the whole 360 deg sector
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a) b)

Figure 7.2: Gathering the marina dataset: a) the marina environment. b)
The buoy on top of the AUV.

at a maximum range of 50m, with a 0.1m resolution and a 1.8m angular

step. Dead-reckoning can be computed using the velocity readings coming

from the DVL and the heading data obtained from the AHRS sensor, both

asynchronously. Standard deviation for the MSIS sensor was set at ±0.1m in

range and ±1.8 deg in angular measurements.

For evaluating the algorithm, a small buoy equipped with a DGPS sensor

was attached on top of the AUV, with a vertical separation of half a meter.

The AUV-buoy system was rigid and allowed the collection of ground truth

data simultaneously with the acoustic data (Fig. 7.2b).

7.3.2 The underwater tunnel dataset

The algorithm was also tested with a second dataset obtained in the natural

underwater tunnel that passes under “Illa Ferriol” Island, located in the L’

Escala area of Costa Brava, Spain (Fig. 7.3a).

The entrance of the tunnel starts at around 10m depth and reaches almost

24m at the end of a corridor 28m long. Although vertical information is

sufficient for an MSIS sensor, the tunnel is still a challenging environment

because its walls are highly unstructured and its depth is variable (Fig. 7.3b).

The survey mission was carried out using the Sparus AUV guided along a

100m path. As in the marina dataset, the MSIS was configured to scan
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a) b)

Figure 7.3: Gathering the dataset: a) The approximate position of the
underwater tunnel is identified by the dotted red lines. b) The depth profile
of the AUV trajectory along the tunnel.

the whole 360 deg sector at 50m range, with a 0.1m resolution, 1.8 deg

angular step and standard deviations of 0.1m in range and 1.8 deg in angular

measurements. Again, dead-reckoning can be computed using the velocity

reading from the DVL and the heading data obtained from the AHRS, both

asynchronously. Unfortunately, for this dataset ground truthing is unavailable

because the technique of a towed buoy with a GPS unit above the AUV used

in the marina dataset cannot be implemented inside a cave.

7.3.3 The underwater caverns dataset

The final test for our algorithm was performed with a dataset obtained in

the underwater cavern complex “Coves de Cala Viuda”, also located in the L’

Escala area of Costa Brava, Spain (Fig. 7.4a). The complex consists of three

short single-branch caves and several tunnels of different sizes. This dataset

explores two of the caves and tunnels, closing a loop of around 500m long.

The bottom of the caves entrances starts at around 20m depth, arrives up to

surface inside air chambers at the end of the cave, following corridors with

diameters varying from 1 to 15m (Fig. 7.4b).

The dataset was also collected with the Sparus AUV guided by a diver all
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Figure 7.4: Gathering the dataset: a) The approximate position of the
underwater caverns are identified by the dotted red lines. b) The depth profile
of the AUV trajectory in this dataset.

a) b)

Figure 7.5: a) Sparus AUV with extended payload. b) Close-up of the sensors.

the way. This time the MSIS was configured to scan the whole 360 deg sector

at 20m range, with a 0.05m resolution at 1.8 deg angular step which also

define the sensor’s standard deviations. For this dataset the payload of the

Sparus AUV was extended with additional sensors (Fig. 7.5a). First, a second

AHRS (ADIS16480, Analog Devices) was added inside the pressure housing

with better performance than the original one (MTi, Xsens). For collecting

imagery from the seafloor, a 3D video system (Hero2, GoPro) together with

two HID lights were mounted so they are downward-looking in front of the

main camera. The data recording was uncoupled from the vehicle system

and time synchronization was achieved by comparing specific frames with

the main camera. Finally, in order to capture the 3D shape of the caves a
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a) b)

Figure 7.6: Ground truth points for the cavern dataset. In a) Sparus AUV is
guided over the cone. b) Measuring the distances between cones.

mechanically scanned profiling sonar was mounted in front and parallel to the

forward axis of the AUV (Fig. 7.5b). The profiler emits a conical shape beam

with 1 deg angle at 1.1MHz and was configured to scan the whole 360 deg

sector at 10m range, with a 0.2m resolution and 1.8 deg angular step. In

that configuration, a full sector scan of the profiler takes around 4 sec.

For algorithm validation, the dataset provides six ground truth points in

the form of traffic cones (Fig. 7.6a). The cones were in characteristic places

along the AUV trajectory over which the vehicle passed twice, including at

the entrances of the caves, and at the beginning and end of the survey. The

relative position of the cones can be found by extracting the timestamps from

the video frames where the cones appear more close to the center of the image

and compare them with the timestamps of the trajectory. Then the distance

of the cone from the reference frame of the vehicle can be found by using the

existing calibration of the camera. An additional ground truthing step was to

manually measure and record with tape meter the distances between the cones.

However, due to low visibility, long distances and the boulders between the

cones, the tape was not always following straight line and these measurements

are the upper bound of unknown variance (Fig. 7.6b). Although not very

accurate, the tape measurements provide a good sense of scale.
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7.4 Results

7.4.1 Results from the marina dataset

Fig. 7.7 shows the trajectory and the map estimated with the proposed

SLAM algorithm. In the insert, results are projected on an orthophoto

map of the real environment. As expected, the dead-reckoning estimated

trajectory suffers from a significant drift which is drastically limited by the

SLAM algorithm. The inherent drift of the dead-reckoning is significantly

increased in our experiment by the combination of the low accuracy sensors

(AHRS, DVL) that the vehicle was equipped with, and the strong presence

of ferrous materials (cement walls) in the marina environment. These kinds

of perturbations and biases are very difficult to model in advance and are

generally treated during post-processing.

Nevertheless, our algorithm was able to correct the bias without any

post-processing. The consistency of the algorithm can also be appreciated

also visually in the orthophoto map where the scan points and the trajectory

are superimposed. The scan points fit the marina walls, except in those areas

where the drift is higher (to the top right of the big tank, and towards the

left at the end of the trajectory).

The whole dataset was acquired in 53min with the vehicle traveling at a

0.2m/sec average speed. The off-line execution of the proposed algorithm,

implemented in MATLAB, takes around 14min with a simple Pentium M

@ 2.00GHz laptop, which is 3.8 times shorter than the duration of the real

experiment. It is reasonable to assume that an optimized implementation

should be able to operate efficiently on-board the AUV.

The absolute scan displacement error for all scan poses can be seen in

Fig. 7.8a. It is computed as the difference between the displacement of a scan

estimated through the SLAM algorithm and the corresponding displacement

measured with the DGPS, assuming zero DGPS error. Fig. 7.8b and 7.8c

shows the histograms of the errors for the X and Y vectors and the solid line
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(a) (b)

(c)

Figure 7.8: Histograms of the error for all the scan displacements estimated
through the SLAM and the corresponding displacement measured with the
DGPS. (a) Absolute scan displacement error. (b) Error in X axis. (c) Error
in Y axis. The solid line is the Gaussian fit to the histogram.

is the Gaussian fit to the histogram.

Fig. 7.9 provides the absolute trajectory error between the results of dead-

reckoning, pure scan matching (Hernández et al., 2009), feature-based SLAM

(Ribas et al., 2008) and pose-based scan matching SLAM which is the current

work. The absolute trajectory error is computed as the difference between

the pose estimated through the SLAM algorithm and the corresponding pose

measured estimated with the DGPS, assuming zero DGPS error. Table 7.2

provides a summary of the mean, the standard deviation, the minimum

and maximum of the absolute trajectory error for the methods we tested.

As expected, both SLAM algorithms outperform the pure scan matching

implementation. The proposed pose-based scan matching SLAM results are

similar to those of the feature-based SLAM. However, the main advantage of

our algorithm is that it does not rely on features or any structural information,
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(a) (b)

(c)

Figure 7.9: Histograms of the absolute trajectory errors for: (a) pure scan
matching, (b) feature-based SLAM and (c) pose-based SLAM.

and, therefore, has the potential to be applied in a natural environment.

Table 7.2: Error analysis between the current and previous algorithms

Method / Error (m) Mean Std. Dev. Min. Max.

Dead-reckoning 17.46 11.47 0.09 45.42
Scan matching 3.99 2.11 0.03 8.49
Feature-based SLAM 1.91 1.32 0.01 5.08
Pose-based SLAM 1.90 1.09 0.01 4.93

We conclude the results with a note about the ground truth. The nominal

accuracy of a DGPS is around 1m and it degrades at an approximate rate

of 0.22m for each 100 km distance from the broadcast site (Monteiro et al.,

2005). In this experiment, the vehicle was receiving differential corrections

from a nearby base station (<40 km), therefore, the theoretical DGPS drift is
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less than 1.22m.

7.4.2 Results from the tunnel dataset

This section shows the results of the proposed algorithm when tested in the

challenging and highly unstructured environment of a natural underwater

tunnel. The test was kept sort in length in order to provide an initial evaluation

of the algorithm’s performance in such an environment. The vertical beam

width of the MSIS is 40 deg, which eliminates the vertical resolution on the

sensor (2D scans), but had not introduced any concern of the previous dataset

in the marina environment, because the man-made wall was straight and

vertical. In this natural dataset, the rough and unstructured walls, the rock

debris inside, as well as the vertical extension of the tunnel, produce sonar

images that change dramatically from scan to scan. As a consequence, fewer

points will be associated between the scans and the registration process will

be prone to errors. However, the proposed algorithm was able to cross-register

scan poses when the robot was revisiting the same areas on the way back.

Fig. 7.10a shows the trajectory and the map estimated with the proposed

SLAM algorithm, and Fig. 7.10b shows the constraints between the scan

poses. As was expected, there is a drift in the dead-reckoning estimated

trajectory which is limited by the proposed SLAM algorithm.

Despite the absence of ground truth data, the relative small area that

the cave extends suggests that the trajectory estimate is close to the real

trajectory. Visual inspection of the registered scans after the algorithm ends

confirms that. An example can be seen in Fig. 7.11. The figure examines scan

#10, on the way in, which corresponds to scan #43 on the way out. When the

corresponding scans are plotted over the dead-reckoning, the scan points on

the way in (black circle) do not coincide with the ones when the AUV revisits

the area on the way out (green dots). This phenomenon is limited when

the two scans are plotted over the SLAM solution. Another confirmation is

obtained coming by scuba diving into the cave. As an example, we measured

the entrance of the cave to be around 8m, which is much smaller than the

approximate 15m that the dead-reckoning suggests. Unfortunately, in such
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a) b)

Figure 7.10: SLAM Trajectory and map. The red solid line represents the
dead-reckoning and the blue dash line the trajectory estimated with the
SLAM algorithm. a) shows the map of the scan points and, b) shows the
map of constraints.

an environment, it is very difficult to obtain a ground truth but we partially

address this problem in the caverns dataset that follows in the next section.

This dataset was acquired in around 12min with the vehicle traveling at

a 0.15m/s average speed. The off-line execution of the proposed algorithm,

implemented in MATLAB, needs around 2min with an Intel Core2 Quad

@ 3.00GHz CPU, which as in the structured environment, is promising for

real-time implementation.

7.4.3 Results from the cavern dataset

The results from the short experiment in the underwater tunnel were promising

but without ground truth, it is very difficult to properly evaluate the behavior

of the algorithm. For this reason we tested our algorithm in the longer and

more complex environment of an underwater cavern system with ground

truth points. As explained previously in this chapter in the description of

the dataset, six traffic cones were placed in the cave system along the AUV

trajectory where the vehicle passed twice, providing ground truth points
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Figure 7.11: Visual inspection of the registered scans #10 and 43. In the left
image the scan points are plotted over the dead-reckoning and in the right
image over the SLAM solution.

relative to each other.

Because of the higher accuracy of the new AHRS used for this experiment,

dead-reckoning estimation was not drifting as much as in the previous datasets.

However, there is still enough drift to observe inconsistencies on the resulting

map (Fig. 7.12 top), such as the corridor of the top cave and the corridor

of the vertical tunnel. Fig. 7.12 (bottom) shows the trajectory and the map

estimated with the proposed SLAM algorithm, where these inconsistencies

have been greatly reduced. Our algorithm was able to bound the drift by cross-

registering most of the scans from areas that the vehicle has visited before.

Fig. 7.13 top, shows the constraints from the cross-registration between the

scan poses.

The ground truth cones provide two metrics for evaluating the performance

of the algorithm relative to the beginning of the experiment.

The first metric, is the difference in distance between the appearances of

the same cone when the vehicle passes over it twice. Table 7.3 summarizes

these errors for the dead-reckoning (DR) and the SLAM trajectory. Both are

visualized in Figure 7.13 (bottom) and with additional detail in Figure 7.14.
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Figure 7.12: Cavern complex trajectories and maps in 2D. Top: map based
on dead-reckoning estimation. Bottom: map based on SLAM result.
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Table 7.3: Cavern experiment cones errors.

Cones DR error (m) SLAM error (m)

1 6.60 2.20
2 3.84 1.68
3 2.81 0.28
4 3.53 0.49
5 2.44 1.40
6 4.37 2.43

The maximum error can be observed at cones 1 and 6. Cone 1 is in an open

area where there is not enough vertical information for the scan matching

algorithm to identify and close the loop. At cone 6, the algorithm has cross-

registered nearby scans; however, the distance from the walls to the vehicle

increases the uncertainty of the scans, which results in larger error. For cones

located in well confined areas, the algorithm was able to significantly reduce

the error. In any case, compared to dead-reckoning, the error reduction varies

from half to an order of magnitude.

The second metric is the difference between the distances measured with

meter tape by divers from cone to cone, with the ones measured from the

estimated trajectories. As explained before, these measurements are the

upper bound of an unknown variance due to the fact that it was not always

possible the tape to follow a straight line. Although they are not accurate

measurements, they provide a good sense of scale. Table 7.4 summarizes all

the measured and estimated distances. All the estimated distances are smaller

than the measured ones, which demostrate that the algorithm does not suffer

from a significant scaling problem. Unfortunately, due to the aforementioned

problems, there is no accurate way of identifying which estimated distance is

best. However, we can observe that the consistency of measurements between

the same pairs has greatly improved over the dead-reckoning estimation.

Additional results validating the algorithm are shown in Figure 7.15, which

reproduces two acoustic images generated by placing the sonar measurements
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Table 7.4: Cavern experiment error analysis. Cone pairs distance (*see text
about ground truth accuracy).

Cone pairs Ground truth* (m) DR (m) SLAM (m)

1 - 2 19 17.07 17.31
2 - 1 19 14.35 16.91

2 - 3 32 31.53 31.00
3 - 2 32 31.38 30.16

3 - 4 16 12.52 12.83
4 - 3 16 13.23 12.87

4 - 5 n.a. n.a. n.a.
5 - 4 n.a. n.a. n.a.

1 - 6 30 28.36 25.95
6 - 1 30 26.42 26.86

from the complete dataset based on the dead-reckoning and on the SLAM

estimated trajectories. An averaged representation of all the overlapping

scans has been used; therefore, one can expect the diffuse appearance shown

on the dead-reckoning image as a result of the dispersion induced by the

erroneous trajectory. On the other hand, using the SLAM trajectory provides

a more accurate placement of the measurements which results in a sharper

image.

This dataset was acquired in around 32min and the off-line execution of

the proposed algorithm, implemented in MATLAB, needs around 19min with

an Intel Core2 Quad @ 3.00GHz CPU which, as in the previous experiments,

is shows promise for real time implementation.

As explained previously in this chapter in the description of the dataset, the

vehicle was also equipped with a profiling sonar scanning 360 deg perpendicular

to the traveling direction. We used these scans to build the 3D map of the

cavern system as a side-product of our algorithm and as an application

example. First, the collected scans were segmented and the range points were

extracted as explained in Section 3.2. By projecting the scan points over
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the SLAM trajectory (taking into account the depth), a cloud of points was

obtained as seen in Figure 7.16 (top).

This cloud of points is the input of the splats distance normalized cut

(SDNC) algorithm (Campos et al., 2013) that is used to build the 3D surface

model of the cavern system. For each input point, a local quadratic surface

was constructed using its k-Nearest Neighbors inside a RANSAC procedure

(Fig. 7.16 bottom). These local surfaces were merged in an unsigned distance

function evaluated on a tetrahedral grid adapting to the density of the input

points. Then, the distance function was signed by using a normalized cut

algorithm to segment the volume of the object into its inside and outside.

Finally, the surface was extracted at the interface of the two volumes using

the restricted Delaunay triangulation surface mesher (Boissonnat and Oudot,

2005).

The final three dimensional reconstruction is shown in the interactive

Figure 7.17. If viewed with Acrobat reader 9 and above, the figure can be

rotated by holding the left mouse button, zoom with the right button or

scroll wheel and panning by holding both buttons. More options for image

manipulation appear by right clicking on it.
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Figure 7.13: Cavern complex map of constraints and ground truth points.
Top: map of constraints. Bottom: ground truth points as estimated from
dead-reckoning (red crosses) and from SLAM (green circles).



7.4 Results 91

Figure 7.14: Zoom in at the cone areas of Figure 7.13 bottom. Ground truth
points as estimated from dead-reckoning (red crosses) and from SLAM (green
circles).
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Figure 7.15: Acoustic maps obtained after an averaged composition of the
sonar readings. Top: projected over the dead-reckoning trajectory. Bottom:
projected over the SLAM estimated trajectory.
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Figure 7.16: Top: Cloud of points of the cavern dataset as extracted from the
profiling sonar and projected over the SLAM trajectory. Bottom: Meshed
map using the SDNC algorithm. Color map represents depth in meters.



94 Chapter 7. Experimental set-up and results

Figure 7.17: Cavern complex 3D surface map. The surface was extracted
using the restricted Delaunay triangulation surface mesher (best viewed with
Adobe Acrobat reader 9 and above, left click to rotate the image, right click
for additional controls).



Chapter 8

Discussion and future work

Despite the recent advances in autonomous underwater vehicle navigation

techniques, in order to bound the position error, either a set of transponders

has to be deployed in the nearby area or the vehicle has to regularly surface

to obtain a GPS-fix. However, in confined environments such as underwater

caves, surfacing or pre-deployment of localization equipment is not always

feasible. This thesis presents a localization and mapping algorithm for an AUV

operating in confined environments using a mechanically scanned imaging

sonar as the main perception sensor.

8.1 Contributions

The theoretical foundation of this thesis is an augmented state EKF updated

from probabilistic scan matching results in a pose-based simultaneous lo-

calization and mapping framework. Chapter 2 presents a survey of current

conventional underwater localization techniques and the state-of-the-art on

SLAM algorithms with a focus on the underwater domain.

The ScanGrabbing algorithm receives raw sonar beams acquired by an

MSIS while the vehicle is navigating. After an adequate number of beams has

been received that cover a full sector, the algorithm forms a scan corrected

from the motion-induced distortions and extracts points from the sonar image.

Assuming Gaussian noise, the algorithm is able to estimate the uncertainty
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of the sonar measurements with respect to a frame located at the center of

the scan (Chapter 3).

A survey of the major scan matching algorithms and contributions are

examined and categorized in Chapter 4, providing an explanation for the

very large number of existing algorithms. The reason for that can be traced

to the implementation nature of scan matching. In the same environment,

different types of sensors will produce different scans. Based on the specific

implementation of this thesis, a comparison proved pIC to be the best among

the algorithms.

Calculating the error covariance of a measurement is essential when it

has to be combined with other measurements in a probabilistic framework

like SLAM. Although ICP-style algorithms are very popular, lead to very

good estimates of the relative displacements, and have been improved over

the last decade, apparently very little research has attempted to address the

uncertainty of their estimates. The first major contribution of this thesis is a

closed-form formulation for estimating the uncertainty of the scan matching

result (Chapter 5).

For estimating the global trajectory of the vehicle, an ASEKF stores

the pose of the vehicle where each full scan was completed. Using the scan-

matching algorithm, each new full scan is cross registered with all the previous

scans that are in a certain range. This technique has a twofold effect: first,

this results in a better estimate of the vehicle’s displacement, which is then

used to update the ASEKF; and second, loop-closing events are updated

automatically and simultaneously (Chapter 6). The algorithm described

herein does not take into account any structural information or extract any

features. This is the second major contribution of this research effort.

We tested the presented algorithm with three real-world datasets: one

obtained in an abandoned marina during an engineering test mission, and

two additional ones in the natural environment of underwater cavern systems

(Chapter 7). In the marina dataset, the results show the quality of the

algorithm by comparing it to the ground truth from a GPS receiver and to

other previously published algorithms. For the cavern datasets, the results are

compared against fixed ground truth points that the vehicle visits twice along
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the trajectory it travels. The cavern datasets are the third major contribution

of this research effort, and will be soon available to the scientific community.

8.2 Future work

As a navigation error can lead to the loss of a multi-million euro vehicle,

research in navigation algorithms should focus on robustness. The presented

work towards in that direction by bounding the navigation error, but it also

has allowed us to identify new lines of research.

Scan Correction The presented algorithm is composed of two main filters:

one EKF at the local level of a scan estimating beam positions, and an

ASEKF for estimating the position of the scans. In that sense, our algorithm

has similarities to Hierarchical SLAM (Estrada et al., 2005) where the local

submaps (scans in our case) are built to be independent, thus uncorrelated,

and the higher level filter keeps the relative positions of the submaps without

back-propagating corrections (updates) to them, as the submaps are relatively

small. The same reasoning is applicable in this thesis, since the vehicle’s

motion during the construction of a single scan is very small and so any

probable corrections from the higher level would have small effect on the scan

precision. As the results show, the presented algorithm performs well with

a slow-moving vehicle, which is a reasonable assumption for an open-frame

AUV or one operating in confined environments.

Nevertheless, there can be cases where a torpedo-shaped AUV travels with

faster speeds and can face the situation where the dead-reckoning estimation

drifts significantly while a scan is formed. Future research should consider a

way to back-propagate the correction from the SLAM to the scan forming.

An adaptation of CI-Graph where the local maps (scans) are conditionally

independent and information is shared between the global map and the scans

could be one way.

However, we believe that over the next few years, advances in forward

looking sonar hardware will provide full 360 deg scan sector instantaneously

with high refresh rate, eliminating the scan correction problem.
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Scan matching covariance The scan matching covariance estimation

is an important element for smooth integration of any probabilistic-based

estimator. The closed-form solution that was presented in Chapter 5, is based

on Haralick’s method (Equation 5.8), where Pz is a matrix consisting of

the uncertainties of the scan points. Theoretically, Pz can be a full matrix

describing the correlations between the scan points, however, practically

estimating these correlations is not always trivial. Although in the presented

formulation, the Pz is built as a block diagonal, the results are satisfactory.

Further mathematical research will help to include these correlations in a

consistent way, which potentially would improve the scan matching covariance

estimation.

Simultaneous localization and mapping (SLAM) The proposed pose-

based SLAM algorithm uses an ASEKF stochastic map implementation for

estimating scan poses. The well-known quadratic expansion problem of the

map covariance matrix is partially relaxed in the current application because

of the low rate of pose addition (about one per 14 sec) and the short duration

of the missions (1-2 hours). Future research will investigate the applicability

of other more efficient SLAM frameworks or map representation. To this

end, we have already started researching novel map adaptations using octrees

(Zandara et al., 2013).

Adding dimensions The mechanically scanned imaging sonar, the main

perception sensor for this thesis, provides two-dimensional information which

is adequate for areas with walls with low vertical variations, such as in a marina.

Our method also performed well in the complex environment of a cave system,

however there is still room for improvement as the lack of information on the

Z axis produces scans that does not represent the environment accurately.

The result is a high rate of wrong or lost registrations which have direct

impact to the final trajectory estimation.

Having possibly exploited the maximum capacity of the MSIS sensor, we

believe that a native 3D sonar sensor will help build scans that will represent

the environment much more accurately. That will avoid most of the false
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positive registrations and will register more scans. At the moment only a

couple of 3D sonar sensors exist but their size, energy consumption, low

resolution and refresh rate prohibit their use with AUVs. Nevertheless, the

evolution of sonar sensors suggests that we should expect great improvements

over the next few years.

Future work will also research the mix environment cases, where there are

also areas without walls. To that end, we currently research methods based

on bathymetric (2.5D) sonar that create patches of the seabed from acoustic

profiles and cross-registers them as the vehicle moves (Palomer et al., 2013).





Appendix A

The Kalman filter

The Kalman filter is a recursive data processing algorithm which addresses

the general problem of estimating the state of a stochastic system using a

model of the system and a set of sensor measurements that are functions of

the state. This appendix presents the equations for the linear and non-linear

formulations of the Kalman filter. A more detailed description on this topic

can be found in Kalman (1960) and Maybeck (1982).

A.1 The linear Kalman Filter

A.1.1 Linear system models

The state vector x to be estimated describes the state of a discrete-time

controlled process governed by a linear stochastic difference equation. This

equation is generally denominated as the process model:

x(k) = Ax(k − 1) +Bu(k) + n(k − 1),

where A is a matrix that relates the state at k− 1 to the actual state at time

k, B is a matrix determining the effect that the control input u produces

on the evolution to the actual state and finally, n is a noise representing

the process uncertainty which is assumed independent, white, and with a
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Gaussian probability distribution of covariance Q:

E [n(k)] = 0,

E
[
n(k)n(j)T

]
= δkjQ(k),

At discrete intervals, the sensors provide observations of the system’s state.

This process is described with the measurement model:

z(k) = Hx(k) +m(k),

whereH is a matrix relating measurement z to state x andm is an independent

white Gaussian noise with covariance R that represents the measurement’s

uncertainty.

E [m(k)] = 0,

E
[
m(k)m(j)T

]
= δkjR(k).

A.1.2 The Discrete Kalman filter equations

The objective of the filter is to obtain an estimate of the system’s state

represented by the mean x̂ and the variance P of the state distribution:

E [x(k)] = x̂(k),

E
[
(x(k)− x̂(k))(x(k)− x̂(k))T

]
= P(k).

The recursive estimation process of the Kalman filter is divided into two parts:

the prediction and the correction. The prediction step projects the estimates

of the state vector and its error covariances ahead in time by means of the

stated process model. The equations responsible for this are:

x̂(k|k − 1) = Ax(k − 1) +Bu(k),

P(k|k − 1) = AP(k − 1)AT +Q,
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where [x̂(k|k − 1),P(k|k − 1)] is the estimated prediction of the current state

x(k) obtained from the estimate at time k, the control input u(k) and the

model defined by A and B. The increment of the estimate uncertainty

inherent to a prediction process is reflected with the addition of the term Q

that corresponds to the covariance of the noise in the process model. The

next step is to update this estimate by adding the information provided by

a sensor measurement z(k). This is achieved with the measurement update

equations of the Kalman filter:

x̂(k) = x̂(k|k − 1) +Kν,

P(k) = (I−KH)P(k|k − 1),

where

ν = z(k)−Hx̂(k|k − 1),

S = HP(k|k − 1)HT +R,

K = P(k|k − 1)HTS−1.

The term ν represents the discrepancy between the actual sensor measurement

z and the prediction of this same measurement obtained with the measurement

model Hx̂, S being its corresponding covariance. This is necessary to calculate

K, the Kalman gain, which is chosen to correct the estimate and minimize

the error covariance P after the update.

A.2 The Extended Kalman Filter

A.2.1 Non-linear system models

The extended Kalman filter is a version of the Kalman filter that can deal

with systems governed by non-linear stochastic difference equations. In this
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situation, a non-linear process model is defined as:

x(k) = f(x(k − 1),u(k),n(k − 1)),

while a non-linear measurement model is represented as:

z(k) = h(x(k),m(k)),

n and m being analogous to the process and measurement noises defined in

the linear version of the filter in Section A.1.1.

A.2.2 The Discrete Extended Kalman Filter equations

The extended Kalman filter deals with the non-linearities of the system by

performing linearizations for the current mean and covariance. The equations

for the two-step recursive estimation process are similar to those from the

Kalman filter:

x̂(k|k − 1) = f(x̂(k − 1),u(k), 0),

P(k|k − 1) = F(k)P(k − 1)FT(k) +W(k)QWT(k).

The F and W Jacobian matrices are responsible for the linearization. They

contain the partial derivatives of the f function with respect to the state x

and the process noise n:

F(k) =
∂f

∂x
(x̂(k|k − 1),u(k),0)

W(k) =
∂f

∂n
(x̂(k|k − 1),u(k),0)

The measurement update equations are also adapted to the use of non-linear

measurement equations:

x̂(k) = x̂(k|k − 1) +Kν,

P(k) = (I−KH(k))P(k|k − 1),
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where

ν = z(k)− h(x̂(k|k − 1), 0),

S = H(k)P(k|k − 1)HT(k) +V(k)RVT(k),

K = P(k|k − 1)HT(k)S−1.

Again, the Jacobians H and V are necessary to linearize the measurement

function h:

H(k) =
∂h

∂x
(x̂(k|k − 1),0),

V(k) =
∂h

∂m
(x̂(k|k − 1),0).





Appendix B

Transformations in 2D

In Smith et al. (1990) two operations were presented representing the most

frequently encountered spatial relationships in stochastic mapping applications.

These are the inversion and compounding transformations, represented by

the operators ⊖ and ⊕:

xA

C
= xA

B
⊕ xB

C
,

xA

C
= ⊖xC

A
.

Here, these operators will be described together with two additional com-

pounding operators for transforming the references of point features.

B.1 Inversion

Given a spatial transformation (location of a reference B relative to reference

A):

xA

B
=






x
1

y
1

φ
1




 .
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The location of A relative to B can be described by the inversion operation

⊖:

xB

A
= ⊖xA

B
=






−x
1
cosφ

1
− y

1
sinφ

1

x
1
sinφ

1
− y

1
cosφ

1

−φ
1




 .

The Jacobian of the inversion operation is:

J
⊖
=






− cosφ
1

− sinφ
1

x
1
sinφ

1
− y

1
cosφ

1

sinφ
1

− cosφ
1

x
1
cosφ

1
+ y

1
sinφ

1

0 0 −1




 .

Therefore, given the estimated mean and covariance of the spatial transfor-

mation:

E
[

xA

B

]

= x̂A

B
,

E
[

(xA

B
− x̂A

B
)(xA

B
− x̂A

B
)T
]

= PA

B
.

The estimated location of A relative to B can be described as the inversion:

x̂B

A
= ⊖x̂A

B
,

With associated covariance calculated as:

PB

A
≃ J

⊖
PA

B
JT

⊖
.

B.2 Compounding

Given two spatial transformations (reference B relative to reference A and

reference C relative to reference B):

xA

B
=






x
1

y
1

φ
1




 , xB

C
=






x
2

y
2

φ
2




 .
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The location of C relative to A can be described by the compounding operation

as:

xA

C
= xA

B
⊕ xB

C
=






x
1
+ x

2
cosφ

1
− y

2
sinφ

1

y
1
+ x

2
sinφ

1
+ y

2
cosφ

1

φ
1
+ φ

2




 .

Two Jacobian matrices are necessary to linearize the compounding operation

with respect to each one of the two spatial transformations xA

B
and xB

C
:

J
1⊕

=






1 0 −x
2
sinφ

1
− y

2
cosφ

1

0 1 x
2
cosφ

1
− y

2
sinφ

1

0 0 1




 ,

J
2⊕

=






cosφ
1

− sinφ
1

0

sinφ
1

cosφ
1

0

0 0 1




 .

So, given the estimated mean and covariance of the spatial transformations

(x̂A

B
,PA

B
) and (x̂B

C
,PB

C
), the estimated location of C relative to A can be

described as the compounding:

x̂A

C
= x̂A

B
⊕ x̂B

C
.

with associated covariance approximated as:

PA

C
≃ J

1⊕
PA

B
JT

1⊕
+ J

2⊕
PB

C
JT

2⊕
.

B.3 Compounding point features

Given the location of point feature P relative to reference B:

xB

P
=

[

x
2

y
2

]

.
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In a similar manner as mentioned before, the location of P relative to reference

A can be described by the compounding operation for a point:

xA

P
= xA

B
⊕ xB

P
=

[

x
1
+ x

2
cosφ

1
− y

2
sinφ

1

y
1
+ x

2
sinφ

1
+ y

2
cosφ

1

]

.

The Jacobians of this transformation are:

J
1⊕

=

[

1 0 −x
2
sinφ

1
− y

2
cosφ

1

0 1 x
2
cosφ

1
− y

2
sinφ

1

]

,

J
2⊕

=

[

cosφ
1

− sinφ
1

sinφ
1

cosφ
1

]

.

Again, given the estimated mean and covariance of the spatial transformation

(x̂A

B
,PA

B
) and the point (x̂B

P
,PB

P
), the estimated location of P relative to A

can be described as the composition transformation:

x̂A

P
= x̂A

B
⊕ x̂B

P

and its associated covariance as:

PA

P
≃ J

1⊕
PA

B
JT

1⊕
+ J

2⊕
PB

P
JT

2⊕
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